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The importance of programming skills has increased with advances in information and
communication technology (ICT). However, the difficulty of learning programming is a
major problem for novices. Therefore, we propose a logic error detection algorithm based
on structure patterns, which are an index of similarity based on abstract syntax trees, and
error degree, which is a measure of appropriateness for feedback. We define structure
patterns and error degree and present the proposed algorithm. In addition, we develop
a Logic Error Detector (LED) Application Programming Interface (API) based on the
proposed algorithm. An implementation of the proposed algorithm is used in experiments
using actual data from an e-learning system. The results show that the proposed algorithm
can accurately detect logic errors in many programs solving problems in the Introduction to
Programming set.

1 Introduction

The Fourth Industrial Revolution has increased the demand for en-
gineers [1] [2] [3]. Until recently, computer science was learned by
university students, often in engineering fields. Because of a short-
age of engineers in many countries, attempts have been undertaken
to introduce computer science into secondary school education.

A study suggested that the high school ICT curriculum should
focus on computer science [4]. A report by the Royal Society of the
United Kingdom emphasized the importance of computer science
skills in primary education [5]. The report pointed out problems
in ICT education, such as those in class content and the loss of
opportunities for students. In addition, it proposed to redefine ICT
into three areas, namely computer science, information technology,
and digital literacy, among which computer science is a particu-
larly important area. The movement to implement programming
education is accelerating globally.

For introducing programming in school education, many prob-
lems have been identified and various teaching methods have been
proposed [6] [7]. A report summarizing three years of compulsory
programming education in the UK published in 2014 found that it
was patchy and fragile [8]. The report briefly discussed the difficulty
of programming education.

A student’s inherent interest in computer programming affects
learning. Learners with an interest in programming can effectively

learn in large groups with a single teacher, as is done in the uni-
versity. Such learners can solve problems by investigating them
or asking questions. However, traditional teaching methods may
be unsuitable for novices and learners who are not interested in
programming. One of the most effective ways for novices to learn
is one-on-one learning with a teacher. This is especially true for
programming because programs that accomplish a given task can
be written in various ways. Teachers must thus strictly evaluate the
program written by a learner.

Programming includes complex language constructs and re-
quires logical thinking, similar to that used in mathematics. Pro-
grammers must consider algorithms, memory space, execution time,
and code size. However, exhaustive and quantitative evaluation of
programs by a human teacher is difficult. In addition, programs may
not work as expecting due to various bugs. It is difficult even for
experienced teachers to deal with every bug.

To improve this situation, it is necessary to assign a knowledge-
able teacher to several novice programmers. However, this is not
possible in classes that introduce programming due to a lack of
human resources. To solve this problem, methods for estimating the
difficulty of programming problems using cluster analysis and prob-
lem recommendation algorithms have been proposed [9] [10]. In
addition, attempts have been made to identify early crisis situations
experienced by novice programmers using clustering [11]. How-
ever, many studies considered only optimizing human resources and
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presenting a course to users. The quality of teaching still depends
on the actual teacher. To solve this problem comprehensively, an
intellectual tutoring system is required.

Online judge systems are environments in which programming
can be learned independently [12]. An online judge is an online exe-
cution environment that executes and verifies source code submitted
by users. Users can improve their programming skills by solving
problems in various categories (e.g., syntax, semantics, algorithms,
data structures). In addition to automatic verification, an online
judge provides a quantitative performance evaluation (execution
time, memory usage, etc.) of the program. Although online judges
satisfy certain requirements of an autonomous learning environment,
it is extremely difficult for novice programmers to continue learning
using online judges because they do not provide concrete feedback.
Originally, online judges were created for programming contests, in
which a solution is either accepted or rejected. Thus, programmers
can only recognize that their program has an error, not which type
of error (e.g., logic error, compile error, run-time error). For such a
program, which is “executable for any input”, but “does not satisfy
the specifications of the problem”, the judgment does not provide
useful support for the user. Therefore, novice programmers tend to
give up if their logic errors cannot be debugged.

There are various approaches to programming education, in-
cluding methods that use program execution traces and program
dependence graphs. Here, we propose a logic error detection algo-
rithm based on structure patterns, error degree, and abstract syntax
trees. A structure pattern is a list generated from the corresponding
abstract syntax tree and is an index of similarity at the structure level.
An error degree is a value generated from a result of the detection
algorithm and is an index of similarity at the characteristic level.
The goal of the proposed algorithm is to provide optimal and per-
sonalized feedback to individuals. The proposed algorithm provides
personalized feedback based on filtering using structure patterns,
error degree, and the characteristics of abstract syntax trees.

In this paper, an algorithm for detecting logic errors and the cor-
responding API, which can be used to construct intelligent coding
editors, are presented. The results of quantitative and qualitative
experiments are shown. The quantitative experiments are used to
verify the detection range of logic errors. The results show that
the proposed algorithm can detect logic errors in many cases. The
qualitative experiments are used to determine the detection accuracy
and evaluate the appropriateness of feedback based on the detection
results. The proposed algorithm is shown to detect logic errors and
provide appropriate feedback in many cases. In some cases, gener-
ated feedback was inappropriate for learning support. This paper is
an extension of the work originally presented in “2018 9th Interna-
tional Conference on Awareness Science and Technology (iCAST)”
titled “Logic Error Detection Algorithm for Novice Programmers
based on Structure Pattern and Error Degree” [13].

The remainder of this paper is organized as follows. Section
2 presents related research. Section 3 describes the logic error
detection algorithm. Section 4 describes the LED API. Section 5
presents experiments that use data from an online judge system.
Section 6 shows and discusses the experimental results and suggests
possible improvements. Finally, Section 7 summarizes the main
conclusions.

2 Related Research

The goal of the present study is to construct an autonomous learn-
ing environment for novice programmers. However, autonomous
learning of programming has not been clearly defined.

Learner autonomy has been mainly considered in the field of
foreign language education by researchers such as Holec [14] [15].
Dickinson proposed the concept of autonomous learning, where
learners do not rely on teachers, but are themselves responsible for
the results, and make all decisions related to learning [16]. There-
fore, autonomous learning can be broadly defined as self-learning
controlled by the learner.

This definition of autonomous learning assumes that the learning
environment is appropriate. However, there is a shortage of teach-
ers in programming education. In the present study, autonomous
learning of programming is defined as autonomous learning in an
environment without an actual teacher.

Thus far, a number of approaches to support novice program-
mers have been proposed. In this paper, we present methods that
have different targets and structures, and require different educa-
tional resources.

Wu et al. designed practice teaching and assessment methods
around an online judge system and proposed resolution methods for
existing problems in hybrid learning [17]. Semi-automatic evalu-
ation methods that focus on reducing the burden on teachers have
also been proposed [18]. In this approach, students are grouped ac-
cording to the structure of their source code submitted to the online
judge, and guidance is provided for each group. Using a network
of online judge users, a hybrid method that allows other users to be
asked for guidance has been proposed [19]. This approach uses a
clustering result based on the similarity of source code. In addition,
a method that uses solutions and a language model based on long
short-term memory (LSTM) networks for bug detection has been
proposed [20].

Fault localization with program execution traces is a well-known
technique for detecting logic errors. Using this concept, Su et al.
constructed a Moodle-based online learning environment to provide
feedback for logic errors [21]. In a study related to this technique,
the accuracy of logic error detection using only 20% of the source
code and the effectiveness of feedback using a lightweight spectrum-
based algorithm were verified [22].

There are approaches that target specific logic errors to support
novices. These approaches focus primarily on conditional branches
and detect common logic errors, such as careless mistakes in condi-
tional expressions, priority violations, and infinite loops [23] [24].

Targeted at advanced novice programmers, FrenchPress [25]
is an eclipse plugin that focuses on programming style and sup-
ports programmers who have not yet assimilated the object-oriented
paradigm.

In the present study, logic errors are detected by comparing a
source code that may include logic errors with correct source codes
stored in an online judge system. A comparison of source code is
generally performed to detect code clones (i.e., similar or identical
fragments of code) [26] [27] [28]. The following four types of
method are commonly used to detect code clones.

Text-based methods directly compare source code as text. This
type of comparison includes a lot of unique information, such as
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variable names. Token-based methods compare tokens obtained by
a lexical analysis of source code. Since this type of comparison
is not affected by unique information, such as variable names, it
has relatively high accuracy. Tree-based methods compare code
based on abstract syntax trees obtained by a syntax analyzer. Since
parts unrelated to the meaning of the program are omitted from the
syntax tree, the structural information of the source code is used for
comparison. Semantic-based methods compare code using various
information obtained from a parser. A program dependence graph
is primarily used. It is possible to detect discontinuous code clones,
which are difficult to find using other methods.

The results obtained from text or token comparison are not nec-
essarily consistent with the structure of the source code. Therefore,
it is difficult to generate accurate feedback when using text- and
token-based methods for detecting logic errors. Since the program
dependency graph used in semantic-based approaches has informa-
tion on data dependency and control dependency, it is possible to
perform a comparison based on semantics rather than the descrip-
tion of source code. However, in the isomorphism judgment of
graphs, although the semantics of the programs are the same, it is
considered difficult to detect logic errors that differ only in internal
values. A comparison using abstract syntax trees is based on the
structural information of source code and thus can be performed
at the syntax level, considering for example if statements or for
statements. Therefore, this method is considered to be suitable for
detecting logic errors by a feedback algorithm.

3 Logic Error Detection Algorithm
In the present study, two kinds of source code, namely “wrong code”
and “correct code”, are used to demonstrate the proposed algorithm.
The wrong code is code submitted to an online judge and judged as
“Wrong Answer”. It is the target for detecting logic errors by the
proposed algorithm. The correct code is code judged as “Accepted”
and stored in the online judge system. It is the comparison target
for detecting logic errors by the proposed algorithm.

3.1 Logic Error
A logic error is a bug in a program that triggers erroneous behavior
but does not cause abnormal termination. In other words, logic
errors induce behavior not intended by the programmer. Programs
that contain logic errors are valid programs that can be compiled and
executed. To debug a logic error, the user must determine the cause
of the error by tracing variable information during execution using
a number of test cases. Table 1 shows some common examples of
logic error.

3.2 General Approach of Proposed Algorithm
In the present study, we propose a logic error detection algorithm
based on a comparison between wrong and correct code. The pro-
posed algorithm uses a comparison method based on an abstract
syntax tree, which is a data structure in which the grammatical
structure of source code is represented by finite labeled oriented

trees. An abstract syntax tree is recursively defined by a minimum
unit, called a syntax, generated by a parser. For example, if and for
statements are recursively defined by a number of constructs.

Table 1: Common examples of logic error

Type of logic error Cause
Loop condition Incorrect number of iterations of for state-

ment
Conditional branch Incorrect conditional expression in if state-

ment
Output format Incorrect rounding
Data type Incorrect data type
Calculation Incorrect operator in binary expression
Indexing Wrong index accessed

In the present study, a construct that is recursively defined by
other constructs is denoted as a nonterminal construct, and a con-
struct that is not recursively defined by other constructs is denoted
as a terminal construct. Examples of nonterminal constructs are if
statements and conditional expressions, and examples of terminal
constructs are character strings and numeric values. Specifically,
the algorithm compares abstract syntax trees of the target source
code by applying the following steps recursively.

1. If the information on terminal constructs of the same kind is
not different, it is not judged as a logic error.

2. If the information on terminal constructs of the same kind is
different, it is judged as a logic error.

3. If the constructs are the same kind of nonterminal construct,
they are compared to each other.

4. In other cases, a logic error is judged to have occurred.

The algorithm detects constructs that are logic errors. Algorithm 1
shows the pseudocode of the logic error detection algorithm.

The proposed algorithm can compare compilable source code.
However, because of the characteristics of abstract syntax trees,
a comparison of source code with different tree shapes generates
detection results that are unsuitable for detecting logic errors. In ad-
dition, even if the shapes of the trees are the same, a comparison of
code with different node meanings will generate incorrect detection
results. Therefore, the proposed algorithm has two phases.

In the first phase, an appropriate comparison target is selected.
The proposed algorithm compares only two source codes and de-
tects logic errors. However, the user may attempt to solve a problem
using various approaches. For example, a loop can be implemented
using a for statement or a while statement. If the detection algorithm
is applied to the source code of programs that have quite different
structures, incorrect results will be obtained. Figures 1 and 2 show
examples of a comparison of source code that uses different algo-
rithms. A suitable comparison target is required to detect logic
errors.
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Algorithm 1 Logic Error Detection
Require:

x = expression in wrong code, xn = n-th expression of x
y = expression in correct code, yn = n-th expression of y

Ensure:
E = an array of Logic Error : Array

1: function Detection(x, y)
2: E ⇐ empty array
3: if x and y are terminal constructs of the same kind then
4: if x and y are the same information then
5: return E . Step 1
6: else
7: return E ⇐ x . Step 2
8: end if
9: else if x and y are nonterminal constructs of the same kind then

10: if the number of expressions of x and y are the same then
11: for i = 1 to the number of expressions in x do
12: Connect E and Detection(xi, yi) together . Step 3
13: end for
14: return E
15: end if
16: end if
17: return E ⇐ x . Step 4
18: end function

Figure 1: Example of detection with a for statement approach

Figure 2: Example of detection with a while statement approach

In the second phase, the best detection result is selected. The
proposed algorithm generates feedback for the user based on a com-
parison of the source code. However, the algorithm that the user
employs to solve a problem is independent of the source code struc-
ture. For example, how conditional branches and libraries are used
depends on the user’s characteristics. If the detection algorithm is
applied to the source code of programs with different algorithms,
we may provide feedback while ignoring the characteristics of the
corresponding user.

Figures 1 and 3 show examples of a comparison of source code
that uses different loop constructions. Therefore, we need to give
feedback based on correct codes that has the same characteristics as
those of the target codes.

Figure 3: Example of detection with a decrement algorithm
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3.3 Structure Pattern

In the present study, structure patterns are used in the first phase.
A structure pattern is a list generated from the corresponding ab-
stract syntax tree and is an index of similarity at the structure level.
Moreover, it is core data obtained by a depth-first search of the
abstract syntax tree and includes a list of expressions and block
statements. The generated list contains expressions such as a vari-
able declaration and assignment, and control structures such as for
and if statements. Therefore, a structure pattern can be considered
to express the general form of source code.

Figure 4 shows a sample source code. Figure 5 shows an exam-
ple of an abstract syntax tree parsed from the sample source code.
Table 2 shows an
example of a structure pattern generated from the sample source
code.

Figure 4: Sample source code

Figure 5: Abstract syntax tree for the source code in Figure 4

Programs with the same structure patterns have the same order
and kind of constructs. Therefore, we can obtain appropriate com-
parison targets by filtering correct code using the structure pattern.
For example, the structure patterns for the source code in Figures
1 and 2 are shown in Tables 3 and 4, respectively. As shown, ap-
propriate correct codes for comparison can be obtained by filtering
according to the structure pattern.

Table 2: Structure pattern for the source code in Figure 4
Index No. Syntax
1 Variable Declaration
2 Variable Declaration
3 If Statement
4 Method Call
5 Else Statement
6 If Statement
7 Method Call
8 Else Statement
9 Method Call

Table 3: Structure pattern of wrong code and correct code shown in
Figure 1

Index No. Syntax
1 Variable Declaration
2 For Statement
3 Method Call

Table 4: Structure pattern of correct code shown in Figure 2
Index No. Syntax
1 Variable Declaration
2 Variable Declaration
3 While Statement
4 Method Call
5 Binary Expression

3.4 Error Degree
In the present study, the error degree is used in the second phase.
An error degree is a value generated from a result of the detection
algorithm and is an index of similarity at the characteristic level.
Moreover, it is a total value obtained by assigning a weight ac-
cording to the type of detected logic error and can be expressed as
(1).

x = the number of logic errors
w = weight of logic error
n = the number of logic error types

Errordegree =

n∑
i=1

xiwi (1)

The error degree is zero when the wrong code is compared with
itself. An increase in error degree indicates that the source code has
characteristics different from those of the wrong code. Therefore,
we can obtain optimal feedback by comparing the wrong code with
all versions of correct code and by filtering the detection results
using the error degree. Table 5 shows the weighting rules. The
weight depends on the logic error type in the source code. For
example, errors at the element level, such as terminal constructs
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and operators, have lower weight, whereas errors at the syntax level,
such as the type of syntax and its presence in the code, have higher
weight. Errors related to the number of constructs are weighted in
proportion to this number.

Table 5: Weighting rules for error degree

Error type Weight
Terminal construct 1
Operators in expressions 3
Number of constructs 2*constructs
Existence of component 5
Construct that exists only on one side 10
Types of construct for comparison 10

The error degree compensates for the weaknesses of filtering by
structure pattern. For example, Figures 6 and 7 show the results of
logic error detection for the source code of programs with the same
structure patterns presented in Figure 1 and Figure 3. As shown in
these figures, more accurate feedback can be obtained by calculating
the error degree from the detection result.

Figure 6: Detailed detection results for source code in Figure 1

Figure 7: Detailed detection result for source code in Figure 3

3.5 Extended Detection Algorithm
The purpose of the proposed algorithm is to support autonomous
learning by detecting logic errors in a wrong code and providing the
corresponding feedback. The detection algorithm provides feedback
through the following steps.

1. Analyze the judged source code and generate a structure pat-
tern.

2. From the data stored in the online judge system, extract cor-
rect codes with the same structure pattern.

3. Compare all of the extracted correct codes with the wrong
code, and calculate the error degree based on the detection
results.

4. Provide information obtained based on the detection result
with the lowest error degree as feedback for the user.

Algorithm 2 shows the pseudocode of the extended logic error
detection algorithm.

4 Implementation of Algorithm API
Section 3 described the proposed logic error detection algorithm for
general online judge systems. In the present study, we also devel-
oped an LED web API for the proposed algorithm that is compatible
with Aizu Online Judge (AOJ) [29].

4.1 Aizu Online Judge

AOJ is an online judge system developed and operated by the Univer-
sity of Aizu. An online judge system is a service that compiles and
executes programs submitted by users and automatically evaluates
their accuracy and performance using various test cases and verifi-
cation machines. At present, AOJ contains source code from 60,000
users and 4 million judgments. AOJ contains various problems,
such as those used in programming contests (e.g., ACM-ICPC) and
those specific to a certain topic, including Introduction to Program-
ming (ITP), “Algorithm and Data Structures”, and related libraries.
For these problems, limit values are set for CPU time and memory
usage, and the user can practice by solving the problem under these
limitations.

The user obtains a verdict by submitting the answer code for
each question to the judge system. The judge system instantly pro-
vides feedback (accepted/rejected) based on various test cases for
the problem, together with the CPU time and memory usage. The
type of failure (Time Limit Exceeded, Memory Limit Exceeded,
Runtime Error, etc.) is also given in the feedback. Users can debug
their code based on the feedback and resubmit code as many times
as desired. In the present study, the aim is to detect logic errors, so
we only cover programs corresponding to "Accepted" and "Wrong
Answer".

AOJ has an API for accessing a part of its database. The API
can be used for developing various tools. For example, there are
submitted source code, submission history including log of trial and
error.

4.2 Logic Error Detector API

In the present study, we developed an LED that uses source codes
stored in AOJ. Furthermore, by implementing peripheral functions,
we developed as a web API for the LED.
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Algorithm 2 Extended Logic Error Detection
Require:

X = submitted code
Y = array of accepted programs, Yn = n-th accepted program

Ensure:
F = Feedback

1: function Extended Detection(X) . Step 1
2: R = empty array
3: pattern ⇐ structure pattern of X . Step 2
4: Y ⇐ all the correct codes submitted for a given problem as X
5: Y ⇐ Y that have the same structure pattern as pattern . Step 3
6: for i = 1 to number of Y do
7: add detection result based on Algorithm 1(X,Yn) to R . Step 4
8: end for
9: return F ⇐ detection result with the lowest error degree in R . Step 5

10: end function

From the viewpoint of data availability and practicality, source
codes in Java language are analyzed and utilized for the LED API.
There are three main reasons for selecting Java. Firstly, it is often
adopted as an introduction to object-oriented programming lan-
guages for novice programmers. Secondly, it is the second most
frequently used language in AOJ. The use of stored data makes it
possible to detect logic errors more accurately, so there must be a
sufficient number of comparison objects. Thirdly, an open-source
library called JavaParser can be used to convert source code written
in Java into an abstract syntax tree.

The LED API is implemented using docker containers that serve
as a web server, an application server, and a database server. Figure
8 shows an architecture diagram of the LED API.

The web container, based on Nginx, is responsible for front-end
processing and acts as a reverse proxy. At the front-end, we im-
plemented tools for research and simple editors using Vue.js and
trial of API is possible. The reverse proxy controls access to the
application container. Only the web container is exposed to the
outside world via the API to prevent attacks on the application and
database containers.

The application container is responsible for the back-end pro-
cessing by the LED, which is the application that implements the
proposed algorithm. Since only the host can connect to the database
container, it can be used together with the reverse proxy of the web
container to prevent attacks on the database container.

LED is a Java application developed using Spring Boot based on
Spring Framework. MySQL and Hibernate, as an object-relational
mapper, are adopted. JavaParser is used for parsing source code
written in Java.

4.3 Class Composition

Figure 9 shows a class diagram of LED. The SourceCode class is
used to represent source codes submitted to and stored in AOJ. It has
a many-one relation with the Problem, Status, and StructurePattern
classes. It includes information on the ID of the user who submitted
the code, the ID of the judge, and the submitted code.

Figure 8: LED architecture diagram

The StructurePattern class represents the structure pattern of
source code for each program. It has an one-to-many relationship
with the SourceCode and PatternComponent classes.

The PatternComponent class is used to represent the type and
order of syntax in the structure pattern. It has many-to-one and
composition relationships with the StructurePattern class. This is
because the structure pattern includes the type and order of syntax,
and there are cases where the source code of multiple programs has
the same structure patterns, but the pattern component completely
depends on the structure pattern.

The ErrorReport class is used to represent the comparison result
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Figure 9: LED class diagram

of the logic error detection algorithm and is also a feedback class
of the LED API. It has a many-to-one relationship with the Source-
Code and Problem classes. It has many-to-one and composition
relationships with the ErrorComponent class. It includes informa-
tion on wrong codes in which logic errors were detected and correct
codes used to generate the detection result selected by filtering using
the error degree.

The ErrorComponent class is used to represent details of the
detected logic error. It has the location, content, class of syntax, and
error degree information of the logic error detected in the wrong
code.

4.4 Behavior
Figure 10 shows the relationship between classes and objects. The
flow of logic error detection using the LED API is as follows.

1. The user submits a source code that is judged as “Wrong
Answer”.

2. The wrong code is analyzed and its structure pattern is gener-
ated.

3. The structure pattern of the wrong code is searched for in the
database.

4. Correct codes with the same structure pattern as that of the
wrong code are searched for in the database and used as
candidate codes for detection.

5. Using LED, all candidate codes are respectively compared to
the wrong code and an error report is generated.

6. The error report with the lowest error degree is provided to
the user as feedback. Figure 10: LED sequence diagram
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5 Experiment

We conducted quantitative and qualitative experiments using the
LED API and AOJ. The LED API is first used to detect logic er-
rors in wrong code submitted by a user who has never solved the
problem. Therefore, in this experiment, source codes judged to be
"Wrong answer" in AOJ were used as wrong codes.

5.1 Basic Dataset from AOJ

AOJ has a problem set for novices called ITP. In this experiment,
all problems in ITP were used. The dataset consists of source code
that satisfies the following conditions.

• Submitted to solve the target problems.

• Judged as “Accepted” or “Wrong Answer”.

• Written in Java.

• Consists only of the main method.

• Considered not to be created by the same user.

Tables 6 and 7 show the details of the dataset. “Problem Id” is
the problem id of the experimental target. “Usable Programs” is the
number of available programs. “Structure Pattern” is the number of
structure patterns. “Common Pattern Programs” is the number of
programs with the most common structure pattern.

5.2 Experiment 1: Quantitative Method

This subsection describes experiments conducted using quantitative
methods.

AOJ stores all the source codes submitted by users. Therefore,
there are correct and incorrect answers to certain problems submit-
ted by a given user. By comparing correct codes and the wrong code
submitted by a given user, it is possible to obtain reliable feedback
F necessary for debugging. From the inclusion relation of feedback
F and feedback F’ obtained using the LED API, we measure what
portion of logic errors can be detected by the proposed algorithm.

In this experiment, we evaluated whether the following state-
ments are true:

• The LED API can be used to detect all logic errors.

• The LED API can be used to detect some logic errors.

For evaluating the first statement, we measured whether F’ com-
pletely includes F. The code debugged based on information pro-
vided by feedback F has already been accepted by AOJ. Therefore,
when feedback F’ completely includes feedback F, it can be re-
garded that all the logic errors were detected.

For evaluating the second statement, we measured whether F’
contains some of F. During debugging, a user may modify not only
the algorithm, but also variable names, the order of processing, etc.
Therefore, when some of feedback F are included in feedback F’, it
can be regarded that some logic errors were detected.

The following procedures were applied to each target problem.

1. Apply the proposed algorithm to correct code and wrong code
submitted by a given user and obtain feedback F.

2. Generate feedback F’ from the wrong code using the LED
API.

3. Determine the inclusion relation of F and F’.

The dataset consists of source code that satisfies the following
conditions.

• Correct code and wrong code that submitted by the same user.

• These two programs have the same structure patterns.

5.3 Experiment 2: Qualitative method
This subsection describes experiments conducted using qualitative
methods.

In Experiment 1, the accuracy of logic error detection was in-
vestigated using a quantitative method. However, the experiment
only measured the detection range, and it is not known whether
the feedback is sufficient for debugging. Therefore, we manually
debugged a code using feedback from the LED API and verified
whether the wrong code was acceptable by AOJ. In this experiment,
we evaluated whether the following statements are true:

• The LED API can be used to correctly detect logic errors.

• The provided feedback is appropriate for supporting learning.

The following procedures were applied to each target problem.

1. Randomly select a wrong code in AOJ.

2. Detect logic errors using the LED API.

3. Debug the wrong code manually using feedback and verify
whether the debugged code is acceptable by AOJ.
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Table 6: Problem Information

Problem ID Topic Summary of Problem
ITP1_1_A

Getting
Started

Print "Hello World" to standard output.
ITP1_1_B Calculate the cube of a given integer x
ITP1_1_C Calculate the area and perimeter of a given rectangle.
ITP1_1_D Read an integer S [second] and convert it to h:m:s.
ITP1_2_A

Branch
on

Condition

Print small/large/equal relation of given two integers a and b.
ITP1_2_B Read three integers a, b and c, and print "Yes" if a < b < c, otherwise "No".
ITP1_2_C Read integers and print them in ascending order.
ITP1_2_D Read a rectangle and a circle, and determine whether the circle is arranged inside the rectangle.
ITP1_3_A

Repetitive
Processing

Print "Hello World" 1000 times.
ITP1_3_B Read an integer x and print it as is for multiple test cases.
ITP1_3_C Read two integers x and y, and print them in ascending order for multiple test cases.
ITP1_3_D Read three integers a, b, and c, and print the number of divisors of c in [a, b].
ITP1_4_A

Computation

Read two integers a and b, and calculate a / b in different data types.
ITP1_4_B Calculate the area and circumference of a circle for given radius r.
ITP1_4_C Read two integers, a and b, and an operator op, and then print the value of a op b.
ITP1_4_D Read a sequence of n integers ai(i=1,2,...n), and print the minimum value, maximum value, and sum of

the sequence.
ITP1_5_A

Structured
Program I

Draw a rectangle whose height is H cm and width is W cm.
ITP1_5_B Draw a frame whose height is H cm and width is W cm.
ITP1_5_C Draw a chessboard whose height is H cm and width is W cm.
ITP1_5_D Structured programming without goto statement.
ITP1_6_A

Array

Read a sequence and print it in reverse order.
ITP1_6_B For given a deck of cards, find missing cards.
ITP1_6_C Count the number of elements in a three-dimensional array.
ITP1_6_D Read a n×m matrix A and a m×1 vector b, and print their product Ab.
ITP1_7_A

Structured
Program II

Read a list of student scores and evaluate the grade for each student.
ITP1_7_B Find the number of combinations of integers that satisfy 1) three distinct integers from 1 to n, and 2)

sum of the integers is x.
ITP1_7_C Read the number of rows r, columns c, and a table of r×c elements, and print a new table that includes

the total sum for each row and column.
ITP1_7_D Read a n×m matrix A and a m×l matrix B, and print their product.
ITP1_8_A

Character

Convert uppercase/lowercase letters to lowercase/uppercase.
ITP1_8_B Read an integer and print the sum of its digits.
ITP1_8_C Count the number of appearances for each letter (ignoring case).
ITP1_8_D Find a pattern p in ring-shaped text s.
ITP1_9_A

String

Read a word W and text T, and print the number of times that word W appears in text T.
ITP1_9_B Read a deck (a string) and shuffle it, and print the final state (a string).
ITP1_9_C Read a sequence of Taro and Hanako cards and report the final scores of the game.
ITP1_9_D Perform a sequence of commands including reverse and replace operations.
ITP1_10_A

Math
Functions

Calculate the distance between two points P1(x1, y1) and P2(x2, y2).
ITP1_10_B For the given two sides of a triangle a and b and the angle C between them, calculate the area,

circumference, and height of the triangle.
ITP1_10_C Calculate the standard deviation.
ITP1_10_D Read two n-dimensional vectors x and y, and calculate Minkowski’s distance, where p=1,2,3,∞.
ITP1_11_A

Structure
and

Class

Simulate rolling a dice.
ITP1_11_B Print the integer on the right side face of the rolled die.
ITP1_11_C Read two dice and determine whether they are identical.
ITP1_11_D Read n dice and determine whether they are all different.

6 Results and Discussion

In this section, we present and discuss the results of each experi-
ment.

6.1 Results of Experiment 1

Table 8 shows the results of Experiment 1. “Problem Id” is the
problem id of the experimental target. “All Users” is the number
of users who submitted source code. “Usable Users” is the number
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Table 7: Statistics of the Dataset Used in the Experiment
Problem ID Number of Programs Usable Programs Structure Pattern Common Pattern Programs
ITP1_1_A 5132 5094 5 5030
ITP1_1_B 4408 3713 50 1274
ITP1_1_C 3292 2743 56 744
ITP1_1_D 2365 1832 68 504
ITP1_2_A 2836 2231 82 629
ITP1_2_B 2283 1683 68 619
ITP1_2_C 2779 1099 71 234
ITP1_2_D 2919 1682 60 628
ITP1_3_A 2290 2194 15 1436
ITP1_3_B 3180 1303 90 71
ITP1_3_C 2538 727 75 67
ITP1_3_D 1622 983 58 261
ITP1_4_A 3715 2605 66 541
ITP1_4_B 2263 1825 56 316
ITP1_4_C 1506 347 49 35
ITP1_4_D 3027 735 48 54
ITP1_5_A 1477 701 65 107
ITP1_5_B 1404 354 46 57
ITP1_5_C 1236 421 53 58
ITP1_5_D 3120 717 58 147
ITP1_6_A 1345 447 46 53
ITP1_6_B 1027 181 25 23
ITP1_6_C 1340 212 19 55
ITP1_6_D 743 295 32 36
ITP1_7_A 1683 196 29 28
ITP1_7_B 1287 230 28 33
ITP1_7_C 839 109 19 14
ITP1_7_D 1207 216 24 37
ITP1_8_A 927 329 44 23
ITP1_8_B 797 227 30 32
ITP1_8_C 1444 152 23 19
ITP1_8_D 721 233 23 44
ITP1_9_A 1409 270 27 35
ITP1_9_B 642 151 17 28
ITP1_9_C 710 174 23 29
ITP1_9_D 613 74 11 17
ITP1_10_A 594 387 28 98
ITP1_10_B 670 339 24 84
ITP1_10_C 935 78 11 17
ITP1_10_D 420 61 8 14
ITP1_11_A 135 20 4 11
ITP1_11_B 109 18 4 9
ITP1_11_C 108 11 2 8
ITP1_11_D 19 0 0 0
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of users who submitted both correct and wrong code with the same
structure patterns (and thus logic errors can be detected using the
LED API). “Whole Success Users” is the number of users for whom
all logic errors were detected using the LED API. In other words,
this is the result of the first statement. “Partial Success Users” is
the number of users for whom some logic errors were detected
using the LED API. In other words, this is the result of the second
statement. “Whole Success Ratio” is the ratio of Whole Success
Users to Usable Users. “Partial Success Ratio” is the ratio of Partial
Success Users to Usable Users. “Difference Success Ratio” is the
difference between Whole Success Rate and Partial Success Rate.

The first item is the complete detection rate of logic errors. The
results of the experiment show that all logic errors were detected for
many problems. Overall, we succeeded in detecting logic errors in
more than 70% of programs.

The second item is the partial detection rate of logic errors. The
results of the experiments show that a higher detection ratio for
partial logic errors was achieved for many problems. Overall, we
succeeded in detecting logic errors in more than 80% of programs.

6.2 Results of Experiment 2
Table 9 shows the results of Experiment 2. The first item is the
detection accuracy of logic errors. Considering the features of the
evaluation method, it was considered that logic errors could not be
correctly detected when the source code could be modified only by
factors outside the feedback range. The results of the experiment
show that we successfully detected logic errors in 100% of test
cases. Therefore, the proposed detection algorithm has sufficient
ability to detect logic errors in wrong code.

The second item is related to the appropriateness of feedback.
The experimental results show that we succeeded in providing ap-
propriate feedback in 80.4% of the test cases. This evaluation item
is based on the qualitative method used to verify the appropriate-
ness for supporting learning. Therefore, we should discuss the
appropriateness of the judgment.

6.3 Discussion
In this subsection, we discuss the experimental results. Some ideas
for improvement based on the experimental results are also given.

6.3.1 Discussion for Experiment 1

The results of Experiment 1 confirm that the proposed detection
algorithm can support users who attempt to solve problems. We also
confirmed that the detection algorithm can detect all the logic errors
in a wrong code in many cases. However, results for statement 2
indicate that feedback may contain syntax that is unrelated to the
algorithm. Therefore, it is necessary to improve detection accuracy
by improving the detection algorithm.

6.3.2 Discussion for Experiment 2

The results of Experiment 2 confirm that logic errors can be detected
by the proposed detection algorithm. In addition, we confirmed that

the detection algorithm can provide appropriate feedback in many
cases. Therefore, it is necessary to generalize some specific cases
and to improve the algorithm.

6.3.3 Discussion for All Experiments

The results of the two experiments confirmed that the proposed
algorithm can accurately detect logic errors and provide appropriate
feedback. The proposed algorithm detects logic errors using source
codes stored in the online judge system. To increase accuracy, we
filter the codes using structure patterns and error degree. Therefore,
detection accuracy depends on the diversity of source code stored
in the online judge system. In the present study, although we only
considered codes written in Java, the proposed algorithm can be
applied to all context-free languages. There is more source code
written in languages such as C and C ++, and thus logic errors can
be detected with higher accuracy.

6.3.4 Improvements

In this subsubsection, we suggest some improvements based on the
experimental results.

Based on the results of Experiment 1, we suggest the following
two improvements. One improvement is the removal of elements
not related to logic errors detected by the detection algorithm. For
example, elements with the same meaning in different formats, such
as variable names and logical expressions, can be removed because
they are not related to logic errors. Another improvement is the
use of a comparison method that is independent of the structure
pattern (i.e., generalization of the algorithm). In Experiment 1, a
rule regarding the structure pattern as a condition of the dataset was
used. This rule was used because the LED API does not have a
function for comparing
source codes with different structure patterns. Therefore, we sug-
gest generalizing the algorithm by unifying the variable declaration
part and determining the format of the calculation formula. This
generalization would make it possible to compare source codes with
different structure patterns without changing the meaning of the
algorithm.

Based on the results of Experiment 2, we suggest the follow-
ing three improvements. The first improvement is a comparison
method of conditional branching. The conditional branching algo-
rithm strongly depends on the logical expression that is employed
by the user. In particular, filtering by structure pattern is not ef-
fective for problems that require multiple standard outputs using
conditional branching. Therefore, we suggest a comparison based
on a logical expression and feedback regarding the processing order.
The second improvement is a comparison method of binary expres-
sions. Because binary expressions are parsed using certain rules, a
comparison between binary expressions from different structures
are not effective. Therefore, we suggest making the error degree
more accurate by implementing special logic to compare binary
expressions. The third improvement is a review of the weighting
when the type of syntax is the same but the elements are different.
As an example, method call expressions can be very different, even
using the same kind of syntax.
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Table 8: Results of Experiment 1
Users Success Users Success Rate

Problem ID All Usable Whole Partial Whole Partial Difference
ITP1_1_A 3502 358 335 358 93.58% 100.00% +6.42%
ITP1_1_B 2425 144 110 121 76.39% 84.03% +7.64%
ITP1_1_C 2006 187 114 142 60.96% 75.94% +14.97%
ITP1_1_D 1618 130 86 102 66.15% 78.46% +12.31%
ITP1_2_A 1692 291 249 263 85.57% 90.38% +4.81%
ITP1_2_B 1525 126 106 112 84.13% 88.89% +4.76%
ITP1_2_C 1505 87 49 74 56.32% 85.06% +28.74%
ITP1_2_D 1194 261 93 111 35.63% 42.53% +6.90%
ITP1_3_A 1542 270 201 208 74.44% 77.04% +2.59%
ITP1_3_B 1405 129 108 114 83.72% 88.37% +4.65%
ITP1_3_C 1199 63 55 57 87.30% 90.48% +3.17%
ITP1_3_D 1059 105 92 97 87.62% 92.38% +4.76%
ITP1_4_A 1107 315 180 252 57.14% 80.00% +22.86%
ITP1_4_B 1134 250 157 184 62.80% 73.60% +10.80%
ITP1_4_C 1022 14 14 14 100.00% 100.00% 0%
ITP1_4_D 909 176 107 147 60.80% 83.52% +22.73%
ITP1_5_A 977 24 21 22 87.50% 91.67% +4.17%
ITP1_5_B 911 33 22 26 66.67% 78.79% +12.12%
ITP1_5_C 880 20 14 16 70.00% 80.00% +10.00%
ITP1_5_D 968 58 51 53 87.93% 91.38% +3.45%
ITP1_6_A 831 17 15 16 88.24% 94.12% +5.88%
ITP1_6_B 656 15 12 14 80.00% 93.33% +13.33%
ITP1_6_C 623 33 26 27 78.79% 81.82% +3.03%
ITP1_6_D 566 11 9 11 81.82% 100.00% +18.18%
ITP1_7_A 719 21 20 20 95.24% 95.24% 0%
ITP1_7_B 643 24 21 23 87.50% 95.83% +8.33%
ITP1_7_C 595 3 3 3 100.00% 100.00% 0%
ITP1_7_D 484 66 49 64 74.24% 96.97% +22.73%
ITP1_8_A 636 14 13 14 92.86% 100.00% +7.14%
ITP1_8_B 591 2 0 1 0.00% 50.00% +50.00%
ITP1_8_C 525 5 5 5 100.00% 100.00% 0%
ITP1_8_D 448 11 7 8 63.64% 72.73% +9.09%
ITP1_9_A 518 52 35 42 67.31% 80.77% +13.46%
ITP1_9_B 456 7 7 7 100.00% 100.00% 0%
ITP1_9_C 441 6 2 5 33.33% 83.33% +50.00%
ITP1_9_D 323 4 4 4 100.00% 100.00% 0%
ITP1_10_A 432 32 15 22 46.88% 68.75% +21.88%
ITP1_10_B 392 38 20 31 52.63% 81.58% +28.95%
ITP1_10_C 458 14 9 10 64.29% 71.43% +7.14%
ITP1_10_D 279 2 2 2 100.00% 100.00% 0%
ITP1_11_A 84 1 1 1 100.00% 100.00% 0%
ITP1_11_B 64 1 1 1 100.00% 100.00% 0%
ITP1_11_C 32 1 1 1 100.00% 100.00% 0%
ITP1_11_D 13 0 0 0 0.00% 0.00% 0%
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Table 9: Results of Experiment 2

Feedback Type Reason for Judgment Cause of Logic Error Rate Total

Appropriate Can be debugged

Literal 6.5%

80.43%

Output format 19.6%
Binary expression 15.2%
Loop condition 8.7%
Type and output format 2.2%
Conditional branch 19.6%
Used type 4.3%
Used method 4.3%

Inappropriate Direct answer Position of variables 17.4% 19.57%Ignored the algorithm Non-optimal feedback 2.2%
Wrong Cannot be debugged 0.0% 0.0%

However, even with such a comparison, the error degree is a very
small numerical value. In particular, standard output methods and
various library methods are sometimes compared, so that optimal
feedback cannot be generated in some cases. Therefore, we suggest
measuring to what extent the syntax has the same meaning by using
the namespace and arguments. We also suggest detecting the parent
syntax itself as a logic error, such as when only variable names are
detected as logic errors.

7 Conclusion
This study proposed a logic error detection algorithm based on struc-
ture patterns and error degree to support novice programmers. The
proposed algorithm uses data in an online judge system to detect
logic errors in wrong code and provides feedback for supporting
problem solving. In addition, we developed the LED web API based
on the proposed algorithm. The LED API is compatible with the
online judge system, so it can promote autonomous learning with
the corresponding environment.

Two experiments were conducted to verified the accuracy of
the proposed algorithm. The experimental results show that the
proposed algorithm can accurately detect logic errors and provide
appropriate feedback. The proposed algorithm detected logic errors
in programs for all the problems in the Introduction to Programming
1 set with high accuracy. In addition, the detection accuracy depends
on the amount of data in the online judge system.

Although we constructed the autonomous learning environment
and detection algorithm in Java, the proposed algorithm can be
applied to various programming languages, such as C/C++, Python,
and Ruby. Although the presented LED API is oriented to detec
logic errors, the algorithm is capable of suggesting possible solu-
tions. So, our future works include the extension of the API after
conducting further experiments.
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All forms of skin cancer are becoming widespread. These forms of cancer, and melanoma in
particular, are insidious and aggressive and if not treated promptly can be lethal to humans.
Effective treatment of skin lesions depends strongly on the timeliness of the diagnosis: for
this reason, artificial vision systems are required to play a crucial role in supporting the
diagnosis of skin lesions. This work offers insights into the state of the art in the field
of melanoma image classification. We include a numerical section where a preliminary
analysis of some classification techniques is performed, using color and texture features on a
data set constituted by plain photographies, to which no pre-processing technique has been
applied. This is motivated by the necessity to open new horizons in creating self-diagnosis
systems for accessible skin lesions, due also to a huge innovation of cameras, smartphones
technology and wearable devices.

1 Introduction

The World Health Organization recognizes skin cancer as one of
the most lethal cancers that is spreading widely in many parts of
the world in recent decades. Globally, each year between 2 and 3
million of non-melanoma skin cancers and 132,000 of melanoma
skin cancers occur [1]. Cutaneous melanoma is still incurable. A
successful treatment of skin lesion is heavily dependent on the time-
liness of the diagnosis: it is crucial to detect and remove the skin
lesion in the early stage. One of the major allert of this tumor is
that, in the early stages, melanoma remains hidden, showing it-
self to be similar to other benign lesions. This aspect, combined
with the aggressiveness and rapidity with which it expands, creates
difficulties even for expert dermatologists; in addition, in its early
phase, it is often underestimated [2]. Dermatologists, in clinical
evaluation, in order to identify the tumor lesions of the skin, adhere
to some reference protocols. Generally, they refer to the ABCDE
protocol [3], the 7-point checklist [4] and the Menzies method [5].
If the investigations conducted leave doubts about the nature of the
lesion, the specialist prescribes an analysis of the affected tissue by
biopsy. Even today, the reliability of the diagnosis of melanoma
can be improved with the support of latest-generation automated
analysis tools. Although the human factor continues to be the main
discriminating element for the diagnostic accuracy [2], on the other

hand such tools could play a relevant role to support the specialist
in the diagnosis procedure.
Therefore if, on one hand, it is evident the need to design sophisti-
cated tools supporting the specialists in providing early and accurate
diagnosis, on the other hand it is crucial also the necessity to de-
velop low cost solutions alerting in case of suspicious skin lesions.
Technology is driving a huge innovation in the healthcare domain
and artificial intelligence is playing a key role in providing tools and
applications supporting physicians in diagnosis and patient treat-
ment. In particular, computer vision systems are revealing to be
fundamental in medical image analysis, since they allow to have
non-invasive diagnoses. The specific frameworks for the automatic
analysis of skin lesions are constituted by the following fundamental
steps: image acquisition, image processing and analysis, features
extraction and classification.

This paper is an extension of work originally presented at the 9th
International Conference on Information, Intelligence, Systems and
Applications (IISA 2018). The goal of the original paper [6] was to
offer insights into the state of the art in the field of melanoma image
classification by both providing a review of the various features used
in the elaboration of computer vision systems and focusing on those
ones which appear to be the mostly used on the basis of the recent
literature. Here a preliminary comparison between two different ap-
proaches (Support Vector Machine and Multiple Instance Learning)
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is proposed, pointing out the key role played by the feature selection
(color and texture). In particular, this study was inspired by the good
results obtained in [7], where the authors applied Multiple Instance
Learning techniques for classifying some medical dermoscopic im-
ages drawn from the Ph2 database [8], by using only color features.
Our numerical experimentations, reported in this paper, showed that
using only color features is not at all high-performance when the
classification process is performed on a data base constituted by
common plain photographies. On the other hand using in addition
texture features provides reasonable classification results, especially
if we consider that no pre-processing techniques were used.

This paper is organized as follows. In Section 2 we present
the pathogenic mechanisms of the skin cancer, while in Section
3 we recall the main steps adopted in biomedical image process-
ing. In Section 4, a preliminary numerical study is performed for
classifying a set of 200 plain photographies (100 melanomas and
100 common nevi), using color and color/texture features. Finally
some conclusions are drawn in Section 5, looking at possible future
developments.

2 Skin lesions

The first layer of the skin is the epidermis, which is constituted
by different types of cells, each of them characterized by specific
biological chemical functions: keratinocytes have a mechanical
function of protection from the external environment, basal cells
have a reproductional function of the cells of the most superficial
layer and melanocytes provide protection against ultraviolet rays
throught the production of melanin.

Dermis is the second layer of the skin, and is constituted by
dermal papillary and reticular dermis. It is located below the epi-
dermis and has a thicker consistency (Figure 1). The third layer
of the skin is the subcutaneous layer or hypodermis, and, as the
dermis, contains many blood and lymphatic vessels and protects the
underlying tissues and the internal organs [9].

The different biological structure of the various layers of the skin
implies their specific optical properties. When a beam of white light
hits the skin, one part is reflected, another part penetrates into the
superficial layers and the last part is absorbed. The specific amount
of light that is reflected or absorbed depends on genetic factors of
the population including the specific phototype to which the indi-
vidual belongs. Exposure to light triggers melanocytes that produce
melanin which is activated as a particularly effective protective filter
on shades of blue light.

Normally the melanin deposits are placed in the epidermis
(nevi); in the case of malignant lesions, such as the feared melanoma,
melanocytes produce excess melanin and these deposits tend to in-
vade the underlying levels of the skin. The presence of melanin in
the dermis is one of the most indicative factors in the presence of
melanoma (Figure 2).

Further factors indicative of a malignant lesion are the increased
blood flow at the periphery of the lesion, evidence of epithelial
desquation and the low flow of blood within the lesion which ap-
pears with a bluish red hue. Precisely the color features provide
clinical evidence for a suspicion of skin cancer. At this point the
specialist prescribes a histology to make an explicit diagnosis. Fig-

ure 3 shows a common nevus (a), a dysplastic nevus (b) (which is a
benign lesion) and finally a melanoma (c) [8].

Figure 1: Skin layers

Figure 2: Types of skin cancer

Figure 3: Dermoscopic images of common nevus (a), dysplastic nevus (b) and
melanoma (c)

3 Main steps in computer vision systems

In this section we will focus on the fundamental phases that charac-
terize the automatic frameworks for image analysis. We will also
refer to the most widespread techniques that characterize the vari-
ous steps of an artificial vision system: acquisition, pre-processing,
segmentation, extraction and selection of features (Figure 4). The
classification would be the final step, which is not the main object
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of this document, apart from some brief discussion in the numerical
section.

Figure 4: Main steps in biomedical image processing

3.1 Image acquisition

The first step of computer vision systems is the acquisition of the
digital image. The proliferation of techniques as well as the de-
velopment of new software paradigms has found its way into the
numerous techniques that have been presented by researchers and
industrial stakeholders. Based on the corresponding pros and cons,
each techniques results more suitable for specific cases and less
for other ones. Among the mainly widespread techniques we re-
port total cutaneous photography, dermoscopy, ultrasound, mag-
netic resonance imaging (MRI), confocal scanning laser microscopy
(CSLM), positron emission tomography (PET), optical coherence
tomography (OCT), multispectral imaging, computed tomography
(CT), multifrequency electrical impedance and Raman spectra. The
epiluminescence microscopy (ELM), also known as dermoscopy,
allows an in-depth analysis of the surface texture of skin lesions as
the technique makes the epidermis translucent. Transmission elec-
tron microscopy (TEM) is generally used to monitor the evolution
of melanoma. Through an appropriate light source the layers of
the skin become translucent and this makes possible to appreciate
the vascularization of the lesion also analyzing the colorimetric
variations of the pigmentation. Computed tomography (CT) is also
used to assess the patient’s subjective response, which also allows
diagnosis to be made on suspicious lesions.

Positron emission tomography (PET) is a technique that in-
volves the use of contrast fluids through the different absorption
of cutaneous melanoma metastases [10]. In the presence of a tu-
mor, the absorption of fluoro-deoxyglucose has a direct correlation
with the rate of its proliferation and therefore with the degree of its
malignancy. Alternative screening methods are the multifrequency
electrical impedance [11] and the Raman spectra [12].

The biological characteristics of a healthy tissue are different
from those ones of a diseased tissue. Using the Raman spectra, this
different way of diffracting the light coming from a laser beam is
exploited, obtaining useful information on the physical structure of

the lesion. The spread of wearable devices as well as the enhance-
ment of the smatphones cameras create the conditions for being able
to realize applications for auto-screening potentially integrable in
platform solutions, through which the patient can interact with spe-
cialists aiming at rapid and punctual diagnoses [13]. The increasing
costs of health suggest to Governance bodies the adoption of dema-
terialized health models that can provide decision and responsibility
processes, encouraging predictive and preventive analysis [14].

3.2 Image pre-processing

The presence of potential noise linked both to the instrumentation
with which the image was acquired, and to the presence of undesired
artefacts such as hair and dermatoscopic gel may imply inaccuracies
in the diagnosis phase. The objective of the pre-processing phase
is to optimize image quality: this phase has a strategic role and
is decisive for the entire classification process. The primary task
consists in separating the lesion area from the healthy skin. This
operation results to be quite difficult as dermoscopic images often
present irregular lighting, frames, gelatinous material and intrinsic
skin features that make the identification of a lesion, for example
trought edges detection methods, a difficult task. Therefore, any-
thing that could affect the image needs to be localized and then
removed, masked or replaced. Many techniques have been used in
literature in order to perform this task, like image resizing, masking,
removal of artefacts, transformation of images into various color
spaces. Another important element that commonly penalizes the
analysis of dermatoscopic images is the presence of hairs. Recent
literature proposes various approaches to optimize images, which
involve the use of morphological operators [15], or the detection of
curvilinear structures [16] or envisaging a phase of image restruc-
turation through painting [17].

Unfortunately, most of these techniques often leave behind un-
desirable blurring, invalidating an effective use of the color image.
Zhou et al. proposed an algorithm able to carry out an accurate
detection of curvilinear artefacts while preserving the lesion struc-
ture [18]. The presented approach is very effective for removing the
dermatoscopic misuring stick and the hair, but on the other hand it re-
quires high computational requirements. The pre-processing phase
of an image can require several operations such as: enhancement,
restoration and hair removal (Figure 5).

Figure 5: Fundamental steps and techniques for pre-processing

Among the various tools to remove unwanted artefacts, the fil-
ters are the most immediate ones. Several Computer Vision Systems
dedicated to dermatology adopt filters by applying them directly to
grayscale photos or on individual color channels in the case of color
images [19, 20, 21].
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Generally, for each type of unwanted artefacts, a specific strat-
egy involving the use of dedicated solutions is adopted. Many
effective methods use color space transformation to optimize both
the quantization of color and of contrast, passing from RGB images
to different color spaces for enhancing the variation of the color on
the edges and inside the lesion.

The pre-processing phase follows antithetical goals. On the
one hand, in order to contain the computational complexity, the
objective is to identify a minimal number of colors to be used in
image analysis. On the other hand, insufficient contrast would make
edge detection very difficult. A solution adopted in many circum-
stances involves the use of histograms, with which it is possible
to perform stretching operations to expand the pixel values in the
interval [0, 255], or equalization to obtain a uniform distribution
of the pixel values. The important task of appropriately enhancing
the contrast between the image area where the lesion is contained
and the background consisting of healthy skin can be obtained by
compensating for irregular lighting through the use of monomorphic
filters and high-pass filters. Adaptive and recursive weighted me-
dian filter are used to remove air bubbles and dermoscopic gels [22].
An interesting solution involves local processing carried out on a
portion of pixels (generally 3x3), assigning the median to the central
pixel. Using these techniques, it is possible to eliminate the noise
by containing the alterations that may arise in the original image.
The strategies referred to, as well as the other solutions presented
in the literature, have as their final objective that of being able to
favor the segmentation of the image and the extraction of functional
features to the classification process. The strategies to be adopted
depend on the nature of the considered images and of the impurities
that must be managed [23].

3.3 Image segmentation
The analysis and identification of a lesion can be performed directly
by specialists who rely on their experience or by using software so-
lutions for image segmentation, such as IMAGEJ or EDISON (Edge
Detection and Image Segmentation system). In fact, in melanoma
detection, the main task of the segmentation process is to sepa-
rate the skin lesion from the background consisting of healthy skin
(Figure 6), in order to analyze color, structure, shape, texture and
information related to vascularization of the lesion.

Figure 6: (a) dermatoscopic image (b) segmented lesion

The choice of the color space in which it is best to represent
images is important, as it determines the rule of the various color
channels. Consequently, it will be important to choose the appro-
priate segmentation algorithm that takes into account the modes of
representation chosen for the images. Without the pretension to be
exhaustive, some types of segmentation methods in this field are the
following:

1. threshold-based, including the Otsu method, those that use the
maximum value of the entropy and those that use histograms,
such as the independent histogram search algorithm (IHP)
[24];

2. region-based, including region growing and watershed seg-
mentation;

3. pixel-based (aimed at labeling the pixel), both supervised
methods such as the Support Vector Machine, unsupervised
methods such as fuzzy c-means, and those with reinforcement
such as artificial neural networks;

4. methods based on customized models, both adaptive and rep-
resentable through deep multilevel networks.

3.4 Feature extraction
The goal of the segmentation process is to identify the region of the
image that contains the lesion by discarding the pixels which are
part of the background consisting of healthy skin. In this way the ex-
traction and selection of the most appropriate features to be used for
the melanoma detection by artificial vision systems will be favored.
In particular, feature extraction implies the enhancement of some
specific measures on portions of images: this fundamental step is
not often sufficiently discussed and detailed in many researches. On
the other hand, a recent study of the relevant features for artificial
vision systems in melanoma detection can be found in [6]. As for
the extraction of features, many different approaches have been
proposed of the statistical and/or filtering type. Among the adopted
methods to be mentioned, we cite the principal component analysis,
useful for determining the geometric and the shape features, the
co-occurrenze matrix [25], useful for the evaluation of texture fea-
tures, the Fourier spectrum [18], the Gaussian kernels [26], and the
transformation of the wavelet package [27], useful for performing
image optimization and the extraction of boundaries aimed at re-
ducing data redundancy [28]. In addition, many automated decision
support systems implement the feature extraction by exploiting the
traditional diagnostic analysis protocols such as the ABCDE system
[25], the 7-point checklist [29], the 3-point checklist [30], the model
analysis [31] and the Menzies method [32].

4 Numerical experimentations
In this section a preliminary numerical comparison between two dif-
ferent approaches (Support Vector Machine and Multiple Instance
Learning) is reported, using color and color/texture features.

This study starts from some considerations related to the works
[7, 33, 34]. In [33] the authors analyzed the role played by the
color and the texture features, showing empirically that using only
the color features outperforms the use of the texture features: very
good results were obtained by means of different type of classifiers
on a image data set drawn from the Ph2 database [8], containing
200 melanocytic lesions images (80 common nevi, 80 atypical nevi
and 40 melanomas). All the images of the database were selected
on the basis of their quality, resolution and dermoscopic features.
Good results were obtained also in [7] on the same data set Ph2,
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Table 1: 5-fold cross-validation

Color Color and texture
SVM SVM-RBF MIL-RL SVM SVM-RBF MIL-RL

Correctness (%) 52.50 57.50 71.00 60.50 69.50 74.00
Sensitivity (%) 39.28 60.37 59.21 63.52 71.07 70.59
Specificity (%) 67.29 56.09 83.46 57.81 68.67 77.21

F-score (%) 45.74 58.53 65.99 61.11 69.54 72.10
CPU time (secs) 3.00 0.08 2.52 2.67 0.42 2.98

Table 2: 10-fold cross-validation

Color Color and texture
SVM SVM-RBF MIL-RL SVM SVM-RBF MIL-RL

Correctness (%) 47.50 56.50 71.00 54.50 68.00 72.00
Sensitivity (%) 37.19 61.55 59.63 59.91 70.98 67.30
Specificity (%) 61.75 54.23 83.97 49.62 65.30 78.16

F-score (%) 41.83 57.93 65.14 56.27 68.22 69.54
CPU time (secs) 2.93 0.02 3.26 3.31 0.01 3.82

Table 3: Leave-One-Out validation

Color Color and texture
SVM SVM-RBF MIL-RL SVM SVM-RBF MIL-RL

Correctness (%) 48.50 57.50 71.50 55.00 67.50 69.00
Sensitivity (%) 33.00 64.00 57.00 59.00 69.00 63.00
Specificity (%) 64.00 51.00 86.00 51.00 66.00 75.00

F-score (%) 39.05 60.09 66.67 56.73 67.98 67.02
CPU time (secs) 4.19 0.02 4.44 3.49 0.01 5.50

by applying Multiple Instance Learning techniques and using only
color features.

On the other hand, the objective in [34] was to select the most
important image features usable in melanoma detection. In this case,
differently from [33] where a high quality data set was adopted, the
authors performed their experimentations on a data set constituted
by plain photographs publicly available from two online databases
https://www.dermquest.coml and http://www.dermins.netl, obtain-
ing very good results in terms of sensitivity (96.77%) and, conse-
quently, in terms of F-score (90.91%). The key point of this work
consisted in a very accurate pre-processing and segmentation steps.

On the contrary, the objective of our experimentation consists in
simply evaluating the classification results, obtainable on 200 im-
ages (100 melanomas and 100 common nevi) drawn from the same
database used in [34], but without performing any pre-processing
step aimed at cleaning up the images from possible noises [23, 35].
This choice is motivated by the necessity to investigate on the pos-
sibility to create fast self-diagnosis systems for accessible skin
lesions.

In particular, our experiments were performed by using three
configurations of the data set, corresponding respectively to the
5-fold cross-validation, the 10-fold cross-validation and the leave-

one-out validation.
For each configuration, initially only the color (RGB) features

were used, adding, only successively, those ones related to the tex-
ture by means of the co-occurence matrix.

The following classification methods, each of them implemented
in Matlab (version R2017b), were adopted:

• Support Vector Machine with linear kernel (SVM)[36];

• Support Vector Machine with RBF kernel (SVM-RBF) [36];

• MIL-RL [37].

Some words are to be spent about the MIL-RL method, proposed
in [37]. Such a method belongs the class of the Multiple Instance
Learning (MIL) algorithms. The MIL paradigm (see for example
[38, 39]) is a relatively new approach for classification problems
which fits very well on image classification, as shown in the recent
works [40, 41] and, in particular, also for medical images and video
analysis [42]. It differs from the classical supervised classification
approaches, since it is aimed at classifying sets of items: such sets
are called bags and the items inside the sets are called instances.
The main characteristic of a MIL algorithm is that, in the learning
phase, only the labels of the bags are known, while the labels of the
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instances inside the bags are unknown. The MIL paradigm applies
very well to image classification since in general an image (bag) is
classified on the basis of some portions (instances) of it.

About the MIL-RL code, the same Matlab implementation
adopted in [7] were used, while, for the SVM approaches with
both linear and RBF kernels, the fitcsvm and predict subroutines
for training the classifier and for computing the testing correctness,
respectively, were utilized. Such subroutines are included in the
Matlab optimization package.

The results of our experimentations are reported in Tables 1, 2
and 3, in terms of accuracy (testing correctness), sensitivity, speci-
ficity, F-score and CPU time. For each of these parameters and for
each table, the best result was underlined. It is worth noting that the
sensitivity is in general more important than the specificity because
it measures the capability to identify positive patients. This is in
fact taken into account in the F-score value.

Looking at the tables, it is possible to observe that using both
color and texture features improves the results, with respect to us-
ing only color features. Moreover the better results are generally
obtained in corresponding to the MIL-RL algorithm, whose F-score
values are however comparable with those ones obtained by using
the SVM with RBF kernel. On the other hand using the SVM-RBF
is really faster than using the SVM with linear kernel or the MIL-RL
approach.

5 Conclusions
In this work some numerical experimentations were performed to
classify a data set constituted by plain photos of different sizes,
some of which are low resolution images and others are blurred
or with hairs. Although in [34] it has been shown that using some
pre-processing methodologies on the images improves the classifi-
cation performances, in our experiments we preferred do not use
such techniques. In this way it was intended to operate in the worst
conditions in order to compare the classification performances ob-
tainable by using, on one hand, only color features (as proposed in
[40, 41, 43]) and, on the other hand, color and texture features. The
fact that the used data set consists of plain photographs, instead of
high-quality dermatoscopic images such as those ones constituting
the Ph2 database, justifies the obtained classification performance.

Adopting additional sets of features together with more sophis-
ticated algorithms providing nonlinear separation surfaces, such as
in [44], opens up new possible scenarios for the implementation of
efficient solutions, useful to provide a further support to specialists
and, on the other hand, to have preliminary self diagnoses, since
the diffusion of smartphones allows the possibility to take photos of
one’s own skin injuries. The use of medical solutions [45], as well as
the possibility of creating Apps, BOTs and Educational Games [46],
designed for different classes of population, are possible scenarios
of interest.
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Current work demonstrates how open-source optimization library ”Extremum” (OSOL
Extremum) can be used to build feedback controller of a satellite. Proposed software was
developed to as an attempt to eliminate current problems that are present in scientific area:
black-box effect (i.e. there is no opportunity to explore source code, modify it, or simply
verify), no code reuse (i.e. implemented procedures are accessible only within software
that includes it), limitated application of modern optimization algorithms (i.e. number of
optimization algorithms increases but most of them were verified only on synthetic tests).
All of them lead to so-called reproducibility crisis.

1 Introduction
This paper is an extension of work originally presented in 2018 IV
International Conference on Information Technologies in Engineer-
ing Education (Inforino) [1].

Optimization is a field of mathematics that is widely applied
in engineering, e.g. optimal component design and control theory
[2, 3, 4]. Traditionally, optimization algorithms are divided into two
groups:

• analytic – these are determined algorithms which efficiency
and convergence properties are proved; their main disadvan-
tage is relatively poor performance which reduces the scope
of applied problems that can be solved by them [5],

• (meta)heuristic – on the contrary, this group of algorithms
has problems with the convergence of results: it is not guar-
anteed that an appropriate solution will be found, but these
algorithms are much more computationally efficient and prac-
tically verified [6].

The current work consists of several parts:

• Prerequisites – explains reasons which led to the OSOL Ex-
termum development;

• Description of OSOL Extremum – provides information about
software structure and technology stack;

• Synthesis of Feedback Control of a Satellite via the OSOL
Extremum – describes mathematical task formulation;

• Application Results – demonstrates particular results of ap-
plication of the developed software;

• Conclusion – summarizes the results and provides informa-
tion about further research.

2 Prerequisites

In order to understand why the development of a new software was
performed it is necessary to describe its background. It will be
explained in details in the following subsections.

2.1 Black-Boxing

This is the double-edged sword of software development. On the
one hand, it allows one to use given tools without necessity to imple-
ment desired algorithm, but on the other - it deprives the opportunity
to modify code the way you need it for the exact task. In other
words, black-boxing makes all your software tools not as flexible as
they can be. Also, you must be totally confident in the quality of the
software that you use, because you have no opportunity to check
confusing moments.
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2.2 Code Reuse

Generally, academic scientists and software developers work dif-
ferently. Mainly, scientists are more concerned to solve the given
problem without any care about reuse of the scripts and software that
they have developed. Programmers, conversely, think a bit differ-
ently: they use different programming concepts (e.g. object-oriented
programming paradigm) in order to maximize the efficiency of writ-
ten code in future. That gives an opportunity to create reusable tools
speeding up further investigations.

2.3 Reproducibility Crisis

Last but not least, reproducibility crisis is general problem for the
science. A lot of researches that are described in scientific articles
cannot be verified or at least repeated. That happens because of
the restrictions on the article size (i.e. there is no enough space
to provide step-by-step description or to explain every moment in
detail) and displaced informational focus (i.e. scientists are more
concerned to present application results not the specification mo-
ments).

2.4 Section Summary

Mentioned problems lead to various limits in overall development
speed. This coerces scientist to solve tasks that are out of his pro-
fessional scope. One possible way to weaken effects of described
problems is to develop open-source libraries that offer wide capabil-
ities of API (application programming interface) including unified
standard for algorithm creation, general testing environment, and
huge spectrum of applied tasks.

Available open-source packages (e.g. python’s scikit and scipy
packages, R’s specialized packages for optimization) partially solve
described problems but mostly provide out-of-box tools. Also none
of them fully support interval optimization algorithms and they are
hardly connected to external programs. That is why it is important
to develop library that can be used as set of building blocks for any
desired algorithm.

3 Description of OSOL Extremum
This section provides information about OSOL Extremum present-
ing its main ideas and features. Source code of the library can be
found on GitHub site [7].

3.1 Technology Stack

Software part of the developing library consists of modules that are
developed using two program languages: Scala (main logic) and
Python (for plotting, scripting, and non-math routines).

Scala belongs to multi-paradigm programming languages which
support both object-oriented and functional features [8]. Object-
oriented paradigm gives opportunity to develop inheritance hierar-
chy that simplifies code reuse a lot. Functional paradigm is often
treated as more “native“ to mathematicians because its main state-
ments: treating functions as basic objects, data immutability, pure
functions, and etc.). Mainly, these statements aimed to provide

code stability decreasing places of potential code mistakes. Also.
It should be noted that Scala runs on JVM platform, so it is easily
maintained and distributed.

Python is a well-known language which is widely used by sci-
entists of different specialization because of its relative simplicity
and generous number of various packages (e.g. NumPy, SciPy,
Matplotlib, and etc.) [9].

3.2 Library Structure

OSOL Extremum consists of several parts:

• implementation of basic required mathematical operations
and objects, e.g. vector operations, function transformations,
random number generators, and statistics calculation,

• general template for optimization algorithms that can be ex-
tended by other researches to implement desired method,

• block of implemented optimization algorithms,

• block of different tasks (including basic optimization tasks
and complicated optimal control synthesis problems).

3.3 Current State and Future Goals

Current version of OSOL Extremum supports the following fea-
tures:

• definition of basic optimization algorithm in a form of abstract
template that supports wide range of running instructions, e.g.
termination by max time or iterations and logging instruc-
tions,

• bunch of classical and modern optimization algorithms (in-
cluding Random Search, Simulated Annealing, Cat Swarm
Optimization, and Harmony Search) [5, 6],

• tools for the interaction with Simulink models.

In future it is planned to: implement more optimization algo-
rithms, add support of interval optimization algorithms, add support
of other modelling systems (e.g. Wolfram Mathematica), add sup-
port of other computational cores.

4 Synthesis of Feedback Control of a
Satellite via the OSOL Extremum

This section will provide information how OSOL Extremum can be
used to solve applied problem in the field of control theory.

4.1 Stage 1: Open-Loop Control Determination

Problem Definition. During the first stage it is required to solve the
problem of optimal open-loop control determination.

Let’s consider that the behavior of an object that is described by
the following differential equation [10]:

ẋ (t) = f (t, x (t) , u (t)) , (1)
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where t ∈ T = [t0; t1] is continuous time, T - system opera-
tional time, x ∈ Rn - system state vector, u ∈ U ⊂ Rq - con-
trol vector, U - set of admissible control values, f (t, x, u) =

( f1 (t, x, u) , ..., fn (t, x, u))T - continuous vector-function.
Initial state is given:

x (t0) = x0, (2)

terminal state x (t1) should satisfy the following conditions:

Γi (x (t1)) = 0, i = 1, ..., l, (3)

where 0 ≤ l ≤ n, Γi (x) , i = 1, ..., l are continuously differentiable,
system of vectors

{
∂Γi(x)
∂x1

, ..., ∂Γi(x)
∂xn

}
, i = 1, ..., l is linearly indepen-

dent ∀x ∈ Rn.
The only information which is used to form control is continuous

time t. Hence, we consider open-loop control.
Set of admissible processes D (t0, x0) is defined as a set of pairs

d = (x (·) , u (·)) which include trajectory x (·) and admissible control
u (·) where ∀t ∈ T : u (t) ∈ U that satisfy equations (1), (2), and (3).

On the set of admissible processes we consider cost functional

I (d) =

∫ t1

t0
f (t, x (t) , u (t)) dt + F (x (t1)) , (4)

where f 0 (t, x, u) and F (x) are given continuous functions.
In order to transform the given problem into the problem without

terminal constraints we can use penalty function:

Ī (d) = I (d) +

l∑
i=1

Ei (x (t1) , εi, pi) , (5)

where

Ei (x, εi, pi) =

{
(pi · Γi (x))2 if |Γi (x)| > εi

|Γi (x)| otherwise, (6)

are error functions, pi and εi, i = 1, ..., l are penalty parameters and
maximum allowed errors accordingly.

The task is to find such a pair d∗ = (x∗ (·) , u∗ (·)) that

d∗ = Arg min
d∈D(t0,x0)

I (d) . (7)

To solve task defined by equation (7) it is suggested to propose
parametric form of control and convert initial problem to a problem
of parametric optimization. The control, which is obtained by such
a procedure, is suboptimal.
Application of Optimization Algorithms. To apply optimization algo-
rithms it is required to parameterize controls in any suitable vector
form. Proposed approach was tested using several parameterization
schemes:

• polynomial control: (a0, a1, a2, ..., as)T ⇒ u (t) = a0 + a1 · t +

a2 · t2 + ... + as · ts,

• piecewise linear control: (a0, a1, a2, ..., as)T ⇒ u (t) = τi+1−t
τi+1−τi

·

ai + t−τi
τi+1−τi

· ai+1, where τi = t0 + i · t1−t0
s and τi ≤ t < τi+1.

The value of the cost functional is calculated by the numeri-
cal methods using Euler, Euler-Cauchy or Runge-Kutta formulas
[11, 12].

To obtain numerical results it is proposed to use two techniques:

• simply generate polynomial control (this technique will be
called direct),

• start with determination of controls in polynomial form (with
few degrees of freedom) and then use obtained solution as a
seed for optimization procedure with piecewise linear controls
(this technique will be called sequential).

Transformation, which is used during sequential technique, can
be easily done by calculation of values of polynomial control in
nodes of uniform grid (demonstrated on Figure 1).

Described techniques differ in this way: direct requires less time
to obtain control, sequential requires more time (because of two
parts) but potentially generates more efficient controls (due to bigger
number of degrees of freedom).

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0

1

2

3

4

5
Polynomial Control
Piecewise Linear Control

Figure 1: Conversion of polynomial control to piecewise linear one

Thus, initial task is transformed to the determination of opti-
mal vector (a0, a1, a2, ..., as)T. As the final result of the first stage
set of suboptimal controls ũ∗,k, k = 1, ...,K will be found, i.e. ũ∗,k

corresponds to initial state vector xk (t0) (K is a number of totally
observed initial conditions).

4.2 Stage 2: Controller Construction

Final form of the controller will be found during the final stage in a
form of regressor. Current block consists of data preparation part
and actually regressor construction.
Data Processing. During current phase initial data will be trans-
formed and modified. There are various data processing procedures
[13], e.g.

• Cleaning. This process ensures that only valid data will be
used. In our case it is important to include this phase because
on previous stage we use metaheuristic optimization algo-
rithms which are not guaranteed to retrieve the best possible
solution. Thus, we will eliminate from further consideration
those controls which do not provide sufficient accuracy in the
means of the final state error defined by equation (8).

• Imputation is widely used in machine learning. Mostly it
is present in cases when there is a possibility of data loss.
Considered case is determined so there is no need to include
it.

www.astesj.com 25

http://www.astesj.com


A. Panteleev et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 23-29 (2019)

• Transformation. During this phase data, which was previ-
ously cleaned, is transformed from raw format (in our case
it is set of suboptimal controls) into format that is suitable
for machine learning procedures. We will transform data to a
table format.

• Normalization is required to standardize obtain data, e.g.
nullify its mean values, normalize standard deviation, etc.

In terms of cleaning it is proposed to use only those controls
which correspond to trajectories with relatively small terminal con-
straints errors, e.g.

1
l
·

l∑
i=1

|Γi (x (t1))| ≤ b, (8)

where b is a bias value that can be treated as an acceptable level of
average cumulative error.

Having set of suboptimal controls
{
ũ∗,k

}K

k=1
it is possible to find

corresponding set of trajectories
{
x̃∗,k

}K

k=1
from equation (1). This

information is sufficient to build initial dataset that will be consid-
ered as a base. Specifically, it is proposed to build dataset in a form
of Table 1.

Table 1: Initial dataset template

j(index) t x1 · · · xn u1 · · · uq

1 t
∣∣∣∣
j=1

x1

∣∣∣∣
j=1
· · · xn

∣∣∣∣
j=1

u1

∣∣∣∣
j=1
· · · uq

∣∣∣∣
j=1

...
...

... · · ·
...

... · · ·
...

Such a table can be built for any selected control and then all
obtained tables can be concatenated. Thus, we have K different
trajectories from each of which we sample in N discrete time mo-
ments. Finally, it results into the following bounds for j index:
j = 1, ...,K · N.
Regressor Construction. Regression is a classical example of so-
called supervised learning [14]. In a considered scope of optimal
control determination we can treat controls (derived from optimiza-
tion procedures during the first stage) as an ideal output. Time, and
state values can be treated as the input. In other words, desired
feedback controller can be treated in this way:

ûi

(
t
∣∣∣∣
j= j∗

, x1

∣∣∣∣
j= j∗

, ..., xn

∣∣∣∣
j= j∗

)
= ui

∣∣∣∣
j= j∗

, (9)

where i = 1, ..., q and j∗ - possible index.
From equation (9) it is obvious how to generate control for previ-

ously observed values but it is not clear what to do with new values
that will arise in future. That is why machine learning is proposed
to be used here - because of its ability to generalize information
basing on finite set of observations [15, 14].

In current work it is proposed to build regressor using well
known and widely applied Random Forests [16], which are already
implemented in Python open-source library Scikit-Learn [17].

4.3 Section Summary

The core component of the described approach is application of opti-
mization algorithms which can be realized via the OSOL Extremum.

Following sections will demonstrate how the proposed approach
can be applied to a real control problem.

5 Application Results

5.1 Description of Dynamic Model

To demonstrate the proposed approach the problem of satellite rota-
tional motion dampening is considered [18]. After the conversion to
non-dimensional variables system of differential equations, which
describes solid body motion relative to centre of mass, will have the
following form: 

ṗ = u1
6 ,

q̇ = u2 − 0.2 · p · r,
ṙ = 0.2 · (u3 + p · q) .

(10)

Control vector constraints are represented via intervals ∀t ∈
[0; 1]: U = [−500; 500] × ... × [−500; 500].

Cost functional is given by the formula:

I (d) =

∫ 1

0
(|u1 (t)| + |u2 (t)| + |u3 (t)|) dt. (11)

Initial values for p0, q0, r0 will be taken from sets
{−25,−20, ...,−5, 0, 5, ..., 20, 25} (for direct optimization procedure)
and {21, 22, 23, 24, 25} (for sequential optimization procedure)
which results into 113 and 53 possible combinations accordingly.

Terminal constraints are the same for any starting configuration:

p (1) = q (1) = r (1) = 0. (12)

Parameters of error functions are also the same for any starting
configuration:

pi = 103, εi = 0.1, i = 1, 2, 3. (13)

Thus, modified functional cost will have the following from:

Ī (d) =

∫ 1

0
(|u1 (t)| + |u2 (t)| + |u3 (t)|)dt+

+E1

(
p (t1) , 0.1, 103

)
+

+E2

(
q (t1) , 0.1, 103

)
+

+E3

(
r (t1) , 0.1, 103

)
.

(14)

5.2 Intermediate Results

For All graphics in this and following section horizontal axis is as-
sociated with dimensionless time, vertical axis provides information
for target variable (also in dimensionless units).

All results in the current section were provided assuming s = 2
for polynomial control and s = 10 for piecewise linear.

Figure 2 demonstrates the obtained results during the optimiza-
tion stage (for sequential technique).
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Figure 2: Results of sequential optimization procedure for initial conditions
p (0) = 21, q (0) = 22, r (0) = 21

From the plot it is clear that during the first stage (generation of
polynomial controls) some of them have corresponding trajectories
with relatively big errors for terminal state. But it is successfully
minimized during the construction of the piecewise polynomial
control.

Better visual description of obtained controls can be obtained
via bunch graphics demonstrated on Figure 3.

It should be noted that all columns will be scaled (except of the
control columns), i.e. transformed to have maximum value equal to
1 and minimum - to 0.

5.3 Final Results

The following section will contain information about obtained re-
gressors. Initial values are chosen in order not to duplicate pre-
viously used initial states. Each received trajectory was sampled
N = 101 times in moments ti = 0.01 · i.

Direct technique. Example of application is demonstrated on
Figure 4 and Figure 5.

Initial conditions: p0 = 24, q0 = 16, r0 = 16.

Achieved terminal state: p (t1) = −0.067, q (t1) =

−0.065, r (t1) = −0.094.

Figure 3: Bunches of trajectories and controls (for sequential optimization procedure)

Figure 4: Example 1: trajectories and controls

Initial conditions: p0 = −9, q0 = 13, r0 = −24.

Achieved terminal state: p (t1) = 0.096, q (t1) = −0.008, r (t1) =

−0.019.
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Figure 5: Example 2: trajectories and controls

Sequential technique. Example of application is demonstrated
on Figure 6 and Figure 7.

Initial conditions: p0 = 24.7, q0 = 23.3, r0 = 21.1.
Achieved terminal state: p (t1) = 0.101, q (t1) = −0.063, r (t1) =

−0.002.

Figure 6: Example 3: trajectories and controls

Initial conditions: p0 = 21.1, q0 = 21.2, r0 = 21.3.
Achieved terminal state: p (t1) = 0.09, q (t1) = −0.067, r (t1) =

0.058.

Figure 7: Example 4: trajectories and controls

From observed graphics it is evident that the proposed approach
has a great potential to solve the problem of feedback control syn-
thesis. Disadvantage of the proposed approach is that obtained
controls are not smooth functions. Such particularity is treated as a
disadvantage because it complicates the hardware implementation
of the generated control and lowers durability of control mechanism
due to the necessity of high-amplitude control adjustments.

6 Conclusion
Main results of the current work are the following:

• efficiency of the developed OSOL Extremum software com-
plex was proved based on obtained solutions for tasks of
open-loop control determination,

• proposed approach was tested on an applied task of satellite
rotational motion dampening.

Further research is planned to be conducted in several different
directions:

• find the way to make controls, that are generated by regres-
sors, have smoother form,

• determine losses in efficiency in the terms of cost functional
compared to other computational approaches (including ana-
lytic ones),

• find the way how to conduct proper comparative analysis and
provide detailed comparison report with the existing software
complexes in the terms of accuracy, computational efficiency,
and algorithm coverage.
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In this paper, we present a new Somewhat Homomorphic Encryption (SHE) scheme using
computation over complex numbers. We then use Bootstrapping technique to make the
scheme Fully Homomorphic (FH) and supports unbounded number of circuit depth. In
addition to its homomorphic properties and security level, a main characteristic of the
proposed new scheme is its simplicity as it is merely based on addition and multiplication
operations over complex numbers. The new scheme is implemented under Python using
SAGEMath library and evaluated. Then a crypt-analysis based on Approximate GCD
problem is done. A comparison with the BGV, a well known Fully Homomorphic Encryption
(FHE) scheme, shows that this new scheme is an efficient homomorphic encryption scheme.

1 Introduction

An encryption scheme is said to be FH, if it allows to perform addi-
tion and multiplication operations explicitly over the cipher-texts
while performing implicitly the same operations over the plain-
texts. This new type of ciphering is very required in cloud systems
mainly when users treat the cloud as a third untrusted party. With
Homomorphic Encryption (HE) the cloud is able to process over
encrypted storage and the privacy of the user is preserved at the
cloud side. In Figure. 1, we show the case of a mobile user sending
an encrypted query to the cloud using HE, thus the cloud is able to
process encrypted query over encrypted data to return an encrypted
answer. The user can do the decryption.
The notion of homomorphism was first introduced by Rivest, Adle-
man and Dertouzo [1] as privacy homomorphism after the invention
of RSA crypto-system [2]. The basic RSA crypto-system is a multi-
plicative homomorphic scheme that allows to perform multiplication
operations over the cipher-texts. Give, for example, RSA public
key, pk = (N, e) and cipher ci = (mi)emod(N) for a plain-text mi.
It is simple to demonstrate that

∏
i ci = (

∏
i mi)emod(N). Several

works followed the RSA scheme. A state of art of HE is given in [3]
– [6]. Some of the known homomorphic schemes are: Paillier crypto-
system [7, 8], Domingo Ferrer crypto-system [9, 10] which is a HE
scheme based on polynomial calculations. The Enhanced MORE
[11] is another FHE based on matrix calculation and the NOHE [12]
scheme is a lightweight FHE that profits from the simplicity and

the homomorphic behavior of logic NOT . The most valued work
in this domain was given by Craig Gentry in his Ph.D. thesis in
2009 [13, 14]. The work of Gentry was inspired from lattice based
cryptography. Gentry first introduced a SHE scheme that supports
a bounded number of operations over the cipher-texts. Then he
developed a new refresh mechanism called Bootstrapping [15] –
[19] to make the scheme FH and supports unbounded operations.
An important FHE scheme is the BGV crypto-system developed
by Brakerski, Gentry and Vaikuntanathan in [20, 21]. Since BGV
scheme is also Somewhat Homomorphic (SH), Modulus Switching
(MS) is a technique used with BGV to extend the circuit’s depth
during the evaluation procedure.
In this paper, our main motivation is to add a value in homomorphic
encryption by designing a new simple and robust FHE based on
simple complex numbers operations . We first build a new asym-
metric SHE complex-based scheme, then we apply Gentry refresh
mechanism (Bootstrapping). In comparison with BGV which is
lattice based encryption, our scheme is simply based on complex
addition and multiplication operations. In addition, Bootstrapping
supports unbounded number of circuit depth in our scheme, while
MS extends the BGV evaluation to a limited number.
The rest of the paper is organized as follows: in section 2, we
present the basic concept of HE with the properties that can lead
to a HE scheme. In section 3, we introduce our new FHE scheme
built using complex numbers theory. In section 4 we consider
our implementations for the new Complex-based scheme and the
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Figure 1: Cloud Scenarion Under Homomorphic Encryption

BGV scheme under Python using SAGEMath Library, followed
by a crypt-analysis of our new scheme based on the Approximate
GCD problem [22, 23, 24]. And finally the conclusion, comparison
between the two schemes and future works are listed in section 5.

2 Homomorphic Encryption
In this work, we focus on asymmetric schemes. Consider an asym-
metric scheme α, where pk is the public key, sk is the secret key, ci

is the ciphered text of a plain-text mi. A homomorphic scheme has
3 different basic functions that are: KeyGenα that generates (pk, sk),
Encryptα(pk,mi) that outputs cipher-text ci, Decryptα(sk, ci) that
outputs the plain-text mi.

2.1 Evaluation Function

In addition to the three basic functions listed above, a homomorphic
scheme has also an evaluation function defined by Evaluateα that
takes as input the public key pk, a circuit L and a tuple of cipher-
texts C = (c1, c2, c3, ...., ct), cipher of the input plain-texts vector
(m1,m2, ...,mt). The evaluation function outputs a cipher-text Ψ

given by:
Ψ = Evaluateα(pk, L,C) (1)

The scheme is homomorphic if we have: Ψ =

Encryptα(pk, L(m1,m2, ....,mt)).

2.2 Homomorphic Properties

When the circuit L performs a certain operation over the encrypted
data as written in 1, the cloud is computing a predefined Boolean
function f that can be written in a polynomial form. A polynomial
form is a set of addition and multiplication gates. Thus to build a
HE scheme we should satisfy these two basic properties:

1. Addition

Encα(pk,m1) + Encα(pk,m2) = Encα(pk,m1 + m2) (2)

2. Multiplication

Encα(pk,m1) × Encα(pk,m2) = Encα(pk,m1 × m2) (3)

where m1 and m2 are two plain-texts in {0, 1} and Encα(pk,mi) is
the encryption function.

3 Homomorphic Complex Scheme

In this section, we build our scheme using complex numbers. We
first list the security parameters and then we detail our proposal.

3.1 Parameters

Based on a security parameter λ, different other parameters are
generated as listed in [15] to build the new scheme:

1. γ: the bit length of the real and imaginary parts in the public
key (γ = ω(η2log2λ)).

2. ρ: the bit-length of the real and imaginary parts in the noise
(ρ = ω(log2(λ)).

3. η: the bit length of the secret key (η ≥ ρ.Θ(λlog2
2(λ)).

4. ρ
′

: extra noise parameter.

5. τ: The number of public keys (τ ≥ γ + ω(log2λ)).

3.2 Somewhat Homomorphic Complex Scheme Con-
struction

The SH complex scheme construction is based on the following
steps:

1. Secret key: The secret key sk is defined by an η bit prime
integer p.

2. Public keys: We build a public key bank (PK) formed of τ
complex numbers having the following form:
PK = {(pk1

h + ipk2
h) = ((pq1

h +εh
1 )+ i(pq2

h +ε2
h), 1 ≤ h ≤ τ}.

For each complex public key (pk1
h + ipk2

h), we build different
parameters as follow:

(a) random integer: qh
j ←− Z ∩ [0,

2η

p
), random noise pa-

rameter: ε j
h ←− Z ∩ (−2ρ, 2ρ) where j ∈ {1, 2}.

(b) (pk1
h, pk2

h) should have different parities.

(c) (ε1
h, ε2

h) should have the same parity.
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3. Encryption Function: The encryption of any bit m is given by
the following equation:

c = Enc(pk,m) = (pk1
h + ipk2

h) × (R1
h + iR2

h) + r1
h

+ir2
h + m

(4)

where (pk1
h + ipk2

h) is chosen randomly from the public key
bank (PK), R1

h + iR2
h is a random complex chosen such that

|R1
h| <<<

p
6|ε1

h − ε2
h|

, |R2
h| <<<

p
6|ε1

h + ε2
h|

, r1
h + ir2

h is

a random complex chosen between (−2ρ
′

, 2ρ
′

) such that r1
h

and r2
h have the same parity and |r1

h − r2
h| �

p
6

( Choosing

the intervals of Rh
1, Rh

2, rh
1, rh

2 is explained in the upcoming
decryption section).

4. Decryption Function:
Following 4, we can demonstrate that c = Enc(pk,m) =

(pk1
h + ipk2

h) × (R1
h + iR2

h) + r1
h + ir2

h + m = (pq1
hR1

h −

pq2
hR2

h + R1
hε1

h −R2
hε2

h + r1
h + m) + i(pq1

hR2
h + pq2

hR1
h +

R2
hε1

h + R1
hε2

h + r2
h).

The decryption of the cipher c is done as follows:

Intermediate = real(c) − imag(c) =

p(q1
hR1

h − q2
hR2

h − q1
hR2

h − q2
hR1

h)+

R1
h(ε1

h − ε2
h) − R2

h(ε1
h + ε2

h) + (r1
h − r2

h) + m.

m = mod(modNear(Intermediate, p), 2).

(5)

Where modNear(x, p) = y, such that y ∈ (−
p
2
,+

p
2

).
Decryption works as long as:
−p
2
≤ R1

h(ε1
h − ε2

h) − R2
h(ε1

h + ε2
h) + (r1

h − r2
h) + m ≤

p
2

.

In addition (ε1
h − ε2

h), (ε1
h + ε2

h) and (r1
h − r2

h) are even
integers.
The decryption condition is satisfied as long as: |R1

h| <<<
p

6|ε1
h − ε2

h|
, |R2

h| <<<
p

6|ε1
h + ε2

h|
, |r1

h−r2
h| <<

p
6

and each

pair of (ε1
h, ε2

h), (r1
h, r2

h) is formed of two integers having
the same parity.

3.3 Complex Homomorphic Properties

We show in this section that the proposed scheme satisfies the homo-
morphic properties. Given two cipher-texts c1, c2 respectively for
2 different plain-texts m1, m2 encrypted using the complex scheme
listed in section 3.2.
c1 = (pk1

h + ipk2
h)(R1

h + iR2
h) + r1

h + ir2
h + m1 = (pq1

hR1
h −

pq2
hR2

h + R1
hε1

h − R2
hε2

h + r1
h + m1) + i(pq1

hR2
h + pq2

hR1
h +

R2
hε1

h +R1
hε2

h +r2
h). c2 = (pk1

t +ipk2
t)(R1

t +iR2
t)+r1

t +ir2
t +m2 =

(pq1
tR1

t− pq2
tR2

t +R1
tε1

t−R2
tε2

t +r1
t +m2)+ i(pq1

tR2
t + pq2

tR1
t +

R2
tε1

t + R1
tε2

t + r2
t).

1. Addition

c1 + c2 =

(pq1
hR1

h − pq2
hR2

h + pq1
tR1

t − pq2
tR2

t + R1
hε1

h

−R2
hε2

h + R1
tε1

t − R2
tε2

t + r1
h

+r1
t + m1 + m2) + i(pq1

hR2
h + pq2

hR1
h+

pq1
tR2

t + pq2
tR1

t + R2
hε1

h + R1
hε2

h + R2
tε1

t

+R1
tε2

t + r2
h + r2

t).

(6)

Decryption of c1 + c2 is obtained by calculating
mod(modNear(real(c1 + c2) − imag(c1 + c2), p), 2) having
the following form:
pQadd + Radd + m1 + m2 such that Radd = R1

h(ε1
h − ε2

h) −
R2

h(ε1
h + ε2

h) + R1
t(ε1

t − ε2
t) − R2

t(ε1
t + ε2

t) + (r1
h − r2

h) +

(r1
t − r2

t).
Decryption works as long as Radd is even and

−p
2
≤ Radd ≤

p
2

.

2. Multiplication
Similar to addition, decryption of c1 × c2 is obtained by cal-
culating mod(modNear(real(c1 × c2) − imag(c1 × c2), p), 2).
We can demonstrate that real(c1 × c2) − imag(c1 × c2) have
the following form:
pQmult + Rmult + m1m2 such that Rmult = (r1

tR1
h + m2R1

h −

r2
tR2

h)(ε1
h−ε2

h)−(r1
tR2

h+r2
tR1

h+m2R2
h)(ε1

h+ε2
h)+(r1

hR1
t+

m1R1
t − r2

hR2
t)(ε1

t − ε2
t) − (R1

tr2
h + r1

hR2
t + m1R2

t)(ε1
t +

ε2
t) + (R1

hR1
tε1

h − R2
hR2

tε1
h)(ε1

t − ε2
t) + (R2

hR2
tε2

h −

R1
hR1

tε2
h)(ε1

t + ε2
t) − (R1

hR2
tε1

h + R2
hR1

tε1
h)(ε1

t + ε2
t) −

(R2
hR1

tε2
h + R1

hR2
tε2

h)(ε1
t − ε2

t) + r1
h(r1

t − r2
t) − r2

h(r1
t +

r2
t) + m2(r1

h − r2
h) + m1(r1

t − r2
t).

Decryption also works as long as Rmult is even and
−p
2
≤

Rmult ≤
p
2
. We can simply demonstrate that Radd and Rmult

are even since each couple of (r1
h, r2

h), (r1
t, r2

t), (ε1
h, ε2

h)
and (ε1

t, ε2
t) is formed of two integers having the same parity,

but having Radd and Rmult between
−p
2

and
p
2

is not always
satisfied.
As a conclusion our new complex scheme is SH that supports
a bounded number of addition and multiplication operations
over the cipher-texts.

3.4 Making the Complex Scheme Fully Homomorphic

To make our complex scheme FH, we apply Bootstrapping [15, 17]
in order to reduce the noise level after each operation. Starting from
a complex cipher c, the plain-text m can be calculated following

this equation m← [c∗ − b
c∗

p
e]2 where c∗ = real(c) − imag(c) since

this decryption equation is much simpler than Equation. 5. First
of all we can use Gentry’s transformation to squash the decryption
circuit. In this transformation we add to the public key some extra
information about the secret key, and use this extra information to
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post process the cipher-text c∗. The post processed cipher-text c∗

can be decrypted more efficiently than the original cipher-text.

3.4.1 Bootstrapping:

Consider the evaluation procedure given in 1, we use instead of the
arithmetic circuit L, the decryption circuit Dα of the SH scheme α.
The main concept of Bootstrapping is that we have a cipher-text ψ1
that encrypts m under pk1 that we want to refresh. sk1 is the secret
key related to the public key pk1. sk1 is encrypted under another
public key pk2. Let sk1 j be the encrypted secret bits j of sk1 under
pk2. Bootstrapping is given by this algorithm:

Recrypt(pk2,Dα, < sk1 j >, ψ1 j),

S et ψ1 j ← Encrypt(pk2, ψ1 j)

Output ψ2 ← Evaluateα(pk2,Dα, 〈〈sk1〉, 〈ψ1 j〉〉)

(7)

In 7, the function Evaluateα takes as input the bits of sk1 and
ψ1, each encrypted under pk2 to evaluate homomorphically the
decryption circuit Dα. The output ψ2 is an encryption under pk2 of
Decryptε(sk1, ψ1) = m. By applying 7, we are removing the error
vector associated to the first cipher and adding another error vector.
The progress is made as long as the second error vector in ψ2 is
shorter than the primitive in ψ1.
In Figure. 2, we present the evaluation procedure of a circuit with
high depth giving birth to a cipher c with a high noise level.
As given in Figure. 3, for a cipher c consider Dc(sk) = Decryptsk(c),
this operation is called squashing the decryption circuit (will be
explained in the upcoming section) and Dc(.) is a low depth poly-
nomial in sk. Bootstrapping consists of evaluating Dc(.) using the
encryption of the secret key sk.

3.4.2 Squashing the Decryption Circuit:

Bootstrapping is possible as long as the decryption circuit is an
arithmetical circuit of low depth. Squashing is the required trans-
formation in making it possible as listed in[15, 16, 17, 18, 19].
Following Gentry’s Squashing technique, we add three different
extra parameters κ, θ, Θ that are function of the security parameter
λ. κ =

γη

ρ
′ , θ = λ, Θ = ω(κ.log(λ)). For a secret key s∗k = p and

a public key p∗k from the original complex homomorphic scheme

α, we add to the public key a set
−→
Y = {y1, y2, y3, ..., yΘ} of rational

numbers in [0, 2) with κ bits of precision, such that there is a sparse

subset S ⊂ {1, 2, 3, ...,Θ} of size θ with
∑
i∈S

yi ≈
1
p

(mod2).

The secret key becomes the indicator of the subset S . The scheme
of section 3.2 becomes FH complex by first applying the following
modifications:

1. K
¯

eyGen:

Generate s∗k = p and p∗k as before. set xp ← b
2κ

p
e. Choose

randomly a Θ bit vector −→s with hamming weight θ, −→s =

〈s1, s2, ..., sΘ〉 and let S = {i; si = 1 in vector S }. Choose
Θ random integers ui ∈ Z ∩ [0, 2κ+1), i = 1, 2, 3, ...,Θ sub-
ject to the condition that

∑
i∈S

ui = xpmod(2κ+1). Set yi =
ui

2κ

and
−→
Y = {y1, y2, ....., yΘ}. Hence each yi is a positive number

smaller than 2 with κ bits of precision after the binary point

such that [
∑
i∈S

yi]2 = (
1
p

) − ∆p for some ∆p < 2−κ.

2. E
¯
ncrypt and Evaluate Algorithm:

Generate the cipher-text c∗ = real(c) − imag(c) from a
complex cipher c. Then for each i ∈ {1, 2, 3, ...,Θ}, set
zi ← [c∗.yi]2 keeping only n = dlogθe + 3 bits of preci-
sion after the binary point for each zi. Output both c∗ and
−→z = 〈z1, z2, ..., zΘ〉

3. D
¯

ecrypt and Output Algorithm:

m← [c∗ − b
∑
i∈S

sizie]2 (8)

Lemma 1. For every cipher-text (c∗,−→z ) that is generated by
evaluating a circuit C, it holds that

∑
i sizi is within 1

4 of an
integer.

Proof. Fix an arithmetic circuit L, public keys and secret
keys generated with respect to the security parameter λ, with
{yi}

Θ
i=1 the rational numbers in the public key and {si}

Θ
i=1

the secret key bits. If we recall that yi’s were chosen

that: [
∑

i

siyi]2 = (
1
p

) − ∆p. We fix a circuit L, and t

cipher-texts {ci}
t
i=1 that encrypts the input to L and denote:

c = Evaluateε(pk, L, c1, c2, .., ..., ct), we need to establish this
equation:

b
c∗

p
e = b
∑

i

sizie(mod2) (9)

where c∗ = real(c) − imag(c) and the zi’s are computed as
[c∗.yi]2 with only dlogθ + 3e bits of precision after the binary

point, hence [c∗.yi]2 = zi − ∆i with |∆i| ≤
1

16θ
.

[(
c∗

p
)−
∑

sizi]2 = [(
c∗

p
)−
∑

i

si[c∗yi]2 +
∑

si∆i]2 = [(
c∗

p
)−

c∗[
∑

siyi]2 +
∑

si∆i]2 = [(
c∗

p
) − c∗.(

1
p
− ∆p) +

∑
si∆i]2

= [c∗.∆p +
∑

si∆i]2. �

We claim that the final quantity inside the brackets has mag-

nitude at most
1
8

. By definition, since c∗ is a valid cipher-text

output, the value
c∗

p
is within

1
8

of an integer. Together all

these facts imply the lemma. To establish the claim, we first

observe that |
∑

si∆i| ≤ θ ×
1

16θ
. Regarding c∗∆p, recall

that the output c∗ is obtained by evaluating the circuit L on
the cipher-text ci as listed in [15], for any polynomial P that
implements the circuit L, for any α ≥ 1, if P’s input has mag-
nitude at most 2α(ρ

′
+2), its output magnitude at most 2α(η−4).

In particular, when P’s are fresh cipher-texts, which have mag-
nitude at most 2γ, P’s output cipher-text c∗ has magnitude at

most 2γ(η−4)(ρ
′
+2) < 2κ−4. Thus |c∗∆p| <

1
16

.
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Figure 2: Circuit Evaluation with High Noise

Figure 3: Fresh Cipher Generation

3.4.3 Practical Implementation of Squashing and Bootstrapping:

For the squashed decryption circuit given in 8, the implementation of∑
i∈S sizi ( such that zi = (zi1, zi2, ...., zin) is a vector of n = dlogθe+ 3

bits, where 1 ≤ i ≤ Θ), can be done with lower computational
complexity as implemented in [16, 19]. This new implementation

is based on dividing the new secret key −→s in θ boxes of B =
Θ

θ
bits

each, where each box has a single bit having the value 1. This will
lead us to obtain a grade school addition algorithm that requires
O(θ2) multiplications instead of O(Θ.θ). The secret key −→s is di-
vided into sk,i, the ith secret key bit in box k, where 1 ≤ k ≤ θ and
1 ≤ i ≤ B. The resultant equation is:

m← (c∗ − b
θ∑

k=1

(
B∑

i=1

sk,izk,i)e)mod(2) (10)

We denote that the sum qk =
∑B

i=1 sk,izk,i is obtained by adding B
numbers, only one being nonzero. The decryption equation is now:

m← (c∗ − b
θ∑

i=1

(qk)e)mod(2) (11)

Where the qk’s are rational in [0, 2) with n bits of precision after the
binary point. Another form of the decryption equation is given by:

m = [c∗]2 ⊕ [b
Θ∑

i=1

sizie]2 (12)

Based on 12, we can deduce that the parity of the plain-text m is
related to the parity of the primitive cipher-text c∗ and the parity of
[b
∑Θ

i=1 sizie]2.
In order to make this concept much clearer, a simple implementation
of bootstrapping, using low values, is explained in the following

example. Giving randomly Θ = 4, θ = 2, B =
Θ

θ
= 2, and

a precision bit n = 1. The secret key −→s = [b1, b2, b3, b4] such
that (b1 = 1 and b2 = 0) or (b1 = 0 and b2 = 1), (b3 = 1 and
b4 = 0) or (b3 = 0 and b4 = 1) based on the implementation of
10. Initial values for evaluating the decryption circuit using the
secret key −→s without encryption are s1 = [s11 s12] = [b1 b2],
s2 = [s21 s22] = [b3 b4], the z values are taken just as an exam-
ple z1 = [z11 z12] = [[10] [01]], z2 = [z21 z22] = [[11] [01]].
We start by applying the evaluation procedure over the plain-
texts by calculating S um =

∑θ
k=1
∑B

i=1 sk,izk,i =
∑2

k=1
∑2

i=1 sk,izk,i =

(b1z11 + b2z12) + (b3z21 + b4z22) = [b1 b2] + [b3 b3 + b4] =
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Figure 4: Circuit Evaluation over Cipher-texts.

(S um1) + (S um2), then we apply the binary summation to calcu-
late S um = S um1 + S um2 = [b1 + b3 b2 + b3 + b4 + b1b3] =

[S um(0) S um(1)] (S um(0) = S um1(0) + S um2(0) and S um(1) =

S um1(1) + S um2(1) + S um1(0)S um2(0)). As a result, the parity
of bS ume is given by b1 + b3 + b2 + b3 + b4 + b1b3. Next step
is to do the circuit evaluation over the complex cipher-texts. Let
se f = [se1 se2] be the cipher of the secret key s1 = [b1 b2]
and ses = [se3 se4] be the cipher of the secret key s2 = [b3 b4]
using the encryption procedure listed in 4 with random values
(Rh

1 + iRh
2) = 1.

se f = [se f (0) se f (1)] = Enc(s1) = [(pq1
1 + ε1

1 ) + i(pq1
2 + ε1

2 ) + r1
1 +

ir1
2 + b1 (pq2

1 + ε2
1 ) + i(pq2

2 + ε2
2 ) + r2

1 + ir2
2 + b2].

S umenc =

θ∑
k=1

B∑
i=1

sek,izk,i =

2∑
k=1

2∑
i=1

sek,izk,i = S um1enc + S um2enc,

where S um1enc = se f (0)z11 + se f (1)z12 and S um2enc = ses(0)z21 +

ses(1)z22. An implementation of circuit evaluation over the cipher-
texts is given in Figure.4.
As shown in Figure.4, after applying the binary summation over
S um1enc and S um2enc we obtain S umenc = [S umenc(0) S umenc(1)]
such that S umenc(0) = p(Q0R + iQ0I) + (ε1

1 + ε3
1 ) + i(ε1

2 + ε3
2 ) + (r1

1 +

r3
1) + i(r1

2 + r3
2) + b1 + b3.

S umenc(1) = p(Q1R+iQ1I)+(ε1
1ε

3
1−ε

1
2ε

3
2 )+(r3

1ε
1
1 +r1

1ε
3
1−r3

2ε
1
2−r1

2ε
3
2 )+

(r1
1r3

1−r1
2r3

2)+b1ε
3
1 +b3ε

1
1 +b1r3

1 +b3r1
1 +(ε2

1 +ε3
1 +ε4

1 )+(r2
1 +r3

1 +r4
1)+

b1b3 + b2 + b3 + b4 + i((ε1
1ε

3
2 + ε1

2ε
3
1 ) + (r3

2ε
1
1 + r1

1ε
3
2 + r1

2ε
3
1 + r3

1ε
1
2 ) +

(r1
2r3

1 +r1
1r3

2)+b1ε
3
2 +b3ε

1
2 +b1r3

2 +b3r1
2 +(ε2

2 +ε3
2 +ε4

2 )+(r2
2 +r3

2 +r4
2)).

Since mod(modNear(real(S umenc(0)) − imag(S umenc(0)), p), 2) =

b1+b3 and mod(modNear(real(S umenc(1))−imag(S umenc(1)), p), 2) =

b1b3 + b2 + b3 + b4, as long as the encryption parameters are chosen
such that the scheme is SH (i.e S um1enc and S um2enc are formed of
complex ciphers that can be added and multiplied homomorphically
as long as the scheme is SH). Based on all the calculations listed
above, a fresh cipher-text of c∗ can be written as:

f reshcipher = bS umenc(0) + S umenc(1)e + [c∗]2+∑
j

(pk
j
1 + ipk

j
2)(R j

1 + iR j
2) (13)

4 Implementation and Security Analysis

In order to validate our work, first we did an implementation of our
new Complex-based scheme, then we compared the evaluation of
the logic circuit C = (b0 ⊕ b1) • (b2 ⊕ b3) using the two schemes:
Complex and BGV.
As a brief overview of the BGV [20, 21], it is a FHE scheme that
works over bit level and built using Lattice based cryptography. The
security of this scheme depends on the hardness of Learning With
Error (LWE) introduced by Oded Regev in [25], that relies on the
complexity of solving a noisy linear system. Starting from a secu-
rity parameter λ, we have a secret key s ∈ Z[1,n]

p and a cipher-text
c ∈ Z[n,1]

p . The hardness of LWE resides in taking the lattice dimen-
sion: n ≈ poly(λ) and the ring dimension: p ≈ poly(n) following
[21, 25]. Homomorphic addition is achieved by simply adding the
two cipher-texts, while homomorphic multiplication is done by cal-
culating the Tensor product of the two different cipher-texts which
increases the dimension exponentially. Key Switching (KS) is a
new technique introduced to reduce the cipher dimension after each
homomorphic multiplication. The basic BGV scheme is SH since
the noise level will increase with circuit depth, therefore MS is
another technique introduced to reduce the noise level after each
arithmetic operation and extend to a higher circuit depth.
Finally a crypt-analysis of the new scheme is validated with the
GACD attack. All simulations are done under Python with SAGE-
Math Library using a machine having the following specifications
(CPU: Intel Xeon, E5− 2630, 2.40 GHZ, 8 CORES, 128 GB RAM).

4.1 Implementations and Results

1. First Implementation : First implementation with the new
Complex-based scheme is done with three different security
layers (small: λ = 42, ρ = 26, η = 988, γ = 147456,
Θ = 150, τ = 158), (medium: λ = 52, ρ = 41, η = 1558,
γ = 843033, Θ = 555, τ = 572), (large: λ = 62, ρ = 56,
η = 2128, γ = 4251886, Θ = 2070, τ = 2110) with extra
noise parameter ρ

′

= η − ρ, θ the hamming weight of vector
−→s is equal to 15, n the precision after the binary point of each
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Table 1: First Implementation Results

Parameters KeyBankGen Encrypt Decrypt
small 0.136439000002 s 0.00102999999945 s 0.000683999998728 s

medium 2.732191 s 0.00130100000024 s 0.00339099999837 s
large 48.049091 s 0.00596199999927 s 0.0216390000023 s

Table 2: Second Implementation Results

Parameters Complex mean execution time BGV mean execution time
small 0.4102108 s 0.35041905 s

medium 2.8407822 s 2.42358273 s
large 27.40187732 s 38.52468052 s

zi is taken as 4. Table. 1 shows in terms of execution time the
generation of public key bank of τ complex public keys, 1 bit
encryption and decryption.

2. Second Implementation : In the second implementation,
we did the evaluation procedure of the logic circuit C =

Plainoutput = (b0 ⊕ b1) • (b2 ⊕ b3), (i.e. CipherOutput =

((c0 + c1) × (c2 + c3), where ci = Enc(bi), f or 0 ≤ i ≤ 3)
using the two schemes (Complex and BGV) with the same
level of security λ. For BGV the three layers of implemen-

tation are (small: λ = 42, n = 42, p ≈ O(n20), q ≈ O(
n20

2
)),

(medium: λ = 52, n = 149, p ≈ O(n6), q ≈ O(
n6

2
)), (large:

λ = 62, n = 370, p ≈ O(n6), q ≈ O(
n6

2
)). Table.2 shows

a comparison in terms of mean execution time between the
two implementations for 100 iterations (Evaluation procedure
for the Compplex-based scheme is done with Bootstrapping
mechanism while with BGV is achieved with KS and MS). In
addition, results have shown that noise is efficiently reduced
for the two schemes. One can see that for large case, the
proposed Complex based-scheme performs better that BGV.

4.2 Security Analysis:

The crypt-analysis of the homomorphic encryption schemes will
consider the techniques used to build such schemes. The security
of the BGV-lattice based scheme relies on the hardness of solv-
ing LWE problems [25]. As for our new complex scheme, it uses
mathematical operations and the typical attack in this case is Gen-
eral Approximate Common Divisor (GACD). Given a public key
bank PK = {x1, x2, ...., xτ} where x j = pq j + r j for 1 ≤ j ≤ τ, the
basic idea of this attack is to reveal the value of the secret key p
starting from PK. The secret key p can be revealed using differ-
ent types of algorithms like the approximate GCD of two numbers
discussed in [22], the approximate GCD of many numbers using
the SDA algorithm [23] by applying a lattice based attack with
LLL algorithm. Recently a new improved attack was introduced
and implemented in [24], [19]. In our crypt-analysis, we tried to
apply this new Approximate GCD attack. Given the public key

bank PK = {x j, 1 ≤ j ≤ τ}, where q j ∈ [0,
2γ

p
) and r j ∈ [0, 2ρ) are

chosen uniformly and independently at random. The algorithm is as

follows: For j = 1, 2, ...., τ, let:

y j =

2ρ−1∏
i=0

(x j − i) (14)

Equation 14 shows clearly that p divides the GCD g =

gcd(y1, y2, ...., yτ). To build this attack and depending on the choice
of the (q j, r j), we will try to find a certain bound B not much larger
than 2ρ that with a high probability, all the prime factors of g except
p are smaller than this bound B. The probability that all the prime
factors of g except p are smaller than B is done based on [19]: ”For
every prime p ≥ B other than p, not all the x j’s are congruent to
one of (0, 1, ..., 2ρ − 1) modp”. This happens with probability very

close to 1 − (
2ρ

p
)s. Hence, the probability that all the prime factors

of g except p are smaller than B is essentially given by the following
Euler product:

Ps,ρ(B) =
∏

p≥B, p,p

(1 −
2sρ

ps ) (15)

Based on [19] and using the usual prime counting function π(x)
explained in [26], we can demonstrate that 15 converges to some
positive number smaller than 1 and satisfies the following lemma:

Lemma 2. For any B > 2ρ+ 1
s , we have:

1 − Ps,ρ(B) <
2s

s − 1
×

2sρ

Bs−1logB

In our simulation, we picked B = 2
s + 1
s − 1

ρ
and we got a success

probability Ps,ρ(B) > 1 − 2−ρ. The GACD attack is given by the
pseudo code of Algorithm 1.
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Algorithm 1 GACD Attack

procedure p=GACD (η,γ, ρ)
p← random prime(0, 2η)
s← ρ

B← b2
s + 1
s − 1

ρ
c

Fa← Factorial(B)
x← p × random integer(0, 2γ−η) + random integer(0, 2ρ)
i← 0
g← 1
while i < 2ρ do

g← g × (x − i)
i← i + 1

end while
j← 1
while j ≤ s do

x← p×random integer(0, 2γ−η)+random integer(0, 2ρ)
i← 0
z← 1
while i < 2ρ do

z← z × (x − i)
i← i + 1

end while
g← Greatest divisor o f gcd(g, z) prime to Fa

if blog2(g)c ≤ η then
Break

end if
j← j + 1

end while
return g

end procedure

Due to the limited resources of our machine (CPU: Intel Xeon,
E5-2630, 2.40 GHZ, 8 CORES, 128 GB RAM), the proposed GACD
attack with the security levels related to λ is not feasible since the
polynomial y j given in 14 is of degree 2ρ with coefficients of size γ
and requires a memory of size 2ργ bits. The required size of each
level is: small : 1.125 Terra Byte, medium : 210759 Terra Byte,
large : 34831286272 Terra Byte, while our machine is only 128
GB RAM.

5 Conclusion
In this paper, we profited from the simplicity of complex numbers
properties by proposing a new SWE scheme based on complex num-
bers. We applied Gentry refresh mechanism to make our scheme
FH. We then implemented our new scheme with the BGV using
SAGEMath library. As a comparison with BGV, a well known FHE
scheme, our new scheme is an efficient homomorphic scheme and
performs better than BGV in terms of execution for large implemen-
tation. In addition, our scheme is simply based on simple complex
operations rather than lattice based cryptography (homomorphic
complex multiplication is done without dimension expansion rather
than Tensor product) and Bootstrapping can support unbounded
circuit depth, while MS used with BGV is limited to some circuit
depth. Finally a crypt-analysis based on GACD attack is presented.
Future work will consider the implementation of the GACD At-
tack given in section 4.2 with a more powerful machine in order to
evaluate the approximate attack time.
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Great efforts have been shown in the literature to improve the efficiency of photovoltaic
(PV) systems. In this workpaper, authors present the development of a computational
system based on free software that allows to estimate with an accuracy superior to 99.9
percent the performance of the PV array connected to a current inverter block, from the
physical models behind. For this purpose, a solar radiation measures was made in the
laboratory, and also voltage, current and temperature tests over the whole system, adding
a storage interface and serial data transmission port to drive and process the data from a
computer. Once the system was tested and calibrated in laboratory, the I-V experimental
curves of the PV system were obtained in real time, in order to define the most important
parameters: short-circuit current, open-circuit voltage, maximum current and voltage, in
a natural environment. Those parameters were the input data to the computational tool
based on Scilab, which allow estimate the performance of PV system described, solving the
non-linear equations of the physical models used. The performance results were compared
with a similar computational tool developed in Matlab, as well as with a commercial solar
simulator used by the manufacturer of PV module. A highly accurate computational system
based in Scilab was obtained allows to evaluate the efficiency and the filling factor of an
array for different temperature and solar irradiance levels in real time.

1 Introduction

Great efforts have been made to improve the efficiency in electric
power generation using photovoltaic (PV) systems, since the advan-
tages in comparison with others alternative energy sources, being
generally fixed systems, which do not require inputs or fuels for
operate, just sunlight, which geographically is available in most
cases.

This workpaper is an extensión of work originally presented in
IEEE 2018 Open Innovations Conference (OI) [1], as a contribution
on developing software to determine the behavior of photovoltaic
arrays, e.g. [2, 3], in order to be able to size correctly a deployment
in any cases: residential, commercial, industrial and even farming

environments. Most of these software require license payment or
the source code can not be modified. Even, the most recent and
interesting works based in two-diode model simulation [4] – [9]
use Matlab to evaluate the performing of photovoltaic arrays. How-
ever, this work shows the results of an alternative computational
system, based on two-diode model used for polycrystalline silicon
PV cells [10]– [13], that determines the performance of a cell under
sunlight irradiance variations and hence the relevance of knowing
the efficiency of the device under study. To achieve this goal, the
behavior of a semiconductor in sunlight conditions have been con-
sidered as well as temperature changes, to determine the current
density between the terminals of the cell, generally consisting of
a n-type and p-type semiconductor materials, which are brought
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togheter in the well-known n-p junction. The current of carriers
under the photovoltaic phenomenon are deduced by means of the
equations that describe the physical model that lead us to a non-
linear equations system, which will be solved by software using
different Scilab functions. The coefficients of equations have been
determined through the most important parameters of any photo-
voltaic array: short-circuit current (Isc), open-circuit voltage (Voc),
maximum current (Imax) and voltage (Vmax), all of them determined
experimentally in Photonic Laboratory of Cendit. Once the equa-
tions are solved, the I-V and P-V curves of the array under test are
obtained, and they are compared with the results obtained using
Matlab and the solar simulator facility from one manufacturer of
the module under study. However, the results obtained include the
performance of the DC-AC current inverter, which is part of the
system, using a complete bridge configuration, PWM controller and
LC filtering at the output. The computer system developed shows
not only the I-V and P-V curves of the device under test but also
shows the efficiency and the filling factor of whole set.

This workpaper was developed in five sections: Physical and
Mathematical Modeling to focuses phenomena and equations ac-
cording with the photovoltaic arrays used; Experimental Setup to
describe the procedures performed in the laboratory to obtain the
data required; Software Development with the scope of describe the
tools used and the programming developed, as well as the use of
the obtained experimental data; Results and Conclusions to analyze,
compare, discuss and verify the operation of the computational tool
presented.

2 Physical and Mathematical Modelling

The physical properties of a commercial photovoltaic array made of
polycrystalline silicon was considered in this case, constituted by
a n-p junction of semiconductor materials under the physical fun-
damentals of cells of this type described in [14, 15]. Isolated, each
semiconductor material retains its neutral charge. The holes are the
majority carriers in the p-type material and their positive charge is
compensated by negatively-charged ionized acceptor atoms, while
the electrons are the majority carriers in the n-type material where
there is a large concentration of free electrons compensated by
positively-charged ionized donor atoms. If both semiconductor
materials are placed together, a very large difference in electron con-
centration occurs that causes an hole diffusion current from p-type
material towards the n-type material as well as an electron diffusion
current from the n-type material through the metallurgical junction
to the p-type material, but the region close to the junction become
free of mobile charge carriers, reason why this area is denoted as a
depletion or space-charge region. The diffusion generates minority
carriers in each region. The gradual depletion of the charge carriers
generates a charge zone made up of acceptors and donor atoms,
which is no longer compensated by the free mobile carriers. As
quasi-neutral regions are denoted the regions around of the depletion
zone, where the neutral charge is maintained (see figures 1 and 2).

In the depletion region, under equilibrium conditions and dark-
ness, an internal electric field is formed which forces the charge
carriers to move in the opposite direction to the concentration gra-
dient, therefore, the diffusion current continues its flow, while the

forces act on the charge carriers, compensate each other, then the dif-
fusion and drift (due to the internal electric field created around the
junction) currents that originate from the carriers are compensated,
reason why the net current density is zero (Idri f t = Idi f f usion). When
an increase in temperature occurs, electron-hole pairs are generated,
provided that thermal energy can undo the bonds, increasing the
minority carriers within the material, which causes a current density
due to thermal-generation.

Figure 1: n-p junction (top: before junction).

Figure 2: n-p junction (after junction).

The difussion currents (due to minority carriers) into n-type
and p-type materials causes recombination currents since the minor-
ity carriers recombine with the majority carriers (the electron-hole
pairs are undone). The recombination current is compensated by
the thermal-generation current (Irec = Igen). The recombination
strongly determines the performance of the photovoltaic cell, since
the current that can be collected by the minority carriers within the
semiconductor is reduced.

When the thermal equilibrium is broken, under illumination
conditions, due to photons with enough energy (and frequency) to
create an electron-hole pair, between the valence and conduction
bands of the metallurgical junction, which increases the concentra-
tion of the minority carriers, is enabled the flow of holes from the
n-type region to the p-type region, and vice versa in the case of the
electrons. The flow of the photo-generated carriers determines a
photo-generation current density (of intensity Iph), which is added
to the current density by thermal generation when the temperature
increases within the material.

Based on the above, the behavior of the photovoltaic cell in dark-
ness can be described as a currents balance due to recombinations
and thermal generation phenomena, by 1:

Idark = I01(eqV/kT − 1) + I02(eqV/AkT − 1) (1)
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where I01 and I02 are the saturation current in the quasi-neutral
regions and the saturation current in the depletion region, respec-
tively, q is the carrier’s charge, k is the Boltzman’s constant, T is
the temperature, V is the built potential due internal electric field
in the junction, A is the ideality factor between both regions. In
this case, note that the exponential function is like the Boltzman
Approximation, which has been demonstrated in the literature.

On the other hand, under illumination condition, the photogen-
eration current Iph appears as shown in expression 2:

Itotal = Iph − I01(eqV/kT − 1) − I02(eqV/kT − 1) (2)

with:

Iph = [Isc − Ki(T − Tr)](
E

1000 W/m2 ) (3)

where Isc represents the short-circuit current, Itotal corresponds
to carriers net flow between the conducting terminals from the photo-
voltaic array, Ki is the short-circuit current coefficient, Tr represents
the reference temperature and E is the irradiance.

The I-V and P-V curves, current-voltage and power-voltage re-
spectively, can be obtained from equation (2), whose performance is
shown in figure 3, where the Isc is pointed at the left extreme when
V = 0 and Voc in the right extreme at Itotal = 0.

Figure 3: I-V Curve (blue), P-V Curve (red) and Fill Factor (yellow).

When the short-circuit condition is given, Imax not could be
reached completly, in fact is a little lower due to the high resistivity
presents between the ends of the junction, equivalent to a resistance
in parallel to the current source and the diodes, denoted as shunt
resistance (Rsh). In the other side, when the open-circuit condition
is given the Vmax not could be reached due to the ohmic losses in
the union of the contacts with the ends of the n-p junction, denoted
as resistance in series (Rs) to the current source and diodes.

Itotal = Iph − I01(e
q(V−ItotalRs)

kT −1)− I02(e
q(V−ItotalRs)

AkT −1)−
(4)

(V + ItotalRs)/Rsh

The behavior of a single photovoltaic cell is given by the combi-
nation in parallel or series of a single photovoltaic cell, modifying
expression (4) by the following:

Itotal = NpIph − NpI01(eq(V/Ns−ItotalRs/Np)/kT−1)−
(5)

NpI02(eq(V/Ns−ItotalRs/Np)/AkT − 1) −

(NpV/Ns + ItotalRs)/Rsh

Figure 4: Equivalent circuit for a photovoltaic array.

where Iph is represented by a current source and the current
under darkness (I01 and I02) by two diodes in parallel, justifying the
ideal factor between both diodes denoted as A, Np and Ns, are the
number of cells (from the array) in parallel or series , respectively.
The equivalent circuit to (5) is shown in Figure 4.

Using the short-circuit condition, V = 0 gives Itotal = Isc, then:

Isc = NpIph−NpI01(eqIscRs/kT )−NpI02(eqIscRs/AkT )−
(6)

ItotalRs/Rsh

Meanwhile, using the open-circuit condition, Itotal = 0 gives
V = Voc, then (5) changes to a:

0 = NpIph−N pI01(eqVoc/NskT−1)−N pI02(eqVoc/ANskT−1)−
(7)

(NpVoc/Ns)/Rsh

Combining (6) and (7) gives:

N pIsc = I01(eqVoc/NskT−eqIscRs/NpkT )−
(8)

I02(eqVoc/ANskT − eqIscRs/ANpkT ) +

(VocIscRs)/Rsh

Differentiating (4) with respect I gives:

1 + qNpI01Rs/kT (eq(V/Ns+IRs/Np)/kT +

(9)
qNpI02Rs/kT (eq(V/Ns+IRs/Np)/kT + Rs/Rsh
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Under the open-circuit condition, Rs0 = −dV/dI, then (9)
changes to:

(Rs0 − Rs)(
qNp

kT
(I01e

qVoc
NskT + I02e

qVoc
NsAkT ) +

1
Rsh

) − 1 = 0 (10)

meanwhile, in the short-circuit condition, Rsh0 = −dV/dI, then
expression (9) changes to:

(Rsh0 − Rs)(
qNp

kT
(I01e

qIscRs
NpkT + I02e

qIscRs
Np AkT ) +

1
Rsh

) = 0 (11)

Substituting Itotal = Im and V = Vm in (5) and using Iph from (6)
gives:

Im(1+
Rs

Rsh
) = I01(e

qVoc
NskT −e

q(Vm+ImRs )
NpkT ) +

(12)
I02(e

qVoc
ANskT − e

q(Vm+ImRs )
ANpkT ) +

(Voc−Vm)
NsRsh

Finally, to determine the values of I01, I02, Rs, Rsh, A, has been
solved the equations system given by (8), (10), (11), (12), with the
following conditions that regards the device under test:

Rs0 = 0 ; Rsh0 =
Vm

Isc − Im
−

Voc − Vm

Im
(13)

3 Experimental Setup
The values of Voc, Isc, Vmax and Imax for the photovoltaic array setup
in laboratory, were acquired from I-V curves gives via experimental,
under controlled temperature and solar levels, making the necessary
measurements and following what is indicated by flow diagram
shown in figure 5.

Figure 5: Flow diagram of experimental setup.

In fact, this data was acquired using a device developed in
the laboratory based on PIC 18F2550, which has enough memory
capacity to operate an SD memory card for data storage, as well as
an RS485 interface for trasmission in real time to a computer. The
device was based on the scheme proposed in [16]. The device is
constituted by three sensors:
- A photodiode to measure the solar irradiance, using the BPW31.
- A temperature sensor, using the LM35.

- A voltmeter, using the ADC PIC module.

To calibrate the solar irradiance sensor, the TES 1333 was used,
while for the temperature the infrared thermometer IDEAL 6165
and the multimeter Fluke 179 were used. For the acquisition of
data, a script was generated in SCILAB to obtain the data via serial
port, in order to plot in real time, for known conditions of irradiance
(W/m2) and temperature (o C), I-V curves using a variable load
variable (max. 10 A). The figures 6 and 7 show some photos about
the experimental setup.

Figure 6: Captures of experimental setup (UNERVEN array).

Figure 7: Captures of experimental setup (SIMENS array).

The technical specifications of photovoltaic (PV) module un-
der test are indicated in table 1: Power (Max.), Voltage (Nominal),
Series Cells (Ns) and Parallel Cells (Np).

Table 1: PV arrays under test (both polycrystalline).

Parameter UNERVEN MSF SIEMENS PC-2-JF
Power 195 W 35 W
Voltage 24 V 17 V

Ns 48 36
Np 1 1

The I-V curves for several solar irradiance levels during the
useful solar day for each model of photovoltaic module under test
are shown in figures 8 and 9.
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Figure 8: I-V experimental curves for UNERVEN SMF.

Figure 9: I-V experimental curves for SIEMENS PC-2-JF.

Table 2 shows the values obtained in laboratory for parameters:
Voc, Isc, Vmax and Imax, from photovoltaic arrays under test.

Table 2: Experimental values obtained.

Parameter UNERVEN SIEMENS
Voc 30.25 V 23.18 V
Isc 8.72 A 2.41 A
Vm 23.76 V 2.12 A
Im 8.15 A 17.49 V

4 Software Development
A SCILAB script was developed to solve nonlinear equations system
constituted by expressions (8), (10), (11), (12), using the function
fsolve [x0, F], with x0 defined as a vector with the initial values and
F defined as a vector that describes equations mentioned before.

First of all, we have to define the equations to solve as a func-
tion:
f unction[ f ] = F(x)
kB = value;
q = value;
T = value;

Voc = value;
Isc = value;
Vm = value;
Im = value;
Vt = value;
Rsh = value;

f (1) = x(1) ∗ (exp(Voc/Vt) − exp(Isc ∗ x(4)/Vt)) + x(2) ∗
(exp(Voc/(x(3) ∗ Vt))− exp(Isc ∗ x(4)/(x(3) ∗ Vt)))− Isc + (Voc−
Isc ∗ x(4))/Rsh;
f (2) = −x(4) ∗ ((x(1)/Vt) ∗ exp(Voc/Vt) + x(2)/(x(3) ∗ Vt) ∗
exp(Voc/(x(3) ∗ Vt)) + 1/Rsh) − 1;
f (3) = x(1) ∗ (exp(Voc/Vt) − exp((Vm + Im ∗ x(4))/Vt)) + x(2) ∗
(exp(Voc/(x(3) ∗Vt))− exp((Vm + Im ∗ x(4))/(x(3) ∗Vt))) + (Voc−
Vm)/Rsh − Im ∗ (1 + x(4)/Rsh);
f (4) = −x(4) ∗ ((x(1)/Vt) ∗ exp(Isc ∗ x(4)/Vt) + (x(2)/(x(3) ∗Vt)) ∗
exp(Isc ∗ x(4)/(x(3) ∗ Vt)) + 1/Rsh) − 1;
end f unction

Then, we have to define a script to solve the equations:
x0 = [minvalue; scale f actor; maxvalue];
y = f solve(x0, F);
I1 = y(1);
I2 = y(2);
A = y(3);
Rs = y(4);

The expression defined by (5) is a trascendental equation that
was solved in this case using Xcos from Scilab. Figure 10 shows
how the four terms in (5) are determined. For more details see [1].

In the last blocks a DC-AC converter has been included and
using a full-bridge configuration and a LC filter in the out, with
PWM control. For more details in [1].

The I-V and P-V curves generated in Scilab, under Standard Test
Conditions (STC) from the mathematical two-diodes model used
for each array under test: SIEMENS and UNERVEN, are shown in
figures 11 and 12.

Figure 10: Xcos solution to simulate photovoltaic arrays with DC/AC inverter.
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Figure 11: I-V and P-V curves through Scilab (PV array: UNERVEN).

Figure 12: I-V and P-V curves through Scilab (PV array: SIEMENS).

5 Results

The I-V curves from different sources are shown in Figures 13 and
14: Solar Simulator (from UNERVEN, class A), Matlab Simulator
(based on [1]) and Scilab Simulator, for each photovoltaic array
under study on STC (1000 W/m2 , 25 oC). The solid line and the
dash-dotted line are very close to each other, even if some approxi-
mation algorithm was not used to solve the equations of two-diode
model as in recent workpapers cited above.

The I-V curves for several solar irradiation levels using Xcos
from Scilab for each photovoltaic array under study are shown in
Figures 15 and 16. Again, the solid line and the dash-dotted line are
very close to each other, with an accuracy superior to 99.9 percent.

6 Conclusions

A computational tool has been put to test in laboratory, based on a
free software platform, which allows evaluate in real time the effi-
ciency not only of a photovoltaic array, but also the effects generated
by a DC-AC inverter coupled like a load to the system as in real
enviroment, using in the develop the physic models cited. Test were
coducted in two commercial photovoltaic arrays, and aditionally,
the performance results were compared with other tools (licensed)
reaching a high accurate.

In contrast with experimental tools used (Solar Simulator Class
A from UNERVEN) and computational tool based on Matlab, using
Scilab (free software) was improve the perfomance of photovoltaic
arrays, even a real time estimation of fill factor and electrical effi-
ciency as an additional feature respect to works cited above. works.

Figure 13: I-V Curves: Solar Simulator, Matlab, Scilab (PV array: UNERVEN).

Figure 14: I-V Curves: Solar Simulator, Matlab, Scilab (PV array: SIEMENS).
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Figure 15: I-V Curves: for several irradiation levels (PV array: UNERVEN).

Figure 16: I-V Curves: for several irradiation levels (PV array: SIEMENS).
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We present findings on classifying the class of executable code using convolutional, re-
current neural networks by creating images from only the .text section of executables and
dividing them into standard-size windows, using minimal preprocessing. We achieve up to
98.24% testing accuracy on classifying 9 types of malware, and 99.50% testing accuracy
on classifying malicious vs. benign code. Then, we find that a recurrent network may not
entirely be necessary, opening the door for future neural network architectures.

1 Introduction
This paper is an extension of the work originally presented in the
2018 IEEE National Aerospace and Electronics Conference (NAE-
CON) [1] .

Stakes are always escalating in the arms race that is malware
detection. From personal security to breaches at large data centers,
it is important to remain vigilant and always explore new methods
for combating malware. Classifying executable code images may
soon be one of the best methods for malware detection given all
of the advances with neural networks in recent times, and we aim
to further push the field by questioning the amount of information
necessary and size of network necessary to make a judgment.

With our previous work, we proved in concept that using only
the .text section of executable files, and not the data, is a possible
avenue for malware detection. Using only the executable code al-
lows for leaner, faster networks at the lowest possible level in the
hardware stack. Unfortunately, one large issue with malware images
is the extremely variable size of the input - code can be anywhere
from minuscule to gigabytes in size so figuring out how to use one
network to classify code of any size can be difficult. We previ-
ously used padding to standardize all files to one length, negatively
impacting performance. In this work, we extend on our previous
work by using a ”windowing” method to allow for arbitrary-length,
minimally processed input that achieves competitive performance
in malware classification compared with seminal works. To do this,
we use a variant of recurrent neural network called a ConvLSTM

[2] that uses convolution in tandem with a recurrent architecture.
With further investigation, however, we find that it may be possible
to ditch the recurrent relationship altogether, opening the door for a
multitude of possible architectures.

2 Related Work
Viewing executable code as an image has become a subject of in-
terest for many studying malware detection and neural networks.
We will present some of these works for comparison to our work,
to both show the state of research and also how our work has some
advantages and disadvantages to other methods. In particular, our
method has minimal preprocessing of the images, unlike almost all
other methods. To view executable code as an image, each byte of
the file is taken and translated directly from hexidecimal to deci-
mal. These values then become greyscale pixels, creating an image.
Figure 1 shows an example.

Figure 1 shows the first 100 lines of a malicious image where
each line of the executable code is translated to a line of greyscale
pixels. We pad each line with 0’s to the maximum line length. This
format differs from some other formats, especially with the line
padding and that we only use the .text section, or executable code,
and no data. For many of the malware as image works, the results
do not classify malicious vs. benign, but instead classifying which
type of malware a file is. This is because obtaining and distributing
a large number of malicious files is much easier than doing the same

*Corresponding Author: Michael Santacroce, santacml on GitHub, santacml@mail.uc.edu

www.astesj.com
https://dx.doi.org/10.25046/aj040506

46

http://www.astesj.com
https://www.astesj.com
https://dx.doi.org/10.25046/aj040506


M. Santacroce et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 46-52 (2019)

for benign files. Additionally, it is in some ways a better test of the
network to classify the type of malware than malicious or benign,
as it can be considered a more difficult type of the same problem. If
a network can classify the type of a file out of 10 or more classes of
executable code, it should be easier to classify out of only 2 classes,
in theory.

Figure 1: Example executable code as an image

In 2010, the authors of [3] used k-NN and feature extraction
to achieve 98% accuracy on nearly 9,500 samples of 25 classes of
malware. This is one of the earliest works that visualize malware
as an image and shows that the concept is viable. The authors note
some possible methods of avoiding detection such as inserting re-
dundant bytes. Additionally, we note that this method includes a
large amount of preprocessing for the malware images.

In [4], the authors process the images to a standard size and then
use a densely-connected neural network to achieve 96.35% accuracy
on 3131 files of 24 classes of malware. We note that in this work,
excellent results are achieved on such a large number of classes of
malware.

More than any other method, the ideas of malware image de-
tection have been combined with the burst of developments with
convolutional neural networks (CNNs). CNNs have become the
go-to for image classification due to their ability to identify spatial
relationships in data [5, 6, 7]. In particular, the Microsoft Malware
Classification Challenge has spurred a large interest in using CNNs
for malware detection [8]. For instance, the author of [9] used a
CNN to acheive 95.24% accuracy on a test set of over 40,000 sam-
ples, and then used a residual network to achieve 98.21% accuracy
on the same samples. The author also notes that the test set was
limited to a certain size of binaries and that future work should
expand to any length of binaries. In our own work, which this paper
extends, we presented up to 88% accuracy in classifying malware
on the same data from the Microsoft Malware Classification Chal-
lenge [1] . The largest issue from that work was the large amount of
padding used. Instead of reducing or expanding images, we padded
all images to be the same length. The upside of this method is that it
loses no information, however, there were of course large amounts
of padding for tiny images, affecting performance. Like in this work,
however, we only used the .text section, proving it possible to only
need limited information.

The authors of [10] use a convolutional, distributed network,
topped with a recurrent neural network on over 2 million malicious

files. The network uses bytes of the full executable without pre-
processing and uses and embedding, pointing out the issues with
preprocessing. The authors also note difficulties with RNNs due to
the length of the sequence, as we also found. The network achieves
a maximum of 94% accuracy and 98% AUC. This work is the most
similar to ours, however, we expand in a few ways. Most impor-
tantly, we are only using the .text section of files, a much smaller
subset of the total files. Next, we introduce the concept of breaking
the malware image into windows, which would theoretically allow
for processing only window at a time, saving large amounts of mem-
ory. Next, we apply the ConvLSTM architecture to the data which
has not been done before, alleviating RNN issues. We also use
global average pooling in one of the final network layers to improve
generalization [11]. Finally, we are using a different dataset that is
much smaller, but we do achieve better overall performance.

The best performance we could find was by the authors of [12],
who combine a CNN and LSTM in ensemble, achieving 99.88%
accuracy on 40,000 samples balanced equally between malicious
and benign files. Then, when used on only the malicious files, they
achieved 99.36% accuracy on 9 classes. Again, the input is the full
disassembly of the executables and the input is again preprocessed.
Additionally, the authors do not present the method of disassembly
for the benign files. We will discuss in the next section some pos-
sible flaws with mixing these two types of dataset, of which there
may be many.

Executable code as an image has become a hot area of research
in recent years. In many of these works the images are preprocessed
before classification, which might take a large amount of time or
resources in practice depending on the operations, and may be by-
passable by reverse-engineering the preprocessing. Additionally, all
of the works we have seen use the full executable file for classifica-
tion. By only using the .text section of an executable, classification
can be done at a lower level in the hardware stack, with less memory,
less time, and less context of what is running. We will address the
issues of using arbitrary-length files by using minimal preprocessing
and only using the executable code with a ConvLSTM architecture.

3 Network Input

In our previous work we generated our own data using malware
obtained from a Windows installation and live malware found online
[1] , number 240 total files split evenly between the two classes.
There were a few issues with this dataset, namely, the limited size
due to difficulty of acquiring samples and the overly-complex to-
kenization method. The tokenization of assembly resulted in a
larger-than-needed vocabulary size and some preprocessing time
which we attempting to limit as much as possible.

As a second test, we used the data from the Microsoft Malware
Classification Challenge on Kaggle [8], which contains over 20,000
total malware files from 9 classes of malware. With this data, we
are able to directly use the machine code and translate it into deci-
mal per byte, which resembles other works as we have discussed.
We will again evaluate performance on this dataset. Of these files,
10,869 had labels and then of those 10,375 were found to have .text
sections that we could use, however, we quickly hit memory limits
while testing longer files. To solve this, we had to limit to only files
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that had under 50,000 lines of code, resulting in a total of 8,550 files,
of which we used 6,500 training and 2,050 testing files. Because
the final goal is classification of malware vs. binary code, however,
we have generated an additional dataset consisting of 4,550 benign
files from a default Windows installation that were disassembled
using IDA pro. Again, due to the 50,000 line cutoff, we were only
able to use 3,100 of these files. We then combined the benign data
with randomly-chosen malicious files for a second dataset of only
malicious vs. benign classification, consisting of 4,000 training and
1,000 testing files.

We will present results on both of these datasets to validate that
our own benign files were not biased because of some concerns with
the benign data format. While we are comfortable that the datasets
are now fair to compare we will show those concerns and how we
addressed them. Many benign files were initially identifiable by eye
due to some certain characteristics, as in Figure 2:

Figure 2: First 100 lines of a benign code image

The first problem is that there seems to be a long portion of data
bytes at the beginning of many benign files that only includes one
or two executable bytes. In the Microsoft dataset, these sections are
grouped to have many data bytes per line (up to 18). Next, many
lines end in the same color pixel. This is because of how we extract
data from the disassembled bytecode - once disassembled from IDA,
we simply look at every line to see if it starts with ”.text”, signifying
executable code. Then, we extract the hexadecimal bytes from that
line until there are no bytes left. Many of these lines end in the
byte ”db”, a signal from IDA that represents the variable size (a
byte) and not code. For some reason these extra ”db” tokens were
never an issue in the Microsoft dataset as there is always some other
non-hexadecimal token before them, causing them to be excluded
in our extraction. We therefore excluded the ”db” at the end of any
line (which is always lowercase if it is not an actual byte in the code
but added by IDA, so no innocent bytes were lost). With both of
these issues it is possible we are disassembling the data differently
than Microsoft did in the Kaggle challenge. Because the exact way
that the Microsoft dataset was generated is unknown, we present
results on both datasets with the assumption that our benign files
are not, but may be, biased.

Unfortunately, malware or benignware can come in all sizes, so
the question becomes how to approach classifying arbitrary-length
files. Additionally, the files can reach extreme lengths, so a straight
LSTM or RNN will experience difficulties in training. We therefore
split the files into t windows by grouping every w lines of code. The

number of windows forms the new number of timesteps, and the
dataset can now be seen as an arbitrary-length sequence of images.
An example is shown in Figure 3.

Figure 3: Malware Image Windows

Figure 3 shows a malware image split into windows (not to
scale).

4 Network Architecture
Forming the malicious bytecode into an arbitrary-length, windowed
format allows for input into a variety of network architectures. Be-
fore discussing the network architecture for the new input format,
we first downsample and perform an embedding on the data. We
previously experienced issues with the size of the input being too
large to use at once, and even after purposely omitting files over a
certain length, the networks would train in an unreasonably long
amount of time. Therefore, we utilized pooling to downsample the
input data [1] . While this is the only preprocessing we perform,
which adds time to making predictions, we still perform downsam-
pling on the data by randomly discarding 9 of every 10 lines. Along
with the benefit of faster training and prediction we find that it does
not negatively affect performance and actually improves testing
performance in some cases, which we will discuss in the results
section.

We also previously used embeddings to assist in feature detec-
tion, similar to natural language processing [10, 13], as the magni-
tude of the bytes have no intrinsic meaning. The embedding serves
as a look up table where each singular value maps to a higher-
dimensional space of values with less magnitude.

With the initial layer of an embedding, we now expand on the
previously static, convolutional network. A natural pick for clas-
sification of these videos would be some kind of recurrent neural
network given the time-varying nature and seeming temporal de-
pendency of the problem. In fact, one large question we will pose
throughout our work is if the windows are actually temporally de-
pendent, in other words - does the previous window affect how we
should see the next? Given the nature of the problem, it seems
logical that this would be true, and is the assumption we made for
beginning to explore architectures.

Convolutional LSTMs are a relatively recent form of recurrent
neural network that have cropped up in a few field of study that
involve both temporally- and spatially-related data [2, 14, 15]. In
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Keras, this layer of a network is called ConvLSTM2d [16], meaning
that it performs 2d convolution inside an LSTM. For comparison, A
traditional LSTM uses the following equations:

i = sigm(ht−1 · Ui + xt ·Wi)
f = sigm(ht−1 · U f + xt ·W f )
o = sigm(ht−1 · Uo + xt ·Wo)
g = tanh(ht−1 · Ug + xt ·Wg)
ct = f · ct−1 + i · g

ht = o · tanh(ct)

(1)

Where Wi, f ,o,g and Ui, f ,o,g are trainable weight vectors, and ct

and ht are the hidden state and output, respectively. These equations
can of course change and are only an example for comparison.

LSTMs can help alleviate ”vanishing gradient” issues when
training and therefore allow for training recurrent networks on much
longer inputs than a vanilla RNN [17, 18]. We attempted to use a
regular LSTM on input mawlware without windows and found that
the model would not only take an extraordinarily long time to train,
as expected due to the input length, but would not perform well.
Even if a decent training accuracy was obtained the results would
not translate to testing accuracy.

Recent works, including our own, have shown that classifying
malware images responds well to convolution [1] . Therefore, in-
stead of using a LSTM, it is possible to use the Convolutional LSTM
(from now on, ConvLSTM). The ConvLSTM consists of nearly the
same parts as a regular LSTM except that many dot products are
simply switched to being convolution:

i = sigm(ht−1 ∗ Ui + xt ∗Wi)
f = sigm(ht−1 ∗ U f + xt ∗W f )
o = sigm(ht−1 ∗ Uo + xt ∗Wo)
g = tanh(ht−1 ∗ Ug + xt ∗Wg)
ct = f · ct−1 + i · g

ht = o · tanh(ct)

(2)

Where Wi, f ,o,g and Ui, f ,o,g are trainable weight vectors, and ct

and ht are the hidden state and output, respectively.
The ConvLSTM was introduced in 2015 by [2] as a way to

capture both spatial and with temporal relations in precipitation
forecasting, as opposed to an LSTM, which is only capable of cap-
turing temporal relations. ConvLSTMs have since been used many
times to capture spatio-temporal relations in data. In [15], they
are used to build on feature extraction in gesture recognition, and
in [19], the authors add to the ConvLSTM architecture for traffic
accident prediction. More notably, in [20], the authors use a nested
ConvLSTM for video classification. Our work can be seen as con-
verting the malware to a video rather than an image, and taking
inspiration from these works. In our case, the ConvLSTM cap-
tures spatial relations in blocks and functions of code and temporal
relations between those blocks.

With the recurrent networks it was found best to use use two
hidden recurrent layers, one that returns sequences and a second that
does not. When a recurrent network in Keras has the parameter re-
turn sequences set to true, the output of the layer is not just the final
output but the output of each timestep, the result being a sequence

of the same length. Using this parameter is useful as it allows the
stacking of recurrent layers and therefore deeper networks.

While our models that use ConvLSTM found success, which
we will discuss in the results section, we also found that they took
up a large amount of time to train due to the complexity of the
hidden state. Many modified RNNs were attempted by removing or
adding various gates to the ConvLSTM hidden state until we tested
a recurrent network that simply adds the previous hidden state to
the current as so:

ht = xt ∗Wt + bt + ht−1

yt = σ(ht)
(3)

Where σ represents the sigmoid function, Wi and bi are trainable
weight vectors, ht is the hidden state, and yt is the output at time t.

This network is about as minimal as a recurrent neural network
can get and can be compared to a standard recurrent network where
the hidden weight vector is set to all 1s. We call this the ”Min-
ConvRNN”. In theory, one layer of this network that does acts the
same as if each timestep was independently run through a small
neural network and then summed afterwards. Because there are
two hidden layers used and each timestep is returned for the first,
however, the intermediate timesteps returned by the first hidden
layer do not resemble a kind of distributed network.

We can perform backpropogation on the MinConvRNN for
training through the widely-known procedure of BackPropogation
Through Time (BPTT). We will perform BPTT on the MinCon-
vRNN for completeness, however, gradients are calculated symbol-
ically and automatically in our simulations, so these calculations
are not stricly necessary. BPTT consists of unrolling the recurrent
neuron into t neurons and repeatedly applying the chain rule. We
will start by defining all parameters in Table 1, for any arbitrary
objective function J.

Table 1: MinConvRNN Backpropogation Parameters

Variable Name Purpose

xt Input at time t
ht Hidden state at time t
Wt Weight vector at time t
bt Bias vector at time t
yt Output of neuron at time t
σ Sigmoid Function
δt

∂Jt
∂yt

Jt Objective function value at time t

The goal of backpropogation is to find the partial derivative of
the objective function with respect to a parameter. In this instance,
∂Jt
∂Wt

. Note that Wt for time t is a formality, and Wi = W j,∀(i, j) ∈ t,
and the same for bi. We begin by defining the base case of t = 1
such that h0 = 0, making h1 = x1 ∗W1 + b1.

Then, we can define the partial derivative of J with respect to
Wt using the chain rule:

∂Jt

∂Wt
=
∂Jt

∂yt
·
∂yt

∂ht
·
∂ht

∂Wt
(4)
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We can define δt to be ∂Jt
∂yt

to simplify notation as the expression
will change for a different J. We can then calculate the other terms
directly as:

∂yt

∂ht
= σ′(ht) · 1

∂ht

∂Wt
=
∂xt ∗Wt

∂Wt

(5)

We leave ∂xt∗Wt
∂Wt

alone to simplify the expression, but we note
it is computable. It is also known commonly known that σ′(x) =
∂σ(x)
∂x = σ(x) · (1 −σ(x)), and we will use σ′(x) for simplification of

expressions as well.
The full partial derivative at time t can then be defined as:

∂Jt

∂Wt
= δt · σ

′(xt ∗Wt + bt + ht−1) ·
∂xt ∗Wt

∂Wt
(6)

Because Wt is the same ∀t as stated earlier, we can compute the
partial derivative for W for n timesteps as:

∂J
∂W

=
∑

t

δt · σ
′(xt ∗W + bt + ht−1) ·

∂xt ∗W
∂W

h0 = 0
t ∈ [1, 2...n]

(7)

For a recurrent neural network where only the output is consid-
ered, we could factor out δt from the sum. We can also perform a
similar process to find the partial derivative for b for n timesteps as
∂J
∂b =

∑
t δt · σ

′(xt ∗W + bt + ht−1), with the same conditions.
This partial derivative does not look too dissimilar to that of a

basic recurrent neuron. The neuron is indeed recurrent in the sense
that it is necessary to calculate ht−1 in order to calculate ht, and
that the gradient must be propogated starting with the initial output
in the same manner. Regardless of these equations, however, the
neuron as defined in Eq. 3 does not make intuitive sense. Taking
the raw sum after convolution, in theory, might simply lead to an
unbounded output in the hidden state that approaches ∞ (or −∞ )
for all elements as the number of timesteps approaches∞ , leading
to all 1s (or 0s) in the output with the sigmoid activation.

As will be shown in the results, we found the MinConvRNN to
largely match the performance of the ConvLSTM2d. The success
of the MinConvRNN begs the question if a recurrent neural network
is necessary, or in other words, if executable code as an image has
a temporal dependency when it comes to classification. As will
be presented in results, it is even possible to scramble the order of
the input lines and achieve decent performance using the same net
trained on ordered input lines. It seems unintuitive at first but a
simple explanation is simply that a large amount of code is wrapped
up in short functions. Depending on how large the window size is
made, it is possible that each window encapsulates even multiple
functions. Because the order in which functions are defined largely
does not matter, there is not a strong temporal dependence between
windows. A different explanation may be that even between win-
dows, temporal dependency does not matter, and that the class of a
file is largely determined by the types and quantities of commands
issued, and not their order. Future work will need to investigate
the temporal dependence of the data more closely as it will greatly
affect how we classify malware with neural networks.

Regardless of the type, after the recurrent layers, the output has
three dimensions. The first two dimensions can be average-pooled
to reduce overfitting [11], and then connected with a final densely-
connected layer for the output. The architecture of the network is
shown in Figure 4.

5 Performance

We present results on both the Malware Classification Challenge
dataset and the Malware vs. Benign dataset as discussed, starting
with the Malware Classification Challenge dataset.

Table 2 shows the final results of the ConvLSTM2d and Min-
ConvRNN networks. Both networks were trained until no further
performance gains were seen.

Table 2: Results on Microsoft Malware Classification Challenge Dataset

Metric ConvLSTM MinConvRNN

Parameter Count 573,634 116,951
Train Accuracy 98.35% 97.28%
Test Accuracy 98.24% 96.39%

Time to Inference ∼63.67ms ∼23.73ms

In Table 2, it can be seen firstly that both networks performed
competitively to other works. The MinConvRNN was purposely
limited in size to have the same number of convolutional kernels
as the ConvLSTM2d network, being 50 kernels of size 4 in the
first hidden recurrent layer, and 25 kernels of size 3 in the second
hidden recurrent layer. The network was kept the same size to
demonstrate the relatively similar performance. While the ConvL-
STM2d network did achieve better results, it has nearly 5 times the
total number of parameters. Better results are certainly possible
through tweaking the network size, activation functions, etc., but
we see these networks as a proof-of-concept for future work that
does not rely on recurrent networks given the performance of the
MinConvRNN. Additionally, we note that the ConvLSTM2d takes
nearly twice as long to make a prediction given an input due to the
complexity of the hidden state. If we can cut out the recurrent nature
of the network, the time to predict would drastically go down.

Table 3 shows Confusion matrix for the ConvLSTM2d network
on the testing data, where the row is the actual class and the column
is the predicted class. Of note is that one class in the dataset has an
extremely low number of samples, class 5. Neither this network nor
the MinConvRNN was able to correctly identify and class 5 samples.
This might be addressed by using weighted categorical crossentropy,
but again, we are presenting these results as a proof-of-concept.

Table 4 shows the confusion matrix for the MinConvRNN on the
testing dataset, where the rows are the actual class and the columns
are the predicted class.
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Figure 4: RNN for Malware Classification Architecture (for arbitrary hidden state)

Table 3: Confusion Matrix for ConvLSTM2d Net on Testing Data

1 2 3 4 5 6 7 8 9

1 249 0 0 0 0 0 0 0 0
2 2 364 0 0 0 0 0 0 0
3 0 0 681 0 0 0 0 0 0
4 0 0 0 99 0 0 0 0 0
5 2 1 0 0 0 0 1 2 0
6 3 0 0 3 0 107 0 0 0
7 0 1 0 0 0 1 89 2 1
8 6 1 0 0 0 1 0 259 1
9 3 1 0 0 0 0 0 4 166

Table 4: Confusion Matrix for MinConvRNN on Testing Data

1 2 3 4 5 6 7 8 9

1 245 0 0 0 0 0 0 2 2
2 3 356 1 0 0 2 0 3 1
3 0 0 680 0 0 0 0 1 0
4 0 0 1 98 0 0 0 0 0
5 1 0 0 1 0 1 0 2 1
6 1 0 0 4 0 105 0 2 1
7 0 1 12 0 0 1 80 0 0
8 13 2 0 1 0 0 0 252 0
9 4 1 5 1 0 1 0 2 160

Overall, we see performance for both networks, moreso the
ConvLSTM2d, matching other works. The benefit to using these
networks is the minimal preprocessing, the small size of the net-
works, and the minimal amount of input by only using the executable
code.

Table 5 shows the results of the networks on the Malicious vs.
Benign dataset.

Results on the Malicious vs. Benign Dataset are on par or better
than the previous dataset. Despite reservations with the benign data
as previously discussed we believe that the networks show com-
petitive performance in classifying Malicious vs. Benign data to
seminal works. The MinConvRNN again shows worse performance

than the ConvLSTM, likely due to the smaller number of parameters.
Considering that the network is smaller, the relative success of the
MinConvRNN calls into question whether using a recurrent network
is necessary.

Table 5: Results on Malicious vs. Benign Dataset

Metric ConvLSTM MinConvRNN

Parameter Count 573,634 116,951
Train Accuracy 99.78% 99.32%
Test Accuracy 99.50% 99.20%

Test Recall 99.37% 98.12%
Test Precision 99.58% 99.58%

Time to Predict ∼91.16ms ∼35.32ms

6 Future work
There are many topics of future work to expand on. In the big
picture, the concept of a non-recurrent network would be interesting
to test compared to the recurrent networks. It is possible to take
more inspiration from video classification methods in this way. We
have observed that a minimal recurrent network achieves decent per-
formance, so with optimization, a purely time-distributed network
that is aggregated afterwards may perform well.

With or without recurrent, it would be important to optimize
the network, exploring activation function, weighted categorical
crossentropy, cross-validation methods, and pruning methods. Per-
forming an architecture optimization search would take much more
work, but would improve the performance of the network.

There are also some flaws in our methodology, the largest be-
ing the limit of 50,000 line long samples. One possible method
of removing this constraint is to reformat the data. The figures of
malware code show that each line is padded with 0’s to be the same
length - this was done to preserve the ordering of the opcodes in
relation to the data. This format, however, may be unnecessary and
the code is often treated as one contiguous block in other works. The
size of the input would be greatly reduced by removing the padding,
which would not only allow for any length input, but also faster
and possibly more accurate predictions. Additionally, it would also
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ensure compatibility with the Microsoft and Benign datasets given
the different maximum line lengths.

Finally, finding a way to extend the work to hardware would be
great for evaluating the feasibility of the practical implementation of
the networks. One possible method of using the malware-detecting-
network in practice might be to deploy it in a custom chip or FPGA.
While the network is likely too large for such acceleration now, with
compression techniques, it may be possible to make the network fit.
Putting the network in separate, purpose-built hardware would not
only free up resources from the main system but also speed up the
network considerable.

7 Conclusion
Malware detection will always be a vital part of computer systems.
In recent times, classifying malware images made from the exe-
cutable bytes of a file has become a possible route to take.

This extension of our previous conference paper again proves
it is possible to classify malware with nothing other than the .text
section of an executable, which contains the actual code that makes
up the program. Additionally, we expand on the type of network for
detection by creating windows out of the malware image. With this
format, minimal preprocessing is required to feed the image into
a convolutional, recurrent neural network, achieving competitive
performance.

Additionally, we find that using a recurrent neural network may
not be entirely necessary. By stripping the ConvLSTM2d of its
components and making the MinConvRNN, we have shown that
the temporal dependency between windows may not be necessary,
opening the doors to new network architectures. Using the MinCon-
vRNN is not the end of the story - it is highly likely that even leaner
neural network architectures are possible for malicious assembly.
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 In Latin America, there is a need for better security systems in different national or sectional 
votes, which is why this study was carried out, to show a proposal for a security model that 
helps to obtain better results and to this purpose has been selected information on the 
database for different Latin American countries, it has also been considered descriptive 
aspects and with a quantitative approach, to provide an objective livelihood. It has been 
intended to identify several security requirements that give confidence to citizens. Currently 
in Latin America studies continue to be carried out on technological systems for electronic 
voting and their real effectiveness in different countries, and then improve or implement 
them. Not all have come to implement it completely but in part due precisely to the demands 
it demands, also because of the limited information and because there are few related 
studies on these issues. The growth of technology and its easy access has allowed it to be 
used in different areas and politics is no exception, which is why different modalities of 
electronic voting have been implemented so that they can reduce some failures that are 
maintained in the traditional voting system. In conclusion, it is noted that voters need to 
know better about the new systems applicable to counting, it encourages individual 
reinsurance, which does not reveal the identity of the voter, as well as transparency, easy 
access information and auditability. Awareness is suggested about the use of electronic 
voting and the benefits it brings without also excluding negative factors because there is 
not totally secure and reliable digital voting system. Citizen participation must go hand in 
hand with political decision-making, so that processes are transparent, and results are 
protected. With all these criteria it can be noted that it is necessary to consider a 
comprehensive electronic security model that guarantees that reliability and integrity of the 
secret election vote, bearing in mind that the purpose is to reduce and prevent errors. 

Keywords:  
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1. Introduction  

Several Latin American countries are implementing new 
technologies and wish to implement it in the electoral system 
through electronic voting. Few countries are already using it with 
relative success, as each electoral process receives serious 
criticism, even in Venezuela the results achieved in the last 
elections have been rejected. These events require a thorough 
analysis, to know if the process has been inconvenient or the 
problem has been in pre-election events, which have nothing to do 
with existing technology platforms. 

Author Diaz Ricardo refers that the momentous changes in the 
modern world, characterized by its interesting development, the 

accelerated globalization of the economy, the sharp dependence 
that incorporates a high volume of information and the systems 
that provide it; the increase in vulnerability and the broad spectrum 
of threats impose new challenges on the practice of the audit 
profession, in particular to the computer security audit [1].  

The use of ICTs in Latin America has been increasing and it 
has been desired to be applied in electronic voting to generate an 
effective and transparent information process. E-voting or 
electronic network voting is an applicable mode via the Internet, 
as well as the electronic ballot box that has the most acceptance 
and use in Latin America compared to the other existing 
modalities.  
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If we are thinking of implementing a security system, it is 
necessary to establish the voting mechanism that best meets the 
requirements of each country, as well as to think about the scopes 
and budgets that are needed for its applicability. The author Muñoz 
points out that organizations need a stability and greater degree of 
protection focused on computer security to protect and minimize 
threats to their information [2].  

Considering the benefits and potential expenses make the 
decision more difficult to make, as well as having people who 
handle these systems with the greatest care that these processes 
deserve, so the challenge of using technological aspects requires 
that citizens and the authorities in charge maintain ethical criteria 
to avoid the different types of fraud that may change the results 
obtained. Process management and the application of security 
systems will make security systems applicable to each Latin 
American country, under any type of government. 

2. Materials and Methods 

2.1. Materials 

The material used has been selected based on data relating to 
different Latin American countries, among these, articles based on 
the implementation of different modalities of electronic system 
and the benefits it provides. Current work was also considered to 
make security models applied to electoral systems relevant.  

The information has been relevant and closely related to the 
subject matter of this study, to consider the urgency of presenting 
a security system in the voting system of Latin American countries. 
Several Latin American countries have seen suffrage security 
measures applied in other countries in the region, while the will to 
implement electronic voting is being considered, including 
Argentina, Chile, Peru, Uruguay and Costa Rica. 

In the region only Brazil and Venezuela show the use of 
electronic voting, but that as in any electoral system, there are 
reports of the results obtained. According to Hosp and Vora's 
theorem, there is no electoral system with perfect integrity, 
verifiability and privacy, as malicious attempts to modify the 
results will always be found. 

But you can count on important suggestions such as individual 
reinsurance, which does not reveal the identity of the voter, as well 
as transparency, with easily accessible information and 
auditability, that allows access to the result obtained, appropriate 
use of technological equipment that does not keep a voter's record, 
the key safeguarding, which in the case of using cryptography, 
must specify how and who will be responsible and also restrict 
access to the different equipment used. 

2.2. Methods  

This work has a quantitative approach since information is 
presented in an objective, graphical way and making use of 
available resources. It also considers inductive, deductive and 
correctional aspects, with descriptive criteria of the process to be 
followed in the proposed safety system.  

For this reason, the studies carried out in this topic are valued, 
in relation to technological resources, since they are being used in 
different areas that demand their immediate application. 

I) Electoral Information and Technological Modernization 

Technological innovation has a great impact and acceptance 
worldwide especially in Latin America. This implementation in the 
different countries has provided several benefits in the different 
processes that make use of technological means.  

The author Curious to make most of the benefits of technology, 
the State requires an appropriate physical infrastructure that 
supports it through a large transport and access network that allows 
it to integrate into other networks [3]. 

So also, the author Jerez points out that the contemporary 
discussion on public spheres has been expanding the focus of 
analysis focused on social and political actors towards that of 
institutional and cultural regulations in public spaces and as key 
areas of production of ideologies, identities and agendas. To a large 
extent on these discursive plots, the social conflict and institutional 
dialogue that processes collective problems is deployed, 
demeaning which will be defined as public and private interests to 
be addressed (or not) by each State in a context national history 
given [4]. 

In the public and private spheres, they require the development 
of appropriate technologies, because of the easy access to the 
information they provide and in addition to their easy 
management, taking into account that ICTs have also reached each 
person through the mobile phones, the internet, among others, in 
such a way that their use is daily and the connection with the 
different processes of each organization keeps them close. 

 For his part the author Rovelli, several countries in Latin 
America were the scene in the last 15 years of intense socio-
political and techno-economic changes driven from different 
policy trends, which converged in principle and to the less from a 
normative level in a greater presence of the State in the social 
sphere and the search for alternative and innovative ways for 
development [5].  

Technological innovation, as well as taking part in different 
organizations in which they provide services such as health, 
education, entertainment, etc., has become part of the political 
processes of each country, as in the voting system via Electronic. 
This has benefits, but there are also risks. An example of electronic 
security problems occurred in the USA, so author Ottoboni refers 
that the State of Georgia was a focal point in the civil rights 
movement of the twentieth century. also has a history of electoral 
problems: suppression systematic voter voting machines that are 
vulnerable to undetectable security breaches, and serious security 
breaches of their data systems [6].  

Likewise, in addition to the agility provided by electronic 
voting, transparency is needed throughout the process, as there are 
factors that can have a direct or indirect impact during the process 
or on the use of information.  

That is why it is essential to have a security model that is 
applied in each electoral process in such a way that it can be 
replicated in other Latin American countries. These technological 
means also seek to prevent any act of corruption that alters results 
in such a way that the level of transparency in electoral processes 
is evident to all voters. 
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The use of ICTs in electronic voting is intended to generate an 
effective and transparent information process, which is why there 
are currently many modalities that are in line with this. A good 
development of the electoral process through the automation of the 
vote will also depend on the security model that it uses in order to 
achieve a correct and adequate management of the information, 
whatever the mode of the vote to be used. 

The different governments of Latin America have decided to 
implement the automation of the electoral process in order to 
reduce time, space, resources, among other aspects; considering 
also the benefits it provides and the great changes it has brought 
through its use in such a way that citizen participation increases 
and the voting system is easy and accessible to all. 

Like any electronic voting system, they must rely, in 
dispensing with, security requirements that give voters confidence, 
make good use of stored information, take care of personal data, 
and keep the right to integrity of the voter and their decision on the 
vote. 

Studies on electronic voting systems and their real 
effectiveness in different countries are still being carried out. Not 
everyone has come to implement it completely but partially 
because of the lack of security it has in terms of it because of its 
limited information and related studies on them.  

Little information that needs to be reduced in society in such a 
way as to raise awareness of the use of electronic voting and the 
benefits it brings without also excluding negative factors because 
there is no totally secure digital voting system and reliable. 

II) Electronic Voting Modalities 

Thanks to the technological modernization to which the world 
has become, mechanisms applied to the electoral field have been 
observed, with multiple systems that provide what is expected in 
an electronic voting system: Trust, security, among other 
characteristics, that a system must rely on, in addition to reducing 
the costs of the required election materials.  

Author Mellinghoff believes that when voting there must be 
the principle that elections should be secret, it ensures that the voter 
is the only one who knows the content of his election decision. 

This principle is the most important industrial protection for 
freedom of choice. It obliges the legislator to take the necessary 
measures to protect the secret ballot (e.g. covered ballot, booths 
that guarantee voter privacy).  

Any investigation of voting intentions or voting of voters is 
prohibited. Any exception to the secret ballot is permitted only if 
it favours the right to vote, that is, in cases where the principle of 
general and equal elections requires a procedure in which it cannot 
be guaranteed in each case that the vote is absolutely secret [7].  

However, it is considered that these are not exempt from any 
error or failure situation due to some factors to which they may be 
vulnerable and become a threat thus causing the alteration and loss 
of information.  

According to the author Schmidt, it refers that, in its broadest 
form, electronic voting refers to the use of electronic technology 
for the automation of an electoral process [8]. But not just any 

technological system, but that which applies to the Ecuadorian 
context. 

The author Sandoval indicates that theoretically electronic 
voting on the internet can be considered a more form of e-vote, so 
it can be considered that there were some precedents in this regard 
[9]. 

There are two types of electronic voting: 

• Remote electronic voting. 

 Emission of votes through any device (computer, mobile 
phone, PDA, etc.) with internet connection. 

• Electronic voting in person. 

Issuance of Votes from electronic voting terminals from the 
polling stations (JRV). 

It is necessary to emphasize that there are several models of 
electronic voting in person, among which the electronic ballot 
boxes stand out, these are carried out in person, that is, located in 
each electoral roll. 

The e – electronic voting or electronic network voting is done 
via the internet; the reading is automated and can be seen in Figure 
1 below. 

Figure 1: Electronic Vote Models 

 The electronic urn has the greatest acceptance and use in Latin 
America compared to other existing modalities; it is carried out in 
person where there are authorities responsible for the surveillance 
and control of the votes, in the ballot box for their proper 
management and organization. 

On the other hand, when using digital instruments or 
technological equipment to represent the use of ballot boxes, it is 
considered the introduction of elements that are similar in their 
application but that allow the management of information in a safe, 
transparent, fast and practical. 

For the vote to be served, electronic ballot boxes and the 
internet are required at the polling place, as shown in Figure 2. 

These machines automatically identify the votes where the 
count is made after this and then be sent to a center that collects all 
the votes obtained from the polls throughout the country or city 
and finally obtain the final result of the electoral process.  
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Figure 2: Main Mode Used 

Author Abdala indicates that empirical evidence on the extent 
to which different voting technologies affect election results is far 
from conclusive. However, irrespective of the causal mechanism 
used to explain the results, there is a kind of consensus on the 
importance of the voting system. It is necessary to understand how 
voting technologies interact with citizens to model political 
behavior [10].   

Electronic voting systems have their advantages and benefits 
aimed at an entire society not only because of its easy and 
convenient access or handling, but also because this system avoids 
long hours of waiting to meet the candidates elected by the 
majority of s as this speeds up the process by automatically and 
immediately counting votes. 

Among the advantages of using electronic voting we have the 
following presented in Figure 3. 

Figure 3. Advantages of using Electronic Vote 

III) Electronic Vote Controversy 

Despite the many benefits of the electronic voting system, 
doubts remain around it, in some parts of the world. 

Many of these doubts arise due to the lack of knowledge that 
the company still has in relation to the functions of the electronic 
voting system, its use, access, among others. Another doubt that 
society maintains is above all what is related to the security of the 
system, that is, whether the system effectively keeps the vote, 
maintaining its integrity, showing no kind of relationship between 
the vote and its voters. 

A. Possibility of System Infringement 
Electronic voting systems have a number of measures to 

regulate or reduce vulnerabilities in the use of these software. 
Author Lagunez notes that political activity on the Internet is not 
just marketing, nor social mobilizations; governments have been 
violated over the Internet by hacker groups called cyber-activists, 
ideological groups operating over the network. the political 
activity of these groups goes beyond symbolic protest, they are 
able to infiltrate the official pages of governments and political, 
religious and even criminal groups. The space of political struggle 
becomes more significant because it is shown that the state does 
not have complete control of a space that can be used by many 
people; although it is important to remember that it is not yet a 
totally global phenomenon [11].  

Therefore, this modality cannot be considered very reliable 
either. On the other hand, even if it does not hurt to consider some 
points that in some way or another can help them not happen so 
often and do not cause any alterations. 

The author Castillejos Lopez indicates that addressing the issue 
of security in digital environments invites us to reflect on the 
benefits of using the internet in 21st century society.  [12]. The 
author Bolañoz Burgos points out that while Ecuador defines 
computer law as the set of legal systems established in order to 
regulate the processing of information [13]. 

These vulnerabilities can occur at any time, in an unforeseen 
way in such a way that the information that is stored can be 
manipulated and in turn disclosed which could have various 
negative consequences, in addition to alter the results of these 
elections.   

B. Actors Who Can Break the System 
These vulnerabilities are commonly presented by third parties, 

either with some malice for committing fraud or other evil, nor is 
it ruled out the fact that this can happen due to ignorance of it and 
therefore has not been Intentional. The author García, says that 
security in computer networks will always be a relevant and of 
interest topic at the computer level [14]. So also the author Castillo 
points out that precisely because of the different vulnerabilities that 
exist is that not all countries implement those electronic voting 
systems for fear of their alteration or fraud that may exist, even 
because of this uncertainty if your data and your choice will be 
secure and alter your integrity [15]. This weakness is latent and can 
affect the security, integrity, availability of sensitive information 
these systems handle.  

In this way, it will be taken into account that these failures do 
not always arise specifically by electronic voting as such, but that 
there may be multiple causes such as in the architecture of the 
system in such a way that it may cause some alteration of the votes 
made.  

Author Avila mentions the campaign season providing voters 
with a complex information environment in their search for 
information to guide their vote. These vulnerabilities can become 
threats to the good performance of electronic voting systems, as 
environmental and natural threats in addition to the human threats 
already discussed above. These threats can affect the electoral 
process and alter the results. Many of these vulnerabilities and 
threats are uncontrollable by humans as they can happen 
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spontaneously, however, certain situations can be prevented. The 
author Lavin José points out that, once these tools and technology 
have been examined, it can be said that there is a good electronic 
basis for establishing a Model of Deliberative Democracy since we 
not only have tools that would allow the vote, but also also the 
debate, reflection and weighting of opinions [17]. 

C. Suggestions for Decreasing System Infringement 
It is vitally important that society's opinion on the 

implementation of new voting arrangements is reported and 
considered as all citizens must feel confident in the electoral 
process so that this does not then influence the decision of their 
vote. Keeping voters informed will reduce vulnerabilities to the 
system, as everyone will cooperate with the care of their votes and 
follow protocols in every part of the electoral process. 

So citizen participation must be a constant reality, in this way 
it can be said that it has been worked democratically, then each 
voter will be able to have the pleasure of accessing their right to 
vote according to the candidate who meets their expectations, 
because is a manager of the electoral achievements of your city or 
country.   

Thus, the author Marquez argues that the electoral behaviour 
of the citizen is based on the calculation of the expected usefulness 
made by the voter, taking into account the proposals presented at 
the particular juncture, weighing the costs and benefits of each 
[18]. 

IV) Information Systems Security 

A. Cryptography 
One of the recommendations in the application of electronic 

voting is the use of Public Key Cryptography Encryption, as 
expressed by author Marin Bermudez, In the context of 
telematicvoting systems, public key cryptography is often used to 
encrypt the vote, so that only the holder of the private key can 
access and account for it: 

• In the previous phase of preparing the vote, the key pair is 
generated; public and private. 

• The public key is distributed to all voters to encrypt their 
vote with it. 

• The private key is kept by the board or electoral committee. 
Generally this key is chopped and distributed among the 
members, so that a single member cannot access to decipher 
the votes. 

Once voting is complete, members of the electoral board or 
committee enter the private key so that they can decipher the votes 
and recount. This ensures access to voting data [19]. Once voting 
is complete, members of the electoral board or committee enter the 
private key so that they can decipher the votes and recount. This 
ensures access to voting data [19]. 

A. Event Log 
Public institutions are also concerned with the need to 

introduce other security measures into electoral processes, as 
author Vera Victor says that there are companies that do not care 
about implementing computer security measures or if they do they 

only consider externalities and do not take into account the risks 
that may arise within them [20]. 

The author Morales points out that in electronic voting systems 
it is extremely important to have a record of events, in order to 
have the evidence of actions taken especially for cases where 
manipulation is suspected. in a voting session, for example, you 
can generate the registration of voter authentication, the event of 
the selection of candidates, the closure of the session, etc. [21]. 

B. Preventive Security 
Any media or information system must have security 

requirements and actions to be taken in the presence of a 
vulnerability or threat. To this end, the following aspects are 
proposed: 

● Prevention of security attacks, which refer to the actions 
that will be carried out if there is any violation of the 
information. 

● Security mechanisms, which refer to the actions that will 
be carried out in order to identify, prevent and block any 
attempt to attack stored information. 

● Security services, these refer to the service provided to the 
person when storing their data and other information. 

C. Voting Subject Check 
Several electoral contests have shown in the list of voters to 

citizens who cannot exercise their right to vote, because they have 
died or there have been candidates in two ballot boxes, which can 
affect the results, therefore, a secure system is advisable, which it 
would involve the on-site verification of biometric data, for 
example, the finding of fingerprints by scanning them to confront 
those registered at the time of entry to the register, or the iris record 
of the subject who shows up to vote. This voter check would lessen 
attacks by hackers who want to use these non-existent voters and 
turn them into real votes. The author Del Blanco points out that the 
growing proliferation of attacks makes proper system maintenance 
crucial. On the other hand, no one can predict long-term 
computational capabilities [22]. 

D. Voting Subject Check 
For the voting system to achieve its objectives, honest 

participation of political parties and government is needed, as 
democracy must be embodied in concrete actions that candidates 
must respect and maintain. This is the opinion of author Lopez that, 
in this way, political efficiency would be a neutral element that 
would call for a vote, but which is earlier or higher than mere voter 
participation, which is precisely what interests us [23]. To maintain 
a secure voting system, it is necessary to incorporate certain 
requirements into work, according to the author Valencia indicates 
that democracy in the 21st century cannot be limited to the right to 
vote and be elected. The complexity of our societies and the 
existence of a plurality of legitimate interests make it necessary to 
expand the spaces of participation and control in the various 
entities of the State [24]. On the other hand, the legal framework 
will allow to sustain every decision that is made around the 
elections within the country, as mentioned by the author 
Montalván Calderón, which it is also important to establish certain 
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guidelines that help to meet legal requirements that have electronic 
security, these encompass various procedures, transparency, 
verification and reliability [25]. 

3. Results 

Several results could be achieved in this study: 

• Security Analysis in electoral systems in Latin America, 
according to Hosp and Vora's theorem, is vulnerable and 
requires greater security measures. 

• Suggestions to follow in electoral security systems, with the 
respective applicability in electronic voting. 

In addition, for greater security in the process, a probabilistic 
model of passwords is chosen: A probabilistic model of passwords 
is determined by any function P, defined in the space of possible 
passwords (S) in the range [0.1], which assigns a P(s) to each 
password in such a way that: 

• P(s) ≥ 0, for all password S 𝑒𝑒𝑆𝑆 

• Ʃ 

These models are a critical tool for investigating password 
security. the definition and interpretation of P(s), depends on the 
model. The existence of alphanumeric password databases 
available on the Internet has allowed experimental capture of its 
characteristics, which are used for the definition of P(s), Markov 
strings and context-free grammars have been the two models most 
used to quantify by (P) the probability that password s will be 
selected, by the user, in the registration phase. These P(8) values 
are the basis for dictionary attacks and some password security 
assessment metrics [26]. 

So also, when we mention the Encryption System, we have El 
Gamal. Originally ElGamal has the multiplicative homomorphic 
property, but for the vote count a slight variant is used that is 
additive homomorphic and that is the one that allows the sum of 
encrypted votes: 

Be a G-switched group of order |G| = q. The public key is (G, 
q, g, h), being “g” a generator of G, h = gx,.  “x” it's the private 
key. 

Sea in the encryption of a vote v 

E (v) = (α, ß) = (gr, p𝑣𝑣, hr) 

Being “r” a random value r ∈ {0,1, …, q - 1} and “p” another 
G generator independent of g. 

For two votes v1 and v2 encrypted such as: 

E(v1) = (α1, ß1) = (gr1, p𝑣𝑣1, hr1) 

E(v2) = (α2, ß2) = (gr2, p𝑣𝑣2, hr2) 

The additive homomorphic property is: 

E(v1) . E(v2) . (α1, ß1) . (α2, ß2)  = (gr1, p𝑣𝑣1, hr1) . (gr2, p𝑣𝑣2, 
hr2) 

= (gr1+r2, p𝑣𝑣1+𝑣𝑣2, hr1+r2) = E (v1 + v2) 

 Among the advantages of VER systems that use EEH are: 
when operating on encrypted votes you do not need an anonymous 
channel (unlike the blind signature scheme), the counting process 
is very efficient since you don't have to decrypt the votes one by 
one before counting and you don't have to wait for the polls to start 
the polls to begin counting [27]. 

A. Security Analysis in electoral systems in Latin America, 
according to Hosp and Vora's theorem, is vulnerable and 
requires greater security measures. 

 
According to Hosp and Vora's theorem, there is no electoral 

system with perfect integrity, verifiability and privacy, as 
malicious attempts to modify the results will always be found. But 
you can count on important suggestions such as individual 
reinsurance, which does not allow to reveal the identity of the 
voter, as well as transparency, that allows access to the result 
obtained, the appropriate use of technological equipment that does 
not store voter registration and also restrict access to the different 
equipment used. 

B. There are different ways of violating the system, internally 
and externally, for which they need to be identified and 
followed by suggestions from the team responsible for 
electoral protection. Suggestions to follow in electoral 
security systems, with the respective applicability in 
electronic voting. 

Several Latin American countries have implemented security 
measures and considered the security measures that are applied in 
the votes of other countries in the region, while the will to 
implement electronic voting is being considered, including 
Argentina, Chile, Peru, Uruguay and Costa Rica.   In the region 
only Brazil and Venezuela show the use of electronic voting, but 
that, as in any electoral system, there are reports of the results 
obtained. To pre-caution voting in a country, using new 
technologies, they should consider one of the three options being 
used: automated reading of paper voting, autonomous electronic 
voting and networked electronic voting.  

Hence to take relevant security measures, such as preventive 
security that takes care of the whole process, cryptography, with 
access keys, the log of events that allows to audit each step, before, 
during and at the end of the respective vote, the vote and all this in 
an environment that has been cared for under specific law 
articulations, in which citizens have participated, as well as 
political parties. 

Hence, it is suggested to work on whatever is necessary, as 
figure 4 points out, which motivates intervention in all the spaces 
relevant to the electoral contest. 

4. Discussion 

Implementing a security model is an important requirement for 
the use of an electronic voting system, as has been emphasized 
above, since any electronic system in itself does not provide 100 
percent security and because every process is finds susceptible to 
vulnerabilities and threats that can be raised at any time.  
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Figure 4: Process to care for a vulnerable system 

 
Any attack on the electoral system will make an impact, but it 

is possible to reduce it to maximum expression, so you have to be 
prepared to attack them as soon as they are identified. It is therefore 
imperative to train staff so that they can follow technical 
suggestions as needed. In addition, to complement this good 
management and development of the electronic voting system, it 
is important to consider that society needs to know the system to 
be used, its benefits and use. This should be affordable to everyone 
and must ensure the trust of each of them.  

5. Future Work and Conclusions 

A. Future Works 

● Electronic voting systems with their respective security, 
for voters who cannot mobilize to their polling station. 

● Design of protocols and processes with latest technological 
tools, for public institutions that control voting in the 
country.  

B. Conclusions 

The growth of technology and its easy access has allowed it to 
be used in different areas and politics is no exception, which is why 
different modalities of electronic voting have been implemented so 
that they can reduce some failures that are maintained in the 
traditional voting system. Some Latin American countries have 
already implemented and others want to implement several of 
these models, but in turn it is important to consider a security 
model that ensures that reliability and integrity of the secret 
election vote, bearing in mind that it is not equally guarantees its 
total security, but it does a way to reduce and prevent certain 
failures. 

Latin America suffers from corruption problems and popular 
voting is always threatened by subjects who wish to change the 
results, so that the more security options exist during the protocol, 
the more optimal results can be obtained. 

Therefore, it is important to work with security measures that 
take care of the decision of each voter, such as preventive security, 
cryptography, auditing, together with the articulated law that are 
stipulated in the country.  
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 3D-printing technologies have greatly influenced the field of fabrication of medical devices. 

In particular, Fused Deposition Modeling 3D printing has emerged as one the most popular 

and most promising technologies for fabricating upper-limb prostheses. Over the last years, 

a variety of types and designs of 3D-printed hand prostheses have been created and are 

commercially available. However, there are no standards or established procedures for 

testing these devices. Available information regarding their long-term performance and 

functionality is very limited. This paper presents a case study of mechanical testing methods 

applied to a specific design of an upper-limb prosthesis. The device and its subassemblies 

were subjected to flexion test in hyperextension and abduction conditions, fatigue/wear test, 

and tensile test. The experimental results are presented and examined. Testing procedures, 

adaptations and recommendations are described and discussed to demonstrate ways of 

generating reliable data that serve for comparison among different hand prostheses 

designs. 
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1. Introduction  

The fabrication of medical devices is one of the most 

influenced fields by 3D printing technologies advances. 

Particularly, in the last years, 3D printed hand prostheses have 

emerged as a promising low-cost alternative, compared to 

conventional hand prostheses, to fulfill the need for these devices 

in developing countries [1]. Currently, Fused Deposition Modeling 

(FDM) is one of the most common and inexpensive technologies 

for fabricating functional end-use parts by 3D printing, including 

hand prostheses. However, FDM has a disadvantage related to the 

anisotropy generated by the process and its corresponding effect 

on mechanical properties. A material fabricated by 3D printing 

shows a ductile behavior in the orientation of the bead deposition, 

but a brittle one in the perpendicular orientation. Therefore, FDM 

printed components are susceptible to fracture in the building 

orientation; a failure mechanism called delamination. While the 

effect on mechanical properties of many fabrication parameters 

such as layer height, infill pattern, density, nozzle diameter, build 

plate temperature, printing orientation and velocity [2, 3, 4, 5, 6, 7] 

has been evaluated using 3D-printed test specimens, little advances 

have been made in testing and characterizing entire components 

fabricated using FDM 3D-printing. 

Although the popularity and the use of 3D printed hands keep 

increasing, there is a lack of standards for fabrication and testing 

of these devices and very limited information available in terms of 

their long-term performance and functionality. Existing hand 

prostheses standards and testing procedures are not directly 

applicable, even for currently commercial multi-fingered and 

dexterous hand prostheses, because they were conceived mainly 

for conventional hook prostheses.  Moreover, hand prostheses 

manufacturers use their design-specific tests to provide full 

specifications of their commercial products.  

In this context, different researchers have explored the 

possibility of adapting existing methods and implementing 

variations, according to their investigation’s objectives and 

available resources, to evaluate the performance of open-source 

and specific models of 3D printed upper-limb prostheses. Tests 

have been conducted to evaluate mechanical properties such as 

tensile strength, impact resistance, flexural strength, and fatigue 
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resistance, both in the whole prostheses and sub-assemblies, with 

parameters (test velocity, applied load, number of cycles, etc.) that 

resemble conditions of activities of daily life (ADL). A review of 

these tests has been presented by the authors in the conference 

BIBE 2018 [8] and is summarized as follows. 

Tenim [9] and Koprnicky [10] analyzed the mechanical 
behavior of phalanges of prosthetic hands employing 
hyperextension (see Figure 1a) and lateral bending test and cyclic 
flexion-extension test (see Figure 1b). The bending tests were 
intended to evaluate the maximum load that a phalange can 
withstand and extrapolate the results to compute the maximum 
load that can be carried by all of the fingers of a prosthetic hand. 
These bending tests have been also applied to individual fingers 
from robotic grippers [11]. Furthermore, the purpose of the cyclic 
flexion-extension test was to measure the endurance of a finger 
under the application of several fatigue cycles and to determine the 
mode of failure under this condition (e.g. damage of one of the 
finger components or wear of the flexion cables channels). In 
addition, Crisco and Wolfe [12] analyzed the finger biomechanics 
and proposed testing procedures to mimic the conditions to which 
a prosthesis is subjected to when conducting activities of daily 
living. While the ASTM F1781 standard [13] provides some 
guidance for finger fatigue test, Joyce and Unsworth [14] have 
proposed a set of parameters to be applied, such as the flexion-
extension load magnitude: 10-15 N, pinch load: 100 N, the angular 
amplitude of the motion: 0-90 degrees, and the frequency: 1.5 Hz. 

Among the tests to which prosthetic hand subassemblies could 
be subjected to, the ISO 22523 standard [15], annex A, proposes 
the distal tensile test (see Figure 1c). In this test, a hand 
subassembly is induced to perform a power grip on a 19 mm 
diameter cylindrical object. As schematically observed in Figure 
1c, the object is pulled away, forcing the fingers to extend or to 
break. In this way, it is possible to establish the maximum load that 
the prosthesis can withstand without failure. Additional tests 
involving grasping movements with a cylindrical object have been 
proposed in [16, 17, 18]. Cylindrical grip test is of key importance 
because it mimics the movement conditions of most of the body-
powered hand prostheses, i.e. opening and closing of all of the 
fingers at the same time. Furthermore, the ISO 22523 standard 
describes the procedures to conduct hand or wrist flexion tests in 
the case of transradial prostheses.  

This paper presents a case study of mechanical testing methods 
applied to an upper-limb prosthesis. The study is focused on the 
3D-printed D1M Hand (acronym in English for Dando Una Mano, 
Giving a Hand) [19] (see Figure 2). The D1M hand was designed 
for transmetacarpal or partial hand amputations and was fabricated 
by the FDM 3D printing process. Due to its design and 
functionality the D1M hand was subjected to finger flexion test (in 
the hyperextension and abduction/adduction directions) to 
measure individual finger maximum load, finger cyclic flexion-
extension to measure individual finger durability, and hand tensile 
test to measure the maximum possible load that the hand can 
withstand while performing a cylindrical grasp. Schematic 
drawings and a description (references, conditions, outcomes, and 
objectives) of these tests are shown in Figure 1 and Table 1 
respectively.  

This work complements the one presented by the authors in BIBE 
2018 [8]. This manuscript includes a summary of the design and 
fabrication process of the D1M hand, the experimental details and 
testing procedures description; with particular emphasis placed on 

the machine adaptations for positioning and supporting the tested 
hand and finger samples, and the discussion of obtained results. 

 

Figure 2: D1M hand prosthesis prototype. Image from [19]. 

2. Experimental Procedure 

The mechanical tests were performed using universal testing 
machines. The D1M hand was fabricated using a commercially 
available desktop 3D printer. The use of commercially accessible 
equipment will allow the experimental procedures to be replicated 
and the results to be compared with those obtained by other 
researchers. The assemblies and accessories presented in this work 
can be modeled in CAD software and then minor modifications 
can be made to accommodate different designs. Validation of the 
printing parameters and methodology was performed with detailed 
testing applied to the D1M hand.  

  

Figure 1. Schematic drawings of the different mechanical tests found in the 

literature. (a) Finger flexion test, (b) endurance/fatigue test and (c) hand 

tensile test. Adapted from [8]. 

 

(a) 

 

(b) 

 

(c) 
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Table 1: Description of the mechanical resistance tests applied to the D1M Hand (adapted from [8]). 

Type of test 

Test description 

Based on (guide 

or standard) 
Test conditions Recorded outcomes Objective 

Finger flexion 

ISO 178, ASTM 

790 and the 
works of Tenim 

[9] and 

Koprnicky et al. 
[10] 

Velocity of the test: 1% the gage length per 

minute. 
Finalize when: Maximum deflection is 5% or 

failure. 

Different tests: Hyper-extensive and lateral 
loading. 

Displacement and force 

against time. 

Estimate the mechanical strength 
of the fingers to withstand forces 

that over-extend (hyper-extensive 

loading) or bend the fingers 
laterally (lateral loading). The 

target load value is 30 N according 

to [20] 

Finger cyclic 

flexion-extension 

ISO 14243-1 

and the works of 

Tenim [9] and 
Joyce et al. [14]. 

Cyclic loading frequency: 1.5-2 Hz. 

Finalize when: achieve 1,200,000 cycles or 

failure of whichever component. 
Load at the MCP joint: 10 - 15 N.  

Pinch force: 100 N. 

Finger base joint range of motion: 0 - 90 
degrees. 

Cycles can achieve the 
prosthesis until the 

failure. Wear of the 

components measured by 
weight difference before 

and after the test. 

Calculate the number of cycles the 

prosthetic finger can withstand. 
The target value is 1,200,000 

cycles (equivalent to 4 years of 

use) according to [21] 

Hand tensile test 

ISO 22523-

2006, annex 

A.8.2 [15] 

The prosthesis grasps a 100mm x diameter 19 

mm cylinder.  

An external force pulls the cylinder out of the 

hand.  

Preload: 10 N  
Load: increases at a rate of 1 – 10 N/s until 

failure. 

Displacement and force 
against time. 

Estimate the maximum payload of 

the whole prosthesis when 

performing a cylindrical grasp. 

 

2.1. Fabrication of the D1M hand prosthesis 

The D1M hand was fabricated by FDM 3D printing with an 
Ultimaker 3+ Extended machine; the material employed was 
acrylonitrile butadiene styrene (ABS). Table 2 shows the general 
3D printing process fabrication parameters that were applied to all 
of the main components (fingers, palm and forearm). 

The prosthesis was designed based on the 
anthropomorphically structure of the user and the functionality of 
the 4 linkages mechanism [19]. ABS is an optimal polymer for 
this use because of its strength and low density. As mentioned 
previously, the mechanical resistance of the 3D printed hand 
depends on the manufacturing orientation, caused by the intrinsic 
anisotropy of the manufacturing and its deposition of consecutive 
layers. For this reason, optimal printing orientation for each 
component was chosen based on factors such as maximizing the 
area of the critical cross-section under stress (to prevent 
delamination) and attaining the best surface quality with no 
support material for important geometrical features (like shaft 
supports). Table 3 and Figure 3 shows the orientation of each 
component of the hand and its printing parameters. In addition, it 
was observed that for the palm less infill density is placed than in 
the fingers, because in the continuous use of the prosthesis it was 
identified that the fingers were critical pieces, due to the small 
thickness in the lace. Many other existing hand prostheses designs 
also come with suggested infill percentages, which adds another 
variable influencing the resulting mechanical properties of the 
resulting device. With the purpose of finding the exact technical 
specifications of the prosthesis, mechanical tests were performed 
based on the experimental parameters found in the literature. 

2.2. Experimental Procedure on D1M hand 

Three different tests were conducted in the D1M hand: first the 
hand tensile test, chosen because the main actions performed by 
upper limb prostheses require a cylindrical grip; then, finger 
flexion tests were performed in order to know the maximum 
weight that an individual finger can resist; and finally, the finger 
fatigue / wear test to estimate the prosthesis’ durability and the 

wear due to its use. These tests required the design of custom 
fixation components to be placed between the hand components 
and the testing machine. 

Table 2: 3D Printing parameters for the components of the D1M Hand. 

Parameter Value 

Nozzle Temperature 230 °C 

Build plate Temperature 100 °C 

Printing speed 65 mm/s 

Layer height (Z-axis resolution) 0.2 mm 

Wall thickness 1.2 mm 

Infill pattern Linear 

Table 3: 3D Printing Parameters specific to each component. 

Piece 

Layer 

thickness 

[mm] 

Infill 

[%] 

Angle 

orientation 

 

Figure 

Finger 0.1 50 17° and 25° Figure 3a 

Palm (front side) 0.2 30 28° Figure 3b 

Palm (backside) 0.2 30 15° Figure 3c 

Forearm 0.2 50 32° Figure 3d 

2.2.1. Hand tensile test 

The tensile test was performed in the whole hand assembly to 
evaluate the maximum load that the prosthetic hand can withstand 
when it is performing a cylindrical grasp movement. The test was 
conducted using a Zwick Roell Z050 tensile test machine with the 
test parameters defined by ISO 22523:2006 [15]. Three whole 
hand assemblies were tested. As shown in Figure 4a, a flat area 
accessory to connect the machine jaws with the hand was 
fabricated, it also served to keep the assembly aligned with the 
axis on which the machine exerts force.  This accessory was 
printed in ABS and 100% filling density was used.  Additionally, 
a grasping device (see Figure 4b) was fabricated to allow the 
prosthesis to make a cylindrical grip. On the other hand, a support 
device was added to maintain the wrist flexion needed to close the 
fingers around the grasping device. To ensure that the test can 
reproduce a real-use condition, the prosthesis must be tested while 
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activated with its fingers closed. For this reason, a pair of 
accessories were designed to keep the prosthesis locked as if it 
were activated by a user exerting force with the stump. A steel 
accessory (see Figure 4c) was manufactured to support the hand 
and withstand relatively high loads without deforming. In 
addition, an accessory acting as a support point of the inner part 
of the palm was printed (see Figure 4d). Figure 5 shows the 
complete assembly to perform the testing. 

  

(a) (b) 

                
(c) (d) 

Figure 3. Orientation of the hand prosthesis’ main components: (a) finger 

phalanges, (b) front of palm, (c) back of palm and (d) forearm. 

  

(a) (b) 

  

(c) (d) 

Figure 4. Accessories for the optimal fix between the prosthesis and the testing 

machine. 

The test is performed until the failure of any component (or 
until the prosthesis stops holding the grip due to the deformations 
that occur in the threads that cross the phalanges).  

2.2.2. Finger Flexion test 

Flexion tests were conducted in the fingers to evaluate their 
maximum load-carrying capacity. The tests were carried out 
simulating two conditions: a finger extended in a horizontal plane 
(hyperextension test), and a finger extended in a vertical plane 
(abduction test). The tests were performed using a Zwick Roell 
Z0.5 multi-test machine. Three samples of middle and little fingers 
(longest and shortest finger of a hand, respectively) were subjected 
to each condition of the test. The test speed was proportional to the 
length of the finger, which in turn depended on the test condition. 
For the hyperextension condition, the test speed was 6.6 mm/min 
and 4.6 mm/min for the middle and little finger, correspondingly. 
For the abduction condition, the speed was 7.3 mm/min and 5 
mm/min for the middle and little finger respectively. Three 

accessories were needed for this test: the general coupling, the 
secondary coupling and the bending punch. Figure 8a shows the 
assembly designed in the CAD software. The general coupling (see 
Figure 6) was fixed on the machine table and housed the secondary 
coupling and the finger. The secondary coupling (see Figure 7) 
varied depending on the size of the finger and the type of test 
(hyperflexion or abduction). The bending punch was fabricated 
from a sheet of steel and had a U shape in order to avoid the slip 
with the 3D printed finger, as shown in Figure 8b. 

 

Figure 5. The complete assembly of the hand tensile test. Arrow indications 

correspond to the accessories shown in Figure 4. 

 

Figure 6. 3D printed coupling made of white ABS and punch that exerts the 

bending force. 

2.2.3. Finger fatigue/wear test 

The fatigue/wear test was performed to evaluate the capacity 
of the index finger assembly (3D printed phalanx, wire and pins) 
to perform a cyclic pincer grasp movement and measure the 
possible wear between the threads and the internal channels of the 
prosthesis, and the metal pins with the phalange holes. A Zwick 
Roell Z0.5 machine was used for the test, subjecting samples of 
the index finger to 24000 cycles in flexion mode. The test load 
variation was from 2 N to 80 N to ensure the force in the fingertip 
of 15N (as suggested in [21]), with a displacement speed of 1000 
mm/min. The wire that pulls the mechanism to operate the finger 
was placed in the machine's jaw (see Figure 9) and was connected 
with the finger through a bronze pulley (see Figure 10b) that also 
that also serves as an alignment tool. Then the finger was set up in 

Grasping 

device 

Flat area for 

the jaws 

Support 

point of the 

inner part 

Steel 

accessory 
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a 3D printed holder to facilitate the test and a sensor (a Force 
Sensitive Resistance sensor with a magnitude range: 100 g – 10 
kg) was positioned in the area of contact with the fingertip in order 
to evaluate the pincer grasp load (see Figure 10a). 

Three samples were tested and, besides analyzing their 

capacity to withstand cyclic loads, the wear resistance of the 

assembly was evaluated by weighing the samples before and after 

the test. 

  
(a) (b) 

  

(c) (d) 

Figure 7. Accessories designed for the (a) middle finger hyperextension, (b) 

middle finger abduction, (c) little finger hyperextension and (d) little finger 

abduction tests. 

  
(a) (b) 

Figure 8. (a) CAD design and (b) fabricated components of the finger flexion test 

assembly. 

 

Figure 9. The complete assembly for the fatigue/wear test. 

  
(a) (b) 

Figure 10. Accessories for the finger fatigue/wear test: (a) sensor on its 3D 

printed holder and (b) pulley. 

 

Figure 11: Tensile test curves for the D1M prosthetic hand samples 

3. Results and Discussion 

3.1.1. Hand tensile test 

  Figure 11 shows the load-displacement curves for the tensile 
test in the three assembled prosthetic hands (samples T1, T2 and 
T3). The average maximum tensile load that the hand can 
withstand before failure is 112.4 N. Discontinuities in the curves 
and differences in behavior for each sample could be attributed to 
factors inherent to the 3D printing process, and to re-
accommodation events of the hand assembly through the test due 
to the elastic and plastic deformations experienced by the wire. 

3.1.1. Finger Flexion test 

Figure 12a and Figure 12b show the load-displacement 
curves for the middle and little finger samples obtained from the 
flexion tests in hyperextension condition (hyperflexion). The 
average maximum load for the middle and little finger in 
hyperflexion mode is 25 N and 27.2 N, correspondingly. The 
average maximum displacement is 50.6 mm for the middle finger 
and 51.3 mm for the little one. Although the average maximum 
load and the average maximum displacement values are similar for 
both fingers, the dispersion among the obtained values is bigger 
for the case of the middle finger. Figure 13a and Figure 13b present 
the load-displacement plots for the middle and little fingers 
obtained from the flexion tests in abduction condition. The average 
maximum load for the middle finger in hyperextension and 
abduction condition is 25.0 N and 29.6 N, correspondingly. For the 
little finger, the average maximum force is 27.2 N in 
hyperextension mode, and 47.9 N in abduction condition. The little 
finger can withstand bigger loads in both test conditions due to the 
fact that the length in cantilever mode is shorter, compared to that 
for the middle finger. The test curves exhibit discontinuities due to 
re-accommodation of the finger assembly. Table 4 presents the set 
of tested samples and the corresponding designation. 
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As shown in Figure 14a, failure of the fingers in 
hyperextension occurs at the link of the proximal phalanx. On the 
other hand, failure in the abduction condition takes place at the 
MCP joints, as observed in Figure 14b; cracks nucleate in this area 
and propagate producing misalignment of the pins. This 
mechanism might be the reason why significant variations in the 
load-displacement curves beyond the linear region are evidenced 
(see Figure 15). Despite being thinner and thus having a smaller 
cross-sectional area for load distribution, the little finger can 
withstand a greater load than the middle finger due to the shorter 
moment arm from its base to the fingertip, which should be taken 
into consideration for the design.  

In the case of the fatigue test, after 24000 cycles of loading, 
no component from the finger assembly (3D printed pieces, 
metallic pins, and wires) show any type of failure. Table 5 shows 
the weight of the fatigue/wear test samples before and after the test. 
A relatively small difference in weight was recorded as a result of 
the cyclic load and wear on the contacting parts, the average 

percentage of variation of weight was 0.05%. The 24000 cycles 
represent a period of 27 days of use of the prosthetic hand, 
considering that an average person performs 3680 grasp 
movements per day [22] and that a prosthetic hand user employs it 
4 hours per day [23]. Based on the obtained results, the expected 
annual weight loss of the D1M hand would be 0.67%, which is a 
low value when compared to the wear rate for common materials. 
Figure 16 shows one of the fatigue test samples after the test; the 
encircled area highlights the ABS material particles resultant from 
the wear on the contacting parts.  

Table 4: Designation of test specimens. 

Test type Sample Number of 

samples 

Samples designation 

Hyperflexion Middle finger 3 Hm1, Hm2 and Hm3 

Hyperflexion Little finger 3 Hl1, Hl2 and Hl3 

Abduction Middle finger 3 Am1, Am2 and Am3 

Abduction Little finger 3 Al1, Al2 and Al3 

 

  
                                      (a)                                          (b) 

Figure 12. Finger hyperextension test curves for the middle (a) and little (b) fingers of the D1M hand. The horizontal dashed lines represent the average of the 

maximum load values. 

 
 

(a) (b) 

Figure 13. Finger abduction test curves for the middle (a) and little (b) fingers of the D1M hand. The horizontal dashed lines represent the average of the maximum 

load values. 
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Figure 14: D1M prosthetic hand finger failure location under hyperextension (a) 

and abduction (b) conditions. 

 

Figure 15: Finger abduction test curves for the middle (black) and little (red) 
fingers of the D1M hand. The horizontal lines represent the average of the 

maximum values per finger. 

Table 5. Weight of fatigue/wear test samples before and after the test. 

Sample Weight (g) Weight loss (%) 

Before test After test 

1 6.7117 6.7109 0.012 

2 6.7090 6.7020 0.104 

3 6.8066 6.8040 0.038 

 

 

Figure 16: Fatigue test sample 

4. Conclusions 

In this work, mechanical testing methods for upper limb 

prostheses were adapted and applied to a specific design, the D1M 

hand. Details of the experimental procedure have been described 

and test results have been discussed. The maximum tensile load 

that the D1M prosthetic hand can withstand is 112.4 N. 

Furthermore, maximum flexion strength of fingers in 

hyperextension and abduction conditions is 27.2 N and 48 n, 

respectively. It was also determined that after 24000 cycles of 

flexion no component of the fingers assembly of the D1M 

prosthetic hand exhibits any type of failure.  

Obtained mechanical resistance tests results can be utilized to 

compare future experimental and simulation results. Moreover, our 

findings and the case described contribute in generating data for 

the 3D-printed prostheses community since standardization is 

needed in order to evaluate properties and performance of existing 

and future designs, which will allow for objective comparison 

between them and the continuous improvement of their 

mechanical specifications. 
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 Perishable inventory management contributes simultaneously to society and the economy, 
by reducing food wastage and capitalizing on the freshness of goods. For this reason, 
countless mathematical models have been developed for their effectiveness and cost-
efficient management. Yet, the majority of these models can only optimize systems for a 
limited time frame, allowing for small gains in operations management, but failing to 
change the recurring patterns in inventory levels. System dynamics (SD) modelling shifts 
emphasizes these patterns and the recurring decisions that make them. Moreover, the 
framework has generated insight for other supply chain cases that could not have been 
derived from a short-term perspective. Thus, the current study now seeks to apply the SD 
framework in modelling perishable inventory systems, in designing policies that benefit the 
environment and the economy by reducing waste production and increasing the viability of 
goods reaching the customer. In particular, it evaluates the impact of opposing issuance 
policies (i.e. First-In-First-Out (FIFO) and Last-In-First-Out (LIFO)) on perishables to 
demonstrate the potential of SD in improving perishable inventory management. The 
simulated results share the sentiments of optimization models, that FIFO will ultimately 
generate less wastes and incur less material costs. Yet, the simulations also reveal 
implementing FIFO will result in larger fluctuations in inventory levels, which imply 
greater inconsistency in age-based quality. These suggest that LIFO would be preferable 
for quality-sensitive products, while FIFO would be preferable for cases sensitive to waste 
production. The current study demonstrates the efficiency of system dynamics in generating 
insight beyond that which can be derived from the existing mathematical models. Future 
studies may likewise extend this approach in the evaluation of policies on the use of 
technology in perishable inventory systems, which are the prevalent in present literature. 
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1. Introduction 

In inventory models, perishability is a physical property of 
inventories that results in the eventual expulsion of these goods 
from the system as waste [1]–[3]. In terms of social and 
commercial impact, studies on the management of perishables 
have prevailing importance. Products necessary to sustain human 
life, such as food and healthcare, possess this characteristic [4], [5]. 
In particular, the case of blood banks has received much attention 

from studies on perishable inventories. Due to the instability of 
supply and short validity of blood units, a precise and quantified 
means of managing these inventories are much needed [4], [6]. 
Blood banks are a strong example of how perishability as a product 
characteristic can complicate inventory systems, and can be used 
to generate insight on how other perishable products are best to be 
managed [6]. 

Perishability complicates the traditional inventory and supply 
chain models. The typical components of such models are profit 
and sustainability measures, capacity constraints, and demand 
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distributions [7], [8]. However, policies that prove optimal for non-
perishables are not necessarily optimal for perishables [5], [6]. In 
some models, perishability is represented as the deterioration of 
product quality [5], [9]. This can affect demand or the allowable 
pricing, thereby sharply differentiating the scenario described from 
inventory systems that do not differentiate between fresh and aged 
inventories. The transition of inventories from a state of salability 
to wastes is another differentiating factor. The production of 
wastes affects system capacity [10], [11], and any wastes generated 
may incur disposal costs [11], [12]. In this case, perishability 
affects key system constraints and parameters. Some studies on 
this subject have been dedicated to studying the differences 
between perishable and non-perishable systems. These have 
proven that the differences between perishables and non-
perishables result in different optimal policies for each kind of 
inventory. 

The majority of studies in this area are optimization models. 
From the models themselves, decisions on production quantity and 
product timing can be determined for a given set of parameters. In 
turn, managerial insights on managing inventory given similar 
parameters can be derived from the quantitative behavior of the 
variables. The optimization of inventory systems is a continuously 
growing body of research, with models growing in scale and 
complexity, or through the incorporation of new components such 
as technology enhancements [3], [13]. Aside from this, research 
efforts are also being invested in identifying the most efficient 
algorithms for the model [9], [14]. All in all, advancements in this 
area are geared towards achieving greater accuracy and numerical 
exactness. However, a weakness of this approach could be that the 
emphasis on these aspects of modelling shifts the focus away from 
insight-generation. While the models are becoming increasingly 
adept at describing specific scenarios, it may be noted that real 
inventory systems are constantly subject to external change. Thus, 
regardless of the level of exactness that is achieved by these 
models, its direct applicability to real systems will always be 
limited.  

In response to these issues with current modeling approaches, 
applying the system dynamics methodology can augment these 
through (1) its applicability to large-scale systems which 
mathematical modeling may be inefficient for [15], (2) its 
emphasis on patterns of behavior over numerical exactness [16], 
[17], and (3) its limitation to constant system elements, as opposed 
to designing in response to external factors [18], [19]. The first two 
attributes make system dynamics apt for identifying key areas for 
solution implementation. Specifically, it can be used to identify the 
most influential variables in the system. This is insightful for future 
studies, which can delve more specifically in those areas. The third 
attribute aids in generating insight for recurrent managerial 
policies as opposed to period-specific decisions. These are more 
aligned with real managerial practices which, where rules and 
guidelines are favored to specific values.  

In this study, the system dynamics (SD) methodology is 
applied to the case of perishable inventory systems. This is done 
for the purpose of demonstrating how the SD methodology can be 
applied in designing managerial guidelines, with proof that use of 
these guidelines will generate significant improvement for the 
system. As SD has already generated insights for general supply 
chain settings [20], [21], this study now investigates how 

perishability can alter the results, given that perishability has been 
proven to be a significant differentiating factor in previous studies 
[22]–[24]. Through its high-level perspective, the current study 
aims to identify impactful areas for solution development in the 
perishable inventory scenario. In this way, it can contribute to the 
area of study with suggestions for future studies focusing on these 
specific areas. 

2. Literature Review 

2.1. Inventory System Dynamics 

There seems to be a limited research concerning inventory 
system dynamic (ISD) studies, thus there is potential to address 
multiple unexplored research gaps [19]. The challenge then is to 
find a purposeful gap to address, and justifying why system 
dynamics (SD) methodology would be more appropriate over 
methods that allow for more quantitative accuracy and 
optimization. In this respect, a review of the existing ISD studies 
is conducted to (1) learn the research objectives that prompted the 
use of SD, (2) understand how the ISD study relates to other 
inventory models using different methods, (3) understand how 
managerial and policy-making insights are derived from such 
studies, and (4) determine the main contribution of individual ISD 
studies. 

In a literature review on SD applications in renewable energy 
supply chains, Saavedra 2018 observed that related studies seems 
to have objectives of either (1) improving understanding of the 
supply chain; or (2) developing modelling and simulation 
approaches. As a framework for understanding, SD is effective in 
depicting complex cause-and-effect chains and various sectors 
through its diagram-based modelling approach. From its 
diagramming methods alone, insight can be derived from the 
network of interrelationships between variables. On the other 
hand, as a simulation tool, the effectiveness of SD in providing 
insight is still being validated. This is due to its lack of quantitative 
accuracy and the lack of studies in this area.  

Generally, a well-accepted method of applying SD is to use the 
diagramming approach to identify problematic areas, and apply 
sensitivity analysis to determine the most efficient area for solution 
[25]. This is the approach taken by studies seeking to apply the SD 
framework in a specific context. On the other hand, in studies that 
assess the methodology itself, SD has been coupled with various 
methods to augment its lack of numerical soundness, and the lack 
of perspective in other modeling approaches [19]. 

Given its frequent applications in sustainable supply chain 
models, there is often a part of SD studies that compares its 
methods with the likes of operations research and life cycle 
assessment (LCA), and validates that it can produce insights 
beyond those that can be derived from other modeling approaches. 
In comparing supply chain models using SD with those using other 
methodologies, Saavedra 2018 concluded that a major difference 
between SD and LCA is its focus on the behavioral patterns of 
variables within a model, such as the intermittency and variability 
of its values. On the other hand, the focus on LCA is on aggregate 
performance, such as the total volume of emissions [18]. 

The SD methodology also allows for a wide range of variables 
to be modeled and simulated efficiently, given its lack of numerical 
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exactness. In a literature review, it was observed that most SD 
supply chain models had a macroscopic perspective consisting of 
economic and environmental impact. Next in quantity were SD 
studies with an inter-organizational scope, and last were studies 
with an intra-organizational scope. On the contrary, for operations 
research-based studies, the order from highest to lowest volume of 
publications is intra-organizational, inter-organizational and 
macroscopic [19]. This can alter the kinds of policies that may be 
developed and simulated using each method. 

SD can be a means of extending optimized parameters into 
concrete policies, particularly in cases with multiple parameters of 
a different nature. Song 2018 created a model to simulate the 
application of optimized parameters for technology, environment, 
energy and economy in a system where they are interrelated. These 
parameters were derived using data envelopment analysis (DEA), 
which augments the lack of numerical accuracy in most SD 
models. SD then strengthens the policy-making approach by 
highlighting the physical relationship between variables. 

Scenario analysis, such as applying different parameters to 
represent different cases, is a quick means of validating the 
model’s logic and policy development. In validation, it allows for 
multiple real-life case parameters to be applied to prove the 
validity of the causal relationships and the completeness of the 
model. In policy-making, a number of alternative solutions can 
also be generated and simulated, by shifting model parameters 
[18]. 

Overall, SD studies have contributed to the field of study with 
insight for how certain resources can be managed with optimal 
results [25]; knowledge on the opportunities and limitations of 
simulation methods [18]; and the creation of hybrid models 
combining SD with more math-based methodologies [19]. 

2.2. Perishable Inventory Systems 

Perishable Inventory Systems (PIS) have received much 
attention in literature as early as the 1990s, up until recent time [5]. 
Earlier studies simply sought to incorporate ‘perishability’ as an 
attribute of inventory. Nonetheless, more recent studies seek to 
determine the kinds of managerial strategies and policies that may 
be applied to perishable inventories [2], [26] 

In a literature review conducted in [5], studies from 2012 to 
2015 were segregated according to the different policies being 
implemented in each study. It was found that the top policies being 
studied during that period were (1) credit and payment policies, (2) 
supply chain information sharing, and (3) pricing and markdown 
problems. There were notably few studies on the use of the 
introduction of advanced monitoring technology, and on classic 
issuance policies (i.e. FIFO, LIFO).  

Since then, there has been an increase in models on the 
integration and use of monitoring technology in perishable 
inventory systems. [6] have introduced the use of RFID technology 
in monitoring of unit age and cost to the dual-sourcing problem for 
perishables. This was evaluated against fixed and exponential 
product lifetime scenarios, to gain insight on specific potential 
applications for this strategy. More recently, [3] have developed an 
IoT-based model for monitoring perishables in shared storage. 
Given the potential for cross-perishability, which refers to the 
increase or decrease in deterioration rate resulting from shared 

storage, information monitoring in this manner could then allow 
for lowering of deterioration costs, inventory level, and quality loss 
for the system. On a two-stage optimization model for pricing and 
replenishment of PIS, the recommended extension is also the 
incorporation of RFID and point-of-sales data in decision-making 
[7].  

It seems to be reasonable for research to progress in this 
direction given the rise of Industry 4.0 [27], [28]. However, the 
implementation of advanced systems, similar to the 
aforementioned, are still dependent on fundamental decisions in 
inventory management. This is evidenced by the way that these 
technologies are modeled in conjunction with inventory 
management policies from classic literature [29]. Yet, these 
policies are still among the top policies being studied from 2012 to 
2015, as identified by [5]. 

Over the years, there have been few changes to the 
performance functions used for perishable inventory models which 
enable ease of comparison. Financial measures such as profit and 
cost are still used in almost every PIS study. The percentage of 
profit growth or cost reductions resulting from the implementation 
of certain policies is typically used as the measure of performance 
in these cases [4], [6], [26]. Profit can be affected by perishability 
through the decline of demand alongside quality [30]. It can also 
manifest as disposal costs [2], [8] and wastes [7].  

Wastes differ from financial measures as they are a physical 
outcome of the PIS policy. By quantifying waste production, a 
model can also be assessed for its sustainability [10], [11]. The 
minimization of waste, separate from its contributions to cost, is 
used as an objective in a number of studies [5]. In this way, the 
model can differentiate between financial and physical outcomes, 
given that the volume of wastes would not always be economically 
relevant in all cases.  

Another physical outcome of PIS policy is the service level, or 
the ability to meet customer demand [28]. In the model of [7], 
service level is the probability of stockout in the replenishment 
cycle resulting from the policy. Monitoring the service level of PIS 
prevents over-emphasis on cost efficiency, in a more tangible way 
than revenues. Aside from this, the model of [4] has made use of 
the average age of inventories being sold, to represent the quality 
of the products.  

The perishable nature of inventories in PIS is represented as a 
finite lifetime. This leads to wastes at the end of the product 
lifetime [11], [12], and declining demand over time for a specific 
unit [5], [9], [31]. In most PIS models, a scenario analysis is 
conducted for various rates of deterioration. Generally, the higher 
the deterioration rate, the greater the amount of waste [7]. 
However, this can also vary depending on the stochastic 
distribution of a product’s lifetime, and the kind of policy being 
implemented. The model of [6] demonstrates that dual-sourcing 
can produce greater cost savings in cases where lifetime is fixed 
with a shorter average, and when lifetime is exponentially 
distributed with a longer average.  

Generally, a number of policies have proven effective in 
managing PIS, with immediate improvements in cost and material 
efficiency. Optimization models demonstrate how such policies 
can be applied with optimal results for a given set of parameters. 
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However, the existing methodologies have proven to be inefficient 
for policy-to-policy comparison, given the variability in model 
structures and sensitivity to parameters. Thus, the basis of 
determining best practices based on the existing studies could still 
be improved. 

2.3. FIFO and LIFO Issuance Policies 

Issuance policies are an integral part of an inventory 
management problem. In general, the parameters under study in 
such a problem are pricing, inventory costs, and deterioration rate 
[7], [32]. These parameters are present in almost all studies and are 
used to evaluate specific policies being applied, or intended for 
application, on real inventory systems. These policies can include 
issuance policies (i.e. FIFO and LIFO), which relate to the order at 
which goods of the same kind at different ages are dispatched to 
the customer. Based on the review of Janssen (2016), issuance 
policies appear to be an overlooked area in literature. However, 
based on the current review that was conducted, it seems that most 
studies include issuance policies as a parameter, instead of treating 
it as a focus of the study. The review of literature in this area is 
thus segmented in two ways: (1) studies considering issuance 
policies as a parameter, and (2) studies explicitly focused on 
evaluating or identifying optimal issuance policies. 

Using a policy as a parameter means that it can be changed to 
allow the analyst to see various scenarios. [23] sought to determine 
how the centralization of inventory could be beneficial in 
managing a perishable supply network. Specifically, the case 
under consideration was a blood supply chain with inventory 
located at a single blood bank and being supplied to multiple 
hospitals. FIFO was explicitly modeled for this case, as this is the 
standard for inventories in the healthcare service industry. [10] 
adapted a modeling and simulation analysis methodology 
determine the impact of a closing day constraint for the inventory 
of stores. The objective of the study was to determine if the 
existence of a closing day would lead to more aged inventory as 
closing day approach, as is the case in real grocery store 
inventories. It was found that the closing day constraint did result 
in simulated behavior being closer to the real behavior of 
inventories. In another study, [11] assessed the quantitative impact 
of micro-periodic inventory management policies, for how these 
may potentially improve costs and waste production. Under this 
approach, a single day was broken into morning, midday, 
afternoon and evening periods. This likewise made use of a mixed 
FIFO and LIFO approach. It was found that costs were reduced 
significantly from micro-periodic management, as compared to 
daily planning.  

One reason why a mixed approach is taken in most studies is 
so that the exact impact of each policy will not have to be 
considered. This recognizes that there are, in fact, real differences 
between the effects of applying each policy, particularly on 
perishables. The models that explicitly analyze the issuance 
policies seek to determine what these effects are and how they can 
be managed most effectively to meet the goals of the system. [12] 
compared the viability of FIFO and LIFO for managing perishable 
inventories using a modified Economic Manufacturing Quantity. 
Said model was modified to give consideration for fixed order 
quantity and joint ordering policies. This revealed that LIFO could 
prove optimal under linearly decreasing price structures. This 

finding is relevant given that it is generally accepted that FIFO has 
superior performance on perishables [19], [23]. 

In most cases, issuance policies are modeled as a two-
warehouse problem. Under LIFO, the first inventories to be sold 
would come from the rented warehouse; while under FIFO, the 
first sales are taken from the owned warehouse. A model for this 
problem was developed by [32], who assessed each issuance 
policy for its overall costs, given deterioration and holding costs. 
It was found that FIFO was less expensive when the cost 
parameters were lower for the owned warehouse than in the rented 
warehouse. As this is the case for most entities, it may be 
concluded that the study recommends FIFO under LIFO given the 
parameters that were considered. [9] extends the study of issuance 
policies for two-warehouse inventory systems to the use of 
modified FIFO (MFIFO) and modified LIFO (MLIFO) policies. 
Under the MFIFO rule, the FIFO rule is followed as far as the 
inventory in demand is available. When unavailable, the backorder 
gets assigned to the lowest priority level in the next period [28]. 
The model was structured in such a way that allowed for easy 
comparison between policies by relaxing a few constraints. It was 
found that when deterioration rate was different between the rented 
and owned warehouses, holding cost could make a significant 
difference in the optimality of each policy. 

MFIFO and MLIFO are already evolutions of the existing 
issuance policies. It is understood that FIFO and LIFO each have 
weaknesses, and thus improvements can be made in their exact 
rules. [31] proposed the development of a new issuance policy 
entitled Allowance-in-Fraction-Out which has specific rules for 
when to apply FIFO and LIFO. This is likewise applied to the two-
warehouse inventory problem, wherein the decision to switch is 
based on the fraction of rented warehouse inventory to owned 
warehouse inventory. Across various cases of deteriorating 
behavior, value of information, and perishability, it was found that 
the mixed method could have benefits in transportation costs and 
the occurrence of sub-replenishments. 

In recent literature, most studies treat issuance policies as a 
parameter. Moreover, most studies assume a mixed issuance 
policy structure to protect the model from the effects of using any 
specific policy. However, this suggests that inventory will be taken 
randomly from a company, which is understandably not the case 
in inventory systems. The most advanced study in this area seeks 
to determine the appropriate rules for using FIFO and LIFO, and 
managing their negative repercussions. This would imply that 
further study is needed of the explicit behaviors of FIFO and LIFO 
to determine how they may be managed productively. 

3. Methodology 

In this study, the system dynamics (SD) methodology is used 
to model a perishable inventory model, and simulate the 
application of certain policies and methods. This method is 
efficient for analyzing patterns of behavior, as it emphasizes long-
term patterns over quantitative accuracy [16], [17]. It is also 
efficient in expanding the scope of a model to encompass all 
variables that could have significant feedbacks on the key variables 
under study [20]. SD emphasizes the importance of feedbacks in a 
system, showing how the system’s behavior is actually the result 
of these internal feedbacks, and not external factors [16]. In 
problem solving, this maintains the focus on constant factors, 
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rather than externalities which may or may not be present. In this 
way, the SD methodology is well-suited for evaluating policies in 
the long-term, and managing any negative repercussions that may 
result from their application. 

The SD framework is applied with the intention of designing 
policies that will improve the sustainability and quality goals of the 
system. Most perishable inventory models attempt to address 
sustainability goals by having waste minimization as one of its 
objectives [30], [33]. The connection of waste minimization to 
sustainability implies that through waste reduction, resource 
consumption is also reduced. On the other hand, quality goals can 
be met in terms of age-based quality, by minimizing the time a unit 
spends in the system from production to sale [4]. Age or, 
conversely, freshness is an apt representation of quality for 
perishables given the fact that (1) perishables are typically fast-
moving consumer goods which vary little from unit to unit, and (2) 
perishables will definitely degrade in some way over time, making 
age a significant component of quality, even if it is not the sole 
component. 

The SD methodology classifies variables as stock, flow, 
auxiliary or exogenous based on their role in the model. Stock 
variables accumulate over time based on previous values; flow 
variables represent this rate of accumulation; auxiliaries serve as 
the transition of stocks to flows; and exogenous variables are 
parameters whose values are externally determined. A discussion 
of how the variables were classified, and of their respective 
equations is given in Section 3.1. Following this, the variables 
determined in Section 3.1 are organized in a causal loop diagram 
in Section 3.2. This represents the relationship of the variables in 
an enclosed system. The variables and loop structure are then 
integrated in a stock-flow model for simulation and analysis in 
Section 3.3. 

3.1. Variables Definition 

Stock variables are those which increase or decrease in relation 
to their value in a previous period. This can be used to represent 
inventory levels which physically change over time. In this model, 
inventory is divided into two categories based on age. Hence, there 
is a variable representing Fresh Finished Goods Inventory (FFGI) 
and Previous Finished Goods Inventory (PFGI) respectively, as 
levels. By logic, FFGI is a function of production, sales, and 
leftover inventory in the current period (t). Since it is not an option 
to dispose freshly-produced goods in this model, there is no 
difference between the equation for FFGI in the perishables and 
non-perishables case. 

FFGI(t) = FFGI(t-1) + Prod.(t) - Sold F. Inv.(t) - Held Inv.(t) (1) 

PFGI represents inventory carried over from previous periods. 
In the perishable’s scenario, a fraction of inventory becomes waste 
at the end of each period. Mathematically, these differences 
between the perishables and non-perishables case are given in 
equations 2 and 3 respectively. 

PFGI(t) = PFGI(t-1) + Held Inv(t) - Sold P. Inv(t) - Wastes(t) (2) 

PFGI(t) = PFGI(t-1) + Held Inv(t) - Sold P. Inv(t) (3) 

Aside from variables that physically change in value, stock 
variables are also apt for representing human cognition in system 
dynamics models. Cognition is influenced by the occurrence or 

lack thereof of certain events. In consequence, these strengthen or 
weaken a certain idea, which in turn produces reactions affecting 
the other variables in the system. Such variables are usually not 
included in modeling as there is no definite metric to represent 
them. However, the soft emphasis on numerical accuracy in system 
dynamics allows for such variables to bear the same weight as 
tangible variables (i.e. inventory, cashflow). 

In this model, there are two cognition variables, both 
represented as ‘perception’. One of these is Perceived Quality 
(PQ), representing the customer’s flawed knowledge on the actual 
quality of goods produced by the producer. System dynamics 
recognizes the feedback delay in perception of performance, which 
results in there appearing to be no effect despite efforts toward 
improvement. PQ changes by a positive or negative value, 
depending on whether the quality in recent periods has been good 
or bad. However, PQ itself will always be a normalized value as 
the change happens in relation to previous values of PQ. 
Conversely, Perceived Demand (PD) represents the producer’s 
flawed knowledge on the actual volume of customer demand. In 
real applications, this would represent the degree of error in 
demand forecasts [34]. Likewise with PQ, PD changes by a 
positive or negative value depending on the recent demand values. 

The change in the value of stock variables at each period is 
defined as a flow variable. A stock can have inflows that add to its 
value, and outflows that reduce its value. In the case of FFGI, the 
inflow rate is Production (Prod), while the outflow rates are Held 
Inventory (Held Inv) and Sold Fresh Inventory (Sold F. Inv). Prod 
is based on the value of PD, which represents the use of forecasts 
in deciding on production quantities [32], [35].  

Prod(t) = PD(t) (4) 
 

Held Inv is equal to the current value of FFGI, as all fresh 
inventory that is not sold will be carried over to the next period as 
PFGI. Held Inv represents the transition of FFGI into PFGI by 
being an outflow of the former into the latter. The also represents 
the aging of products in the system. In essence, there are only two 
age classes of goods--fresh and previous. While this may not 
capture the exact age of the inventory pieces, it is nonetheless 
sufficient to show the impact of FIFO and LIFO. Further 
segmentation by age group may further complicate the model 
without generating additional insight to compensate for the effort. 

Held Inv(t) = FFGI(t) (5) 

FFGI and PFGI each have outflows in the form of sales, and 
the equations for these vary between the FIFO and LIFO cases 
given that the former prioritizes selling PFGI while the latter 
prioritizes selling FFGI [Parlar et al, 2011]. These are Sold Fresh 
Inventory (Sold F. Inv) and Sold Previous Inventory (Sold P. Inv). 
Mathematically, the prioritized inventory class is directly 
influenced by Customer Demand (Cust Dem), while the 
deprioritized class is a function of the sales for the prioritized class. 
The equations for the FIFO case are given in equations 6 and 7; 
and those for LIFO are given in equations 8 and 9. 

Sold F. Inv(t) = MIN(MAX(Cust Dem(t) - Sold P. Inv(t), 0), 
FFGI(t)) 

(6) 

Sold P. Inv(t) = MIN(Cust Dem(t), PFGI(t)) (7) 
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Sold F. Inv(t) = MIN(Cust Dem(t), FFGI(t)) (8) 

Sold P. Inv(t) = MIN(MAX(Cust Dem(t) - Sold F. 
Inv(t), 0), PFGI(t)) 

(9) 

For PFGI, there is an additional outflow in the form of Wastes. 
This variable is only present in the perishables case, as inventory 
can only be accumulated in the case of non-perishables. The 
variable Wastes is a function of the residual PFGI and a given rate 
of deterioration: 

Wastes(t) = (PFGI(t) - Sold P. Inv(t)) / DelayP (10) 

For the cognition variables Perceived Demand and Perceived 
Quality, it was previously mentioned that the change could be 
positive or negative depending on the recent values of the 
perceived information. These changes are the flow variables 
Change in Perceived Demand (CIPD) and Change in Perceived 
Quality (CIPQ). Mathematically, a positive change would result if 
the current value is greater than the perceived value, and a negative 
change if otherwise. In effect, the current values are normalized 
against previous values. A feedback delay is used to represent the 
limited influence on current values against long-standing 
perception. In equation form: 

CIPD(t) = (QOGS(t) – PQ(t)) / DelayPQ (11) 

CIPQ(t) = (Cust Dem(t) – PD(t)) / DelayPD (12) 

Aside from stock and flow variables, a system dynamics model 
contains auxiliary variables. These are components of flow 
variables. It can serve as a means of breaking down potentially-
complex equations for flows, both for ease of understanding and 
to highlight the behavior of specific components. Auxiliaries are 
derived from the behaviors of stock variables, and can link these 
to flows in the model. Unlike stock variables they are not a 
function of their previous value. While they do not change the 
overall system behavior, they are nonetheless important for clarity 
in representation.  

The model contains three auxiliary variables: Quality 
Multiplier (QM), Customer Demand (Cust Dem), and Quality of 
Goods Sold (QOGS). QM is an example of an auxiliary that exists 
for ease of understanding. Its value is equal to the value of 
Perceived Quality (PQ), yet the conversion is made to show the 
logic in making PQ part of the function of Cust Dem. Hence: 

QM(t) = PQ(t) (13) 
Cust Dem is a function of two variables, QM and a 

randomized demand value that is exogenous to the system (Natural 
Range of Customer Demand, NRCD). In effect, the perception of 
good quality positively influences demand by a margin, while the 
perception of poor quality has an inverse effect. As indicated by its 
usage in the previous equations, customer demand is the actual 
amount of purchases made by the customer in a single period. This 
consequently affects the sales variables, Sold Fresh Inventory and 
Sold Previous Inventory. The equation for this variable is given as:  

Cust Dem = NRCD * QM(t) (14) 

QOGS represents the quality of goods sold for a current 
period. In this model, the quality of the perishable product is solely 
based on freshness. Its value is derived from the amount of Sold 
Fresh Inventory (Sold F. Inv) in relation to Customer Demand 
(Cust Dem). Higher proportions of Sold F. Inv in Cust Dem would 

thus equate to better quality. As information on the quality of the 
producer’s goods is transmitted to the customer through sales, 
QOGS has a direct but gradual influence on PQ [30], [36]. 

QOGS(t) = 1 - Sold P. Inv(t) / Cust Dem(t) (15) 

The variables that are not directly influenced by any variable 
in the model are exogenous variables. The belief that the system’s 
behavior is primarily influenced by the feedbacks between its 
endogenous variables, rather than exogenous variables, are at the 
core of the system dynamics methodology. Hence, exogenous 
variables are typically represented by constant parameters, as proof 
that their value is of minor significance to the system’s behavior.  

Feedback delays are a common example of an exogenous 
variable. These represent delays in the transmission of information 
across the system. In equation form, these are variables that limit 
the flow of information to a cognition variable. In this model, these 
delays exist in the flow variables for Perceived Quality and 
Perceived Demand, as Delay in Perception of Quality (DelayPQ) 
and Delay in Perception of Demand (DelayPD). Physical delays 
are another common exogenous variable, representing rates of 
transition from one state to another. In this model, the physical 
delay is the Delay in Perishing (DelayP). This delays the transition 
of inventory into wastes, according to a supposed validity period.  

An exogenous variable is also used to represent additional sectors 
of the system that can be simplified for ease of analysis. This can 
be done when the variables included in that sector are not explicitly 
being analyzed. In this model, the Customer Demand (Cust Dem) 
is understandably an outcome of Perceived Quality. Yet, it is also 
influenced by the availability of other options in the market; the 
demand of the customer’s own customer; and numerous other 
factors depending on the specific case and scenario. In effect, Cust 
Dem will have a degree of variability due to these other variables. 
To represent this, a Natural Range of Customer Demand variable 
is introduced as a random variable with a given range. 

 
Figure 1: Basic Structure of a System Dynamics Model. 

3.2. Interactions Between Endogenous Variables 

The greatest differentiating factor of the SD methodology is 
that it organizes variables into feedback loops. This follows the 
principle that a system’s behavior is influenced more by the 
system’s internal reactions than any external factor. A visual 
representation of the role of each kind of variable in a feedback 
loop is given in Figure 1. All loops include at least one stock 
variable, which shows how the current outcomes of a system result 
from behavior in a previous period. This progression of cause and 
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effect leading from past to current behavior is demonstrated 
through a progression of auxiliary variables. It is shown in Figure 
1 that auxiliary variables are the link from stock variables to flow 
variables, which mathematically means that the past values of a 
variable would change its next-period values. Finally, the 
exogenous variables are externally-determined and not influenced 
by any other variable in the system. Hence, there is no feedback 
leading to an exogenous variable. 

To demonstrate the cause-and-effect relationships in a SD 
model, variables are arranged in causal loops without 
differentiation between variables. The purpose of this is to 
emphasize the feedbacks within the system prior to explicit 
modeling. In developing the causal loop diagrams for this study, it 
became apparent that there would be different causal loops for the 
FIFO and LIFO cases respectively, due to the difference in 
inventory type affected by sales. Specifically, demand directly 
impacts aged inventory in the FIFO case, and fresh inventory in 
the LIFO case. Aside from this, both cases have the same loops, 
representing a common PIS structure to enable comparison. 

In PIS models, demand changes based on the age of inventory 
given the fact the that goods are deteriorating over time [5], [9]. In 
this model, a quality variable determined by age is positively 
linked to demand, meaning that demand will increase as quality 
improves. Quality is positively affected by the quantity of fresh 
inventory, and negatively affected by the quantity of aged 
inventory. This is how the reduction in demand caused by low-
quality or aged goods is interpreted in the model. The resulting 
demand has a delayed impact on production, representing how 
demand from previous periods can determine production levels in 
the coming periods through forecasts. Production quantities then 
add to the level of fresh inventory, and fresh inventory becomes 
aged inventory, by natural progression [4], [11], [37]. 

 
Figure 2: Causal Loop Diagram for FIFO Scenario. 

The amount of positive or negative relationships in a feedback 
loop determine the ‘positivity’ or ‘negativity’ of that loop. Even 
numbers of negative relationships create a positive loop, which 
prompts positive exponential growth in the variables involved. 
Odd numbers create a negative loop with negative exponential 
growth. In system dynamics, systems are understood to be 

composed of these positive or negative loops, which balance each 
other out. Following this perspective, the LIFO scenario is more 
balanced than the FIFO scenario, as it contains equal amounts of 
positive or negative loops. This suggests that behavior is more 
consistent under the LIFO scenario, than the FIFO scenario. 

 

Figure 3: Causal Loop Diagram for LIFO Scenario. 

3.3. Simulation Model Development  

Using VensimPLE software, a system dynamics (SD) model was 
developed to simulate the postulated behaviors of each variable 
and analyze their interactions. The general form of the SD model 
is shown in Figure 4. This shows the variables identified in Section 
3.1 in their proper form, and arranged in the feedback loops 
derived in Section 3.2. There are three major sections in the model: 
(1) the physical inventory system, which is also the main problem 
variable under study, (2) the perception of quality, representing the 
impact of the physical system on human receptors, and (3) the 
perception of demand, representing the human decisions which 
govern the physical system. These form a single loop that 
determines the behavior of the system. 

The model parameters are feedback delays, which can be 
adjusted to represent various scenarios. The Delay in Perishing 
represents the validity period of the goods, which can vary 
depending on the nature of the goods. In PIS for blood banks, this 
parameter strongly impacts system behavior given the brief and 
stringent validity period of the inventory [23]. For disaster relief 
operations where goods are hardier, the impact of this parameter is 
less strong, given that the goods are practically non-perishable [2]. 
For the same reason, there are few disaster relief supply chain 
studies which consider waste and disposal. 

The Delay in Perceived Quality represents how evident 
differences in quality may be to the customer. Smaller batch sizes 
and proximity to the end-customer can equate to shorter delays. In 
retail settings, which have this characteristic, demand is typically 
a function of quality [11]. On the other hand, upstream suppliers 
consider perishability in terms of waste and disposal costs, as 
opposed to impact on demand [23], [28].
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Figure 4: Structure of Inventory System. 

 
Figure 5: Simulated Fresh and Aged Inventory Levels. 
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The Delay in Perceived Demand represents inaccuracies in the 
forecasting techniques with regards to real demand. There are 
countless studies on forecasting techniques and replenishment 
policies, and each have proven effective in specific contexts and 
following specific demand distributions. In such cases, the policies 
are evaluated by the resulting service level [4], [7]. The current 
model extends this to examine the reactions between the 
performance of the policy and other components of the system.  

Following the structure in Figure 4, four models were created 
for each of the following scenarios: (1) FIFO applied to 
perishables, (2) FIFO applied to non-perishables, (3) LIFO applied 
to perishables, and (4) LIFO applied to non-perishables. The main 
difference between the perishables and non-perishables scenarios 
is the lack of a Waste outflow for aged non-perishable inventories. 
In this case, the only possible outflow is through sales. Given that 
the emphasis of this study is on perishable inventories, the policies 
that may trigger the disposal of non-perishables are not considered.  

By logic, FIFO and LIFO differ based on the priority of 
inventories to be sold. These differences were given in equation 
form in Section 3.1 and in diagram form in Section 3.2. It is 
necessary to generate a different model to represent each case 
given that the feedback relationships differ. Hence, this is not a 
case of merely adjusting parameters to represent a case, but making 
adjustments to the model parameter. Aside from priority of sales, 
the structure of the model given in Figure 4 is maintained for all 
versions, to allow for the results to be comparable with one 
another. The simulation results depict values for the behavior of 
variables over time. This is analyzed in graphical form to assess 
the model for patterns and identify areas for problem-solving. 

4. Simulation Results 

All inventory models have the objective of minimizing 
inventory levels, whether directly or indirectly. In optimization 
models, inventory levels are often linked to cost objectives through 
holding costs and disposal costs [15], [35]. In this way, minimal 
inventory levels becomes the most economic scenario for an 
inventory system. In simulation methodologies, inventory is 
physically monitored with the unstated understanding that it 
affects other performance indicators, such as cost and wastage [5], 
[7]. The system dynamics methodology is aligned with this 
perspective. This study likewise monitors physical inventory 
levels as a performance measure, and evaluates its effect on 
outcome and quality.  

As mentioned in Section 3.1, the perishable aspect of inventory 
is modelled by the transition of goods from a fresh state (Fresh 
Finished Goods Inventory) to an aged state (Previous Finished 
Goods Inventory). The model differentiates between inventory in 
only two ways, fresh and aged, based on their impact on the 
system. The system dynamics methodology is an efficient means 
of monitoring and analyzing such variables for this purpose. In 
mathematical models, inventory is represented in a very exact 
manner, indexed by time of production and sale [28], [31]. This 
can take the focus away from the more important implications of 
inventory. 

Four scenarios are simulated: FIFO applied to Perishables, 
FIFO applied to Non-Perishables, LIFO applied to Perishables, 
and LIFO applied to Non-Perishables. Each scenario is evaluated 

by its resulting inventory level. The analysis can be segmented into 
three parts: (1) A comparison between the Perishables and Non-
Perishables scenarios for logic-checking, (2) A comparison of the 
FIFO and LIFO scenarios for policy evaluation, and (3) 
Determining the optimal issuance policy to apply to perishable 
inventories. 

4.1. Comparison of Perishables and Non-Perishables Scenarios 

In Figure 5, sections a and c contain the simulated inventory 
levels for the perishables scenario, while sections b and d contain 
the results for non-perishables. In all cases, inventory levels exhibit 
oscillating behavior which is aligned with the behavior being 
demonstrated in other inventory models and supply chain industry 
studies [36]. The perishables and non-perishables scenarios differ 
in the long-term trend being demonstrated by inventory under each 
case. Under the non-perishables scenario, inventories exhibit an 
upwards trend, indicating the tendency for inventories to 
accumulate. Under the perishables scenario, inventory levels are 
stable in the sense that they exhibit no upwards or downwards 
trend. The volume of inventory in the perishables scenario is 
naturally regulated by the potential for wastes, which prevents 
accumulation. On the other hand, there is no negative feedback to 
control the volume of inventories in the non-perishables scenario, 
resulting in accumulation. 

The simulated behavior for non-perishables is aligned with the 
behavior of most forecast-based non-perishable inventory systems. 
There is evidence to support this in the management of mechanical 
parts inventory, which has a large amount of excess [38], [39]. The 
accumulation may also be attributed to the fact that production 
quantity was based solely on sales forecasts, without any regard 
for current inventories. This mimics decision-making for 
perishables more closely. Since goods manufactured in one period 
do not have the same external value as goods manufactured in a 
different period, past inventory cannot be fully utilized to supply 
current demand. Therefore, decision-making parameters such as 
current inventory and safety stock generally carry more weight in 
models for non-perishable inventories.  

The simulated behavior for perishable inventories follows the 
behavior of traditional inventory models (e.g. EOQ), which 
oscillate without any positive or negative trend. Inventory 
accumulates because of inaccuracies in forecast. Yet, because a 
fraction of perishable inventories become waste at the end of each 
period, inventories cannot accumulate. Instead, excess inventory 
from inaccuracies in in forecasting eventually leave the system as 
waste. This is not favorable given that the amount of inventory that 
become Wastes are just excess in a different form. It may only be 
said that inventory is more effectively-handled under the 
perishable scenario if the volume of its Wastes is not increasing in 
the same way excess inventory does for non-perishables. The 
simulated behaviors for waste, although oscillating, exhibit no 
increasing trend (see Figure 6). For these reasons, it may be 
concluded that perishable inventories do not have as strong of a 
tendency towards overproduction. 

It may be concluded based on the simulated results for Previous 
Finished Goods Inventory that the main issue in the management 
of perishable inventory is not preventing surpluses and shortages. 
Under common inventory management policies, perishability as a 
product characteristic results in an inventory system that is less 
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prone to such outcomes. Inventory models with the objective of 
determining an optimal stockout level could thus be redundant, or 
even counterproductive to the system’s natural ability to regulate 
itself. On the other hand, the system could benefit from the 
minimization of its peak inventory levels, or all-around variability. 

As the simulated behaviors follow the trend described by real 
industry data and by literature, the ensuing analysis can be deemed 
valid. A comparison may now be conducted between the FIFO and 
LIFO policies given the system structure. Based on the simulated 

values in Figure 5, it is apparent that the choice of issuance policy 
hardly makes a difference on inventory levels. On the other hand, 
there are clear differences between the FIFO and LIFO scenarios 
in the perishables case. 

4.2. Comparison of FIFO and LIFO Scenarios 

Generally, inventory levels are higher under the FIFO case. 
This is true for both the non-perishables and perishables cases. 
Figure 7 shows that in, the non-perishables case, inventory levels 

http://www.astesj.com/


P. Ching et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 69-81 (2019) 

www.astesj.com     79 

exhibit the same upwards trend. Yet, once the values stabilize, the 
FIFO case will begin to exhibit consistently higher inventory 
levels. Its highest point and lowest point upon stabilization are 
higher than inventory at any point in time under LIFO. This is 
different from the case of perishables, where inventory levels have 
higher maximum peaks under FIFO but also lower LIFO peaks. 
However, based on the simulations, it would appear that FIFO 
exhibits higher inventory levels more often than it exhibits lower 
inventory levels.  

The higher inventories under FIFO may be attributed to the 
extent of feedback delay between production and demand. In the 
causal loop diagrams in Figure 2, there are multiple delays between 
Fresh Finished Goods Inventory and Demand under FIFO. This 
signifies that there are multiple delays between demand and 
production for forecasts based on it are actually sold. Hence, there 
is a higher propensity for overproduction or underproduction. In 
these cases, the problem is leaning towards overproduction given 
that current inventories are not considered in deciding on the 
quantity to produce in the next period. 

Based on the review of studies on PIS, there are more models 
were FIFO proved to be optimal than otherwise. These models are 
optimization models with the primary objective of minimizing 
costs. The potential for waste production is incorporated in the 
form of disposal costs or deterioration costs, which align the 
sustainability and economic objectives for the system. It is 
understandable for FIFO to be optimal following this perspective, 
as FIFO results in the lower minimum inventory values. However, 
in actual inventory systems, stable inventories are preferred over 
fluctuations.  

In literature, the case where LIFO proved to be optimal was the 
case where prices decreased linearly for each period that the 
inventory unit remained in the system. This would suggest that 
when quality affects revenues, LIFO becomes preferable. This is 
because the profit earned per unit would be more consistent. The 
key benefit to be derived from LIFO is consistency. In this model, 
quality affects revenues by acting as a multiplier to demand. 
Results showed that inventory levels were less variable for both 
perishables and non-perishables, which aligns with the 
suppositions from previous studies that LIFO can result in greater 
consistency. 

4.3. Evaluation of FIFO and LIFO Applied to Perishables 

For perishables, product quality is partially determined by the 
age of inventories. Hence, the volume of fresh and aged inventories 
can have an impact on demand. In this model, quality is given as 
the fraction of fresh inventories in relation to total inventories. 
Previously, it was mentioned that the levels of fresh and aged 
inventories that result from FIFO and LIFO respectively different 
greatly for perishables. This means that the use of FIFO and LIFO 
can also significantly alter the quality of perishable goods being 
sold. 

It has been mentioned that LIFO may promote greater 
consistency in an inventory system. This also manifests in the 
current model where quality is more consistent under LIFO due to 
the fact that the levels of both fresh and aged inventory are more 
consistent. Consistent quality also results in greater consistency of 
sales. Figure 8 contains the simulated values for sales of inventory, 

where it may be observed that Sold Fresh Inventory, which is the 
primary contributor to sales in LIFO, is high consistent. 

Under FIFO, sales of fresh and aged inventories both fluctuate. 
Specifically, the two inventories have an inverse relationship, as 
the sales that cannot be met with aged inventories will satisfied 
with fresh inventories. The fluctuations in quality also lead to 
fluctuations in demand, which feedbacks to inventory levels. 
When demand is high, it can prompt the production of new 
inventory, which has a negative effect on demand as the goods will 
be aged by the time they are sold. This problem is aggravated by 
the fact that there the production quantities derived from past 
demand will be misaligned with actual demand. When demand is 
rising, production will be higher, and conversely, when demand is 
dropping, production will be lower. This is the result of feedback 
delays between demand and production. 

There are also feedback delays upstream, in the customer’s 
perception of quality. The current model differentiates between 
actual quality and perceived quality, by the logic that there is a 
delay in the recognition of quality change when it comes to 
inventories. In most inventory models, the perception of quality 
and its resulting change in demand is instantaneous. However, this 
relationship is only descriptive of settings such as retail stores 
where customers see the physical units individually and its quality 
instantaneously affects the probability of purchase [8], [40]. This 
is not the case for entities where purchases are made in bulk, such 
as the manufacturing or warehousing settings. In such cases, the 
individual quality of units have little value in the system, which is 
evident by the miss-outs from sampling procedures [3]. There are 
also delays due to the fact that not all inventory units are assessed 
prior to production, and thus any information on quality would 
only be known after production or through customer returns [41]. 

FIFO exhibits longer cycles between the arrival and sale of an 
inventory unit. In the short term, this will result in (1) less wastes 
and lower inventory levels for the manufacturing firm, and (2) 
instances when sales may be lower in the periods during and 
following the end of an inventory cycle, when the leftover units 
have aged.  The trade-offs can be managed with a classical 
optimization model that can balance waste generation with 
freshness. On the other hand, the long-term impact of FIFO in the 
supply chain is inconsistent quality. This complicates reordering 
decisions downstream in the supply chain, by adding variability to 
product lifetimes. This in turn heightens the amplitudes of 
bullwhips being exhibited by the inventory levels of a supply 
chain. Therefore, in the long term, FIFO promotes variability and 
greater efforts being made by members of a supply chain to 
manage it.  

LIFO has the opposite effect on inventory levels in the short term; 
and will result in more consistent quality in the long term. While 
this lessens the complexity of decision-making for the members of 
the supply chain, there is nonetheless the issue of waste to be 
addressed. The consistent generation of waste would require 
greater efforts in waste management. On a positive note, the 
consistent waste generation would also regularize the demand for 
waste management, and through that require the standardization of 
waste management procedures. Currently, the efforts to minimize 
waste and the natural variability of production add complexity to 
decisions on when and where to set up waste management 
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facilities. Given the high investment required by such facilities, 
this generally results in there being insufficient infrastructure for 
this purpose. In this sense, the consistency promoted by 
implementations of LIFO would be beneficial, by giving a clearer 
perspective on the volume of waste management activity that 
would be needed. 

5. Conclusion 

In this study, classic FIFO and LIFO issuance policies were 
assessed for their impact in a perishable inventory system. The 
performance of these policies was evaluated in terms of their 
ability to meet sustainability and quality goals. Specifically, it 
aimed to improve sustainability through waste reduction and 
quality by maximizing the freshness of inventories in the system. 
While similar studies had been made in the past, the present study 
viewed the problem from a different approach, through the 
development of a system dynamics (SD) framework. Using the SD 
framework emphasizes the patterns of the inventory levels, rather 
than its exact values, allowing for the generation of insights that 
can be generalized regardless of lifetime variability.  

A simulation model was developed comprising of three major 
sections that eventually form a general single loop: (1) The 
physical inventory system, (2) The perception of quality, and (3) 
The perception of demand. Furthermore, feedback delays such as 
delays in perishing, perceived quality, and perceived demand were 
also considered. FIFO and LIFO models for both perishables and 
non-perishables products were then formed with the presence of 
Waste outflow variable as a distinguishing factor between non-
perishables and perishables model.    

Comparing the perishables and non-perishables scenario 
yielded that for all cases, inventory levels exhibit an oscillating 
behavior. Non-perishables showed upward trend due to 
accumulation of inventory since quantity to be produced relies 
solely on sales forecasts and that current leftover usable inventory 
was not factored in as to how much quantity is to be produced for 
the next period. This is to emulate perishables inventory systems 
wherein external values of goods differ per period. On the other 
hand, perishables seem to have no upward for downward trend and 
seem to follow the behavior of traditional inventory models like 
EOQ. Perishable inventories do not have strong tendency towards 
overproduction. Wastes is not increasing the same way excess 
inventory does for non perishables. Based on these observations, it 
may be counterproductive to determine the optimal stockout level 
of perishable goods since it seems to have its way of regulating 
itself. 

A comparison of the FIFO and LIFO scenarios showed that 
LIFO is preferable when revenues are heavily influenced by 
quality since LIFO promotes greater consistency in inventory 
system. Consistency in quality brings consistency in profit earned 
per unit and this was explicitly observed in Sold Fresh Inventory 
which is a primary contributor to the sales in LIFO.   

On the other hand, FIFO exhibits higher inventory levels which 
is attributed due to feedback delays between production and 
demand. Furthermore, FIFO system tends to lean towards 
overproduction since current leftover inventories were not factored 
into the decision for the amount or quantity to be produced for the 
next period. Also, fluctuations were observed in FIFO for both 

sales in fresh and aged inventories - as evidenced by its inverse 
relationship - lead to fluctuations in demand. Although FIFO may 
be more optimal for minimizing costs and inventory levels once 
wastes is treated as disposal costs or deterioration costs, actual 
inventory systems still prefer stable inventories rather than 
constant fluctuations. FIFO is preferable for cost-sensitive or 
waste-sensitive cases, while LIFO is preferable in quality-sensitive 
cases. 

The results of this study demonstrate the ability of SD to 
produce insights in addition to those that can be derived from 
optimization models. While the current study applied SD on 
classic inventory management policies (i.e. FIFO and LIFO), 
literature on perishable inventory models comprise various new 
policies and technologies that can be assessed more extensively 
using the SD framework. In particular, information technologies 
such as RFID and IoT have been proposed as means of monitoring 
the age-based quality of perishables with better accuracy, yet there 
is still the question of how to use this feedback effectively in 
decision-making. The current study serves as a starting point for 
future studies applying SD in evaluating and improving policies 
that will prove useful in a wide variety of cases. 

One of the major contributions of this study is its demonstration of 
the SD framework as a means of modelling and simulating policy 
outcomes that are difficult to, or cannot be specifically quantified. 
This is very relevant to the field as it recent literature centers on 
the application of information technology in inventory 
management. The effects of greater accuracy and shortened 
feedback granted by information technology are not directly 
quantifiable, making it a suitable extension of this policy. The 
study also contributes by providing insight on what the long-term 
implications of issuance policies could be, particularly in the area 
of sustainability. While it may appear that FIFO is the most 
efficient in terms of cost and waste generation, LIFO actually has 
more positive long-term implications by reducing complexity in 
supply chain decisions, and standardizing waste management 
efforts. 
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 Physical computing is important for ICT (information and communication technology) 
Education and other informatics education such as software education since physical 
computing can provide learning-by-doing education for students. It is also a strong tool to 
increase students’ programming ability using various type of physical computing tools like 
a robot. In physical computing, it is necessary to have evaluation metrics for learners in 
order to test students’ progresses and environmental safety, etc. However, in the literature, 
there is little work for evaluation metrics for learners. In this paper, for the proposed 
evaluation metrics for learners developed in the previous research, the usefulness and 
validity are discussed and justified with statistical analysis. The final 23 evaluation metric 
will be very useful in actual physical computing education. 
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1. Introduction  

This paper is an extension of work originally presented in 
ICTC2018[1]. 

Physical computing refers to downloading data from the real 
world to a digital device, processing it in the form of software, and 
then outputting the results to a monitor, LED or various devices. 
To put it more simply, computers and the real world are talking 
through data. The main content of the physical computing was 
developed by artists dealing with New Media Art. This is because 
it was necessary to understand computers in order to create works 
in the field of media art using images or light. 

Physical computing is the foundation of the Internet of Things 
field. The basic nature of the Internet of Things is that it recognizes 
its surroundings through sensors and shares or processes the 
necessary information over the network, so it can be said to be an 
important technology that forms the Internet of Things. 

On the other hand, for students who are new to programming, 
physical computing can be a good way to learn how computers and 
programs work. For example, students can learn about computers 
by assembling blocks directly, controlling robots by assembling 
and controlling them, or using sensors and outputs that can be 
easily detached to measure the quality and temperature of air 
which makes it easier for them to understand the principles of 
machine and programming. 

Simplified coding programs and computer devices help 
students learn about physical computing. Instead of advanced 
programming languages such as C, students can learn 
programming simply by using block-coding software called 
Scratch. And instead of dealing with complex computer parts, 
students can understand the principles of computers by assembling 
microcomputer boards such as Arduino and Raspberry Pies, as 
well as various sensors and outputs to complete their own machine. 

 With this characteristic that the virtual world and the real 
world can exchange information, it is expected that the software 
industry will play an important role in the future thanks to the fact 
that it is the basis of the Internet of Things field that recognizes the 
surrounding environment and processes the necessary information, 
and that it can be approached with a simple and active image in 
terms of programming education. 

In physical computing, evaluation metrics for learners are very 
important. Those metrics are very useful in evaluating learners’ 
progresses, teaching-learning models, class materials, etc. 
However, in the literature, there is little research work on 
evaluation of learners in physical computing. The purpose of this 
paper is to develop evaluation metrics of learners in physical 
computing and justify them based on rigorous statistical analysis.  

The rest of this paper is organized as follows. In Chapter 2, 
related works for physical computing are introduced. In Chapter3, 
evaluation metrics of learners are proposed and discussed. In 
Chapter 4, statistical analysis is presented for those evaluation 
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metrics. Finally, in Chapter 5, conclusions and further research 
issues are presented. 

2. Related Works 

2.1. Evaluation standards of Physical Computing 

In this section, literature review works for evaluation standards 
for robot computing and physical computing are introduce.  

 

In [2], achievement criteria of robot computing are proposed as 
below. In their work, criteria of robot computing is classified into 
5 categories, understanding of robot, robot experience, robot motor 
control and sensor experience, control of sensor and creation of 
works, project in daily life, respectively. 

[Step 1] Understanding Robot  

(1) Definition of robots  

I can understand and explain the basic elements of robot 
definition.  

(2) Robot type and composition  

I can understand the kinds of robots used in real life and the 
parts and applications that make up them.  

(3) Robot operating principles  

Robots understand how they react through external input or 
recognition and know how they work. 

[Step 2] Robot Experience  

(4) Robotic rules and safe use  

I can understand the basic rules for building robots and how to 
use them safely.  

(5) Understanding robot behavior  

It is able to know necessary procedures for robot operation 
such as connecting devices and turning them on with variety of 
robots.  

(6) Fabricate simple motion robot  

Robotic behavior can be created in the order presented through 
simple block programming. It can also be created by modifying 
robot movements by applying various themes.  

(7) Brief description of operation robot  

Simple block programming can create robot behavior and 
explain the contents of the procedure. 

[Step 3] Robot Motor Control and Sensor Experience  

(8) Understanding Rotational Motion  

Understanding the motor, learning about the operating 
procedure, principle of rotation, and component control required 
for member operation can be understood and simple robot rotation 
operation can be created and understood.  

(9) Various robot-driven work production  

Based on the principle of motion and understanding of the 
robot's driving procedure, various robots can be used to make a 
drive. I can also learn how to control the precise movement of a 
robot.  

(10) Utilization of robot drive works  

I can explain to my friends how the robot drives, how the robot 
is programmed in order, and its functions. It develops social 
relationship cooperation and communication skills through sharing 
of works and expression activities (recognition of goal 
achievement, sharing of error-solving experiences, etc.).  

(11) Creation of simple sensor robot works  

I can create a robot or device that can control behavior 
combined with simple sensors. It can make robots or devices using 
one of several sensors, including light sensors, ultrasonic sensors 
and sound sensors.  

(12) Brief description of sensor robot work  

I can identify the types of sensors used in my life, understand 
the characteristics of sensors, and describe robots or devices with 
sensors. I can express to my friends the design, function and 
programming procedures of a robot or device-driven work 
combined with one sensor. It develops social relationship 
cooperation and communication skills through sharing of works 
and expression activities (recognition of goal achievement, sharing 
of error-solving experiences, etc.). 

[Step 4] Control of Sensors and Creation of Works  

(13) Produce various sensor robot works  

I can create and program controllable robot or device works by 
combining various sensors that can solve problems found in my 
life. It can also create works and explain them logically according 
to the programming sequence according to the purpose and 
purpose of production.  

(14) Description of the various sensor robot works  

I can describe the function, use and programming procedures 
and methods of robot or device work combined with various 
sensors. It also develops social relationship cooperation and 
communication skills through works sharing and expression 
activities (recognition of goal achievement, sharing of error-
solving experiences, etc.).  

(15) Rule Design and Robot Fabrication  

Understanding the conditions for compliance with the rules, 
understanding the algorithms that can perform them, and designing 
the parts and devices needed to drive can be designed to operate 
through programming that applies algorithms to create robots or 
devices and perform them. 

[Step 5] Project in Daily Life  

(16) Designing Robot Works in Life  

I can think about topics that can solve life problems and design 
algorithms and creative works that can define necessary parts and 
functions and control them by individuals or teams.  

(17) Making Robot Works in Life  

A creative work can be created through programming with 
algorithms applied to create robots or devices designed by 
individuals or teams and to perform defined functions according to 
topics that can solve life problems.  

(18) Sharing and Expression of Robot Works  
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To solve problems found in life, creative works created by 
individuals or teams can be shared with friends, and better 
improvements can be found and expressed. In addition, better 
algorithms can be found, supplemented and shared to perform 
functions. 

2.2. Educational Effects of Physical Computing 

In [3], they presented EPL and physical computing curriculum 
using Entry and sensor boards that can be easily learned and used 
by elementary school students. The results of this study showed 
that both the comparative groups applying the problem-oriented 
EPL curriculum and the groups applying the additional problem-
oriented EPL curriculum and the physical computing curriculum 
have significant effects on the improvement of students' 
computational thinking skills. Specifically, the problem-oriented 
EPL curriculum and the physical computing curriculum using the 
sensor board contributed to increasing learner's problem-solving 
skills, and showed that they are more effective in terms of 
improving satisfaction and computational thinking-related 
problem-solving skills when the physical computing education is 
combined with the programming training alone 

In [4], high school students in the industrial field were trained 
in programming Android applications that control Arduino using 
app computers and analyzed the changes in students' creative and 
fusion thinking abilities. To this end, they designed a teaching 
course based on a creative problem-solving model and an 
integrated thinking model. Studies have resulted in significant 
improvements in diffuse thinking and motivational factors among 
the subcomponents of creative problem solving. In addition, 
according to the results of a survey by students on integrated 
thinking, many students answered that they can devise IoT systems 
that can be applied to their daily lives based on the knowledge 
learned through this class. Thus, the education of physical 
computing using app computers and Aduinos could be seen to have 
a positive effect on students' ability to think creatively and 
diversely.  

On the other hand, other research works showed benefits of 
physical computing in ICT education [5-7]. 

3. Development of Evaluation Metrics for Learners 

3.1 Design Principles 

In order to development of evaluation standards of learners in 
physical computing, the following principles are adopted [1].  

First, student-oriented activity is emphasized. Second, process-
oriented activity is emphasized. Third, cooperative activity is 
encouraged rather than individual study in physical computing. 
Fourth, attitudinal and emotional experience or achievement are 
included.  

In overall, evaluation standards are developed based on 
educational philosophy called constructivism [8]. Constructivism 
has the following major characteristics. First, it is assumed that 
there is no objective knowledge in the real-world. It means that 
every can make his or her own knowledge depending on his or her 
way of thinking or view. Second, it encourages social interaction. 
In other words, cooperative works are encouraged for study. Third, 
it also emphasizes problem-solving ability for authentic problems. 

Authentic problems mean that problems can happen in our daily 
life. 

3.2 Evaluation Metrics 

The following evaluation standards of physical computing are 
proposed in [1]. 

Table 1. Evaluation Standards of Learners 

Division Standards 
 

 

 

Study 
Guidance 

-Do students know study objective in 
advance or in the beginning of the activity?  

-Do students know any prerequisite or 
background information necessary for the 
activity?  

-Do students know the necessary equipment 
or teaching aids for the activity?  

-Do students know study materials for the 
physical computing activity?  

 

 

Cooperation 

-Does each student have a proper role in 
physical computing activity?  
-Is any leader in the group?  
-Are ways of communication good enough 
during activity?  

 

 

Safety 

-Do students know safety instruction for 
the activity?  
-Do students break or ruin any parts in the 
activity?  

 

 

 

Output 

-Do students finish the activity and produce 
output?  
-Is output good enough as expected or 
incomplete?  
-Are students supposed to have a change to 
expression their review or impression of 
the activity?  

 

 

Report 

-Do students write a memo or report during 
the activity?  
-Do students produce a final report after 
end of the activity?  

 

 

Attitude 

-Are students polite in the process of 
activity?  
-Does any student cause a brawl and stop 
the activity?  

 

 

Time 

-Do students spend right time for the whole 
class?  
-Do students spend too much time in 
specific activity of the class?  

 

 

Emotion 

-Are students satisfied with the activity?  
-Are students interested in physical 
computing activity?  
-Do students have some confidence on the 
subject after activity?  

 

 

Theory 

-Do students know the principle or theory 
of the physical computing activity?  
-Can students link the theory with physical 
computing activity?  
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4 Statistical Analysis 

4.1 Design of Analysis 

Verification of the reliability of the tool to measure the importance 
of evaluation metrics for learners in physical computing showed 
that Cronbach α was 0.90 and was reliable, as shown in Table 2.  

Table 2. Reliability of Measurement Tool 

Item Number Cronbach's α 
23 0.90 

The data collected in this study were analyzed using the 
Statistical Package for the Social Science (SPSS) WIN 25.0 
program. The analyzer method calculated Cronbach α to verify 
the reliability of the measuring instrument. In addition, the 
average and standard deviation were obtained in order to find 
out the importance of the evaluation standards of learners in the 
physical computing, and the correlation was conducted to 
understand the relationship between the sub-areas of the 
evaluation metrics of learners in the physical computing. 

4.2 Analysis Results 

-Descriptive Statistics  
The average and standard deviation of questions asked about 

the importance of evaluation metrics of learners in physical 
computing are as shown in Table 3.  

Table 3. Results of Descriptive Statistics 

Evaluation Standard AVG. SD 

1. Do students know 
study objective in 
advance or in the 
beginning of the 
activity?  

 

 

3.66 

 

1.10 

2. Do students know 
any prerequisite or 
background 
information 
necessary for the 
activity?  

 

 

3.16 

 

1.14 

3. Do students know 
the necessary 
equipment or 
teaching aids for the 
activity?  

 

 

2.91 

 

1.17 

4. Do students know 
study materials for 
the physical 
computing activity?  

 

2.84 1.11 

5. Does each student 
have a proper role in 
physical computing 
activity?  

 

3,88 1.04 

6. Is any leader in the 
group?  

 

3.22 1.21 
7. Are ways of 
communication good 4.22 1.01 

enough during 
activity?  

 

8. Do students know 
safety instruction for 
the activity?  

 

4.56 0.72 

9. Do students break 
or ruin any parts in 
the activity?  

 

3.50 1.30 

10. Do students 
finish the activity 
and produce output?  

 

3,41 0.95 

11. Is output good 
enough as expected 
or incomplete?  

 

3.16 0.92 

12. Are students 
supposed to have a 
change to expression 
their review or 
impression of the 
activity?  

 

 

4.06 

 

0.91 

13. Do students write 
a memo or report 
during the activity?  

 

2.97 1.23 

14. Do students 
produce a final report 
after end of the 
activity?  

 

2.94 1.19 

15. Are student 
polite in the process 
of activity?  

 

4.13 0.91 

16. Does any student 
cause a brawl and 
stop the activity?  

 

3.69 0.90 

17. Do students 
spend right time for 
the whole class?  

 

4.34 0.70 

18. Do students 
spend too much time 
in specific activity of 
the class?  

 

3.31 1.09 

19. Are students 
satisfied with the 
activity?  

 

4.28 0.68 

20. Are students 
interested in physical 
computing activity?  

 

4.41 0.67 

21. Do students have 
some confidence on 
the subject after 
activity?  

 

4.19 0.93 

22. Do students 
know the principle or 
theory of the 
physical computing 
activity?  

 

 

3.56 

 

1.11 

23. Can students link 
the theory with 
physical computing 
activity?  

 

3.66 1.04 
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Where AVG and SD stand for average and standard 
deviation, respectively. 

4.3 Sub-area of Descriptive Statistics 

The results of the average and standard deviation of the sub-
area of the importance of the evaluation metrics of learners in 
physical computing showed that the average of the importance 
of the evaluation metrics of learners in physical computing was 
3.65, as shown in Table 4.  

Among the sub-categories of the importance of learners' 
evaluation metrics for physical computing, the average was 4.29, 
followed by "safety" 4.03, "attitude" 3.91, "time" 3.83, 
"cooperation" 3.77, "theory" 3.61, "output" 3.54 and "student 
guidance" 3.14 and "report" 2.95 were the lowest. 

Table 4. Results of Descriptive Statistics of Sub-area 

Evaluation Standard Area AVG. SD 

Student Guidance 3.14 0.97 

Cooperation 3.77 0.92 

Safety 4.03 0.86 

Output 3.54 0.67 

Report 2.95 1.17 

Attitude 3.91 0.78 

Time 3.83 0.68 

Emotion 4.29 0.58 

Theory 3.61 1.02 

Overall Evaluation Metrics 3.65 0.56 

Where AVG and SD stand for average and standard 
deviation, respectively.  

As shown above in Table 4, among the sub-areas of the 
learners’ evaluation metrics in physical computing, the 
importance of ‘emotion’ is highest and the importance of ‘report’ 
is lower than that of other areas. 

4.4 Correlation Analysis 

The results of the correlation between the sub-area of 
evaluation metrics of learners in physical computing and the 
entire evaluation metrics are shown in Table 5. 

Where * p<.05, *** p<.001 

As shown above in Table 5, student guide(r=.661, p<.001), 
cooperation(r=.802, p<.001), safety(r=.716, p<.001), 
output(r=.419, p<.05), report (r=.764, p<.001), attitude(r=.696, 
p<.001, time(r=.614, p<.001), emotion(r=.616, p<.001), and 
theory (r=.606, p<.001) showed a statistically significant static 
correlation with evaluation metrics of learners in physical 
computing. Therefore, the higher the importance of student 
guidance, cooperation, safety, output, report, attitude, time, 

emotion, and theory, the higher the importance of evaluation 
metrics of learners in physical computing. 

Table 5. Results of Correlation Analysis 

Area Correlation Value 

Student Guidance 0.661***(0.000) 

Cooperation 0.802***(0.000) 

Safety 0.716***(0.000) 

Output 0.419*(0.017) 

Report 0.764***(0.000) 

Attitude 0.696***(0.000) 

Time 0.614***(0.000) 

Emotion 0.616***(0.000) 

Theory 0.606***(0.000) 
 

5 Conclusions and Further Research Issues 

Physical computing is very important in current ICT 
education and software education since it can provide learning-
by-doing activity for learners. In other words, learners can enjoy 
the physical computing activity and have interests and 
motivation in physical computing class. Physical computing 
becomes very popular as ICT education is extended in the future.  

In physical computing, evaluating learners is very essential 
in checking learners’ study progress. Also, evaluating learners 
is also important in developing teaching-learning models in 
classrooms, study contents, etc. In the literature, there is little 
work on evaluation standards or metrics of learners. In the 
previous research work, new evaluation standards are developed 
and proposed. Through statistical analysis, overall evaluation 
standards are justified to use in physical computing.  

In this research, based on previous research work, the 
purpose of the work is to justify the results one more time. Using 
descriptive statistics and correlation analysis, overall 23 
evaluation metrics of learners are verified.  

The immediate research issues are as follows. First of all, it 
is necessary to develop more detailed evaluation metrics 
depending on physical computing tools such as robots, toy, etc. 
Second, it is also necessary to develop evaluation standards or 
metrics for study materials. It is not known yet how to develop 
study materials in physical computing. That is, we need the 
general design principles and detailed guidelines. 
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 The demand for renewable energy sources such as waste pyrolysis plastic oil (WPPO), 
ethanol biofuel with high oxygen content is increasing globally. This study used blending 
of conventional diesel oil, waste plastic pyrolysis oil, ethanol and 2-ethyl hexyl nitrate 
(EHN) as additive. The purpose was to improve combustion, the ignition quality, and 
performance and emission characteristics of WPPO as an alternative source of energy. As 
an additive EHN reduces emissions of CO, CO2, UHC, NOX, and PM. On the other hand, 
the inclusion of ethanol purposed to improve the viscosity, increase the oxygen content of 
the blends, and increase miscibility of WPPO. The study utilized the following ratios, 
50/WPPO25/E25, 60/WPPO20/E20, 70/WPPO15/E15, 80/WPPO10/E10 and 
90/WPPO5/E5 for conventional diesel (CD), WPPO and ethanol and EHN respectively. 
The ratio of the additive was determined by the percentage method based on the total 
quantity of the blended fuel and was calculated as 0.001 %. A complete Miscibility was 
observed to avoid phase separation during the study and experimentation, for the blended 
ratios of WPPO. The testing for performance and emission characteristics was conducted 
on a fixed bed, water-cooled, single cylinder diesel generator engine. The results were 
compared to ASTM standards and discussed using tables and figures. The results 
conclusively show very close densities of 792 kg/m3, 963 kg/m3, 825 kg/m3 for WPPO, 
ethanol, EHN respectively, which are close to CD fuel at 845 kg/m3. Increased blend ratio 
decreased BSFC, 50 % engine load blend 80/WPPO10/E10 had values of 0.043 g/kW.h 
compared to full load with 0.041 g/kW.h. The highest brake thermal efficiency was by blend 
90/WPPO5/E5 at 25 % engine load with a value of 26.5 % compared to 19 % at full engine 
load. Increase in the blend ratio and engine load decreased CO emissions up to 75 % engine 
load. For example, blend 90/WPPO5/E5 had a value of 0.035 % carbon emissions 
compared to 0.055 % at 25 % engine load. Therefore, conclusively WPPO blends can be 
alternative fuel with or without major engine modification. 
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1. Introduction  

The demand for energy due to the increasing world population 
energy needs has placed tremendous pressure on the primary 
sources of energy, which are oil-based fossil fuels, in the last 
decade [1-3]. Although economically good on the other hand, 
widespread use and burning of fossil fuels is responsible for long-
term environment problem in climatic changes. Secondly, fossil 
fuels are non-renewable and as such, their depletion is a global 
energy security threat. Besides depletion, the burning of fossil 

fuels decreases air quality leading to large-scale increase in 
cardiovascular diseases and cancer cases [4-6]. 

Globally fossil fuel still commands 80 % of the total energy 
requirements of the world which is consumed mostly by the 
transport industry alone [7]. The largest fossil fuel brand is diesel, 
which is a primary in diesel engines used for commercial and 
private transportation. Since their discovery in 1893 by Rudolph 
Diesel, diesel engine are efficient and good in fuel economy over 
power [8, 9]. Diesel engines are gaining more popularity in 
agricultural transport and applications, power generation and 
heating systems. This is due to their high thermal efficiency 
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resulting into energy saving overload and safety aspects due to low 
volatility [10, 11]. 

However, diesel engines are responsible of high smoke and 
NOx emissions [12, 13]. Leading Diesel exhaust to be classified as 
carcinogenic [14] to humans which link it to increased risk of lung 
cancer and other cardiovascular ailments [15]. The diesel exhaust 
is now one of the primary sources of ground ozone [16], the sick 
building syndrome [17], acid rain [18], and smog [19]. Other 
disadvantages of fossil fuels include erratic fuel prices in the world 
market, potential turmoil in oil producing countries and the ever-
increasing emission control requirements by governments. 
Therefore, finding an alternative renewable fuel that can mitigate 
the negative impact of fossil fuels cannot be emphasized [20]. 

The earliest development in alternative fuels utilized food 
crop-based feedstocks. As a result, this increased food insecurity 
in low middle-income countries and the developing countries. 
Hence, human rights campaigners including United Nations Food 
and Agriculture Organization (FAO) and the UN Security Council 
on human rights rejected these feedstocks. The rejection was based 
on Commercialization of large swathes of land for biodiesel 
feedstock cultivation, hence suppression of edible food crop 
acreage. Consequently, food prices increased and prices of 
essential commodities increased too [21]. Early this year a palm 
oil has been removed as a biodiesel feedstock by United Nations 
agencies like FAO due to the continued environmental hazards 
food security challenges in Malaysia and Indonesia. 

In recent years, research has awakened focus and interest in 
higher alcohols due to their high levels of energy, higher cetane 
number (CN); better blend stability, less hygroscopic tendencies, 
increased carbon chain length and improved ignition quality by the 
alcohol fuel molecules [22]. However, lower level of alcohols 
methanol and ethanol, still have high qualities oxygenates. The 
availability of high-oxygen content with a hydroxyl (OH) group is 
one of the major advantages of alcohols, it reduces smoke 
emissions and opacity during high engine load [23, 24]. Other 
advantages of ethanol which make it preferable as an additive for 
waste plastic pyrolysis oil (WPPO) biodiesel blends include (i) 
ethanol is made from sources of plant origin, making it renewable, 
(ii) improvement in modern fermentation processes in 
biotechnology engineering. 

This has led to improved yields in ethanol by synthesizing 
cellulose, for example Clostridium species [25], biosynthesis from 
glucose using genetically engineered micro-organisms like 
Escherichia coli [26], cyanobacteria [27] and Saccharomyces 
cerevisiae [28]. The third reason why ethanol is important as 
additive in WPPO due to its inherent physicochemical composition 
properties. These characteristics include the presence of high 
oxygen content, high solubility and miscibility in WPPO blends 
[29-34]. 

Extracting liquid fuel from plastic waste material using thermal 
decomposition in viable and sustainable technologies has been 
reported in research in the last decade. Plastic waste decomposition 
is not only through thermal processes but also through catalytic 
pyrolysis. The catalytic technique uses low levels of temperature 
to cause plastic decomposition compared to thermal 
decomposition, which employs very high temperatures to produce 
greater yield of liquid oil. This has increased developments in 

turning plastic waste into energy a development that has captivated 
and motivated researchers such as [35-37]. A number of 
researchers have studied additives in their work on performance 
and emission impacts using biodiesel blends such as [38-53]. 
Especially when the final product is used with fuel additives with 
characteristics focusing on reducing NOX, CO, CO2, unburnt 
hydrocarbon (UHC) and particulate matter (PM) emissions [20]. 

A number of studies have been conducted on the reduction of 
NOX and PM emissions using additives and biodiesel blends in 
diesel engines such as: [54] the authors used ethanol, selective 
catalytic reduction (SCR) catalyst Ag/Al2O3, and blends of 
biodiesel-ethanol fuel (BE). The results were mixed for emissions 
of UHC, CO, and PM, with an increase of 14% respectively. The 
authors attributed it to the presence and increase in SOFs in the PM 
emissions. However, a decrease in the Bosch smoke by 60 % to 80 
% was reported using the European stationary cycle (ESC) 
standard. The NOX emissions reduced by a margin of 73 % leading 
to a conclusion that a combination of BE and SCR catalyst 
arrangement provides a platform for the reduction and control of 
PM and NOX emissions. 

In another study by [55] wanted to determine cold flow features 
using ethanol-biodiesel blends by characterization. In this study a 
relationship between blend and torque, brake thermal efficiency, 
brake specific fuel consumption and emission characteristics. The 
findings of this study have led developed and developing countries 
to adopt and make fuel blending a mandatory requirement in 
Europe, USA and Brazil. For example, In the United States of 
America, the renewable fuel standard (RFS) program requires 
blending of fuels in increasing measure with fossil transportation 
fuel. This is targeting an annual growth rate escalation of 36 billion 
gallons by 2022 [56].  

As an additive in blends, an increase in the ethanol fraction 
decreases auto-ignition properties of the blends, due to ethanol’s 
low propensity [57-64]. These findings report a decrease in the CN 
value of the blends as the fraction of ethanol increases as the main 
cause. Reduced CN values prolong ignition delay and is 
undesirable in the combustion of the blends. Ignition delay is 
responsible for increased engine peak combustion pressure [65, 
66]. This increases wear, combustion noises besides increasing 
NOX emissions in diesel engines. The effect of CN alteration on 
combustion values in relation to blend characteristics is not a new 
research area. For example, researchers such [67-74] have covered 
this area and one can read the findings and conclusions. 

Plastics contain a high potential of stored energy from 
hydrocarbon inherent in their makeup and molecular structure. 
Plastics are daily used in our lives and are readily available as 
waste in municipal solid waste sites. Plastics have become a health 
hazard as they litter everywhere while pausing an environmental 
danger to humans and animals. Therefore, altering them through 
modern processing methods into liquid oils for transportation fuels 
is a novel idea whose time has come. [75]. This study aims at 
utilizing and developing feedstocks from waste streams of plastics 
and converting them through pyrolysis into energy. This will 
provide a framework for creating alternative fuels to reduce 
dependency on petroleum fuels, which are primary transport fuels. 
The third aspect of this work is to show the importance of blending 
WPPO or any other new alternative feedstocks to improve their  
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Figure 1: Schematic diagram of the test engine rig 

Key: 1 Cylinder pressure sensor; 2 EGR control valve; 3 EGR cooler; 4 Injection control unit; 5 Exhaust gas exit; 6 Air box; 7 Signal amplifier; 8 Gas analyser; 9 Air 
flow meter; 10 Data acquisition system; 11 Crank position sensor; 12 Dynamometer; 13 Engine; 14 Cooling water exit from the dynamometer to the cooling tower; 15 

Cooling water exit from engine to the cooling tower; 16 Dynamometer drive coupling 

 

qualities. The focus is to reduce emission and enhance 
performance of transportation fuel while creating jobs in recycling 
but protecting our environment. 

2. Methodology 

2.1. Methodology and Experimental Set-Up 

This experiment is making a case for blending of WPPO whose 
n-alkenes are very low by 25 % in auto-ignition, compared to 
diesel fuel whose n-alkenes are good for auto-ignition. The 
aromatics, which affect PM emissions, are very low in WPPO 
blends. WPPO consists of iso-alkanes, n-alkanes, and olefins in the 
areas of 27 %, 25 %, and 9 % respectively, the remaining 30 % 
content is undefined due to complicated chemical bond structures 
[76, 77]. However, aromatics cyclo-alkanes (naphthalene) and 
other poor in auto-ignition were also found to be 40 % by [78]. 
Blending was preferred to improve the low pour point of WPPO to 
improve its cold starting characteristics. Secondly blending 
improves the fuel spray characteristics. Blending using ethanol, 
which is soluble and miscible in WPPO blends, also improves 
physicochemical properties of blends. Thirdly blending helped this 
experiment to reduce the viscosity of WPPO biodiesel, thus aiding 
and improving spray characteristics. The blends used in this 
experiment are broken into five ratios namely: 50/WPPO25/E25, 
60/WPPO20/E20, 70/WPPO15/E15, 80/WPPO10/E10 and 
90/WPPO5/E5 respectively. For example, to define a blend sample 
such as 90/WPPO5/E5 is composed of 90 % conventional diesel 
(CD) fuel by volume 5 % WPPO and 5 % additive 2-Ethyhexyl 
Nitrate (EHN) respectively for all the replicates. 

2.2. Engine Tests 

The experiment used a naturally aspirated single-cylinder 
diesel engine power generator, water cooled, direct injection, 
Kirloskar TV1, in the Mechanical Engineering Department 
Laboratory, the University of KwaZulu Natal in Durban, South 

Africa. The details of the engine and specifications are in Table 1. 
Figure 1 shows a schematic of the engine test setup. 

Table 1: Experimental engine specification 

Parameters Position value 
Ignition Type 4 (Stroke)DICI 
Number Of Cylinders 1 
Model TV 1 
Cooling Medium Water 
Manufacturer Kirloskar 
Revolutions Per Minute 1500 
Brake Power 3.5 kW 
Cylinder Bore 87.5 mm 
Piston Stroke 110 mm 
Compression Ratio 18.5:1 
Connecting-Rod Length 234 
Engine Capacity 661cc 
Dynamometer Make 234 
Injection Timing 23.4֯ bTDC 
Maximum Torque 28 Nm @1500 
Injection Pressure 250 Bar 

2.3. Physicochemical Property Analysis 

The WPPO pyrolysis unit was designed at the University of 
KwaZulu Natal School of mechanical engineering GPS 
(29°52’09.9”S 30°58’37.9”E), by the author who is from the Green 
Energy Group, Howard campus, Durban, South Africa. Lucien 
engineering Company fabricated the final product in their premises 
in Durban. The pyrolysis unit comprised of the heating system and 
its control, the reactor tank, pipes, the heat exchanger and the 
collector, which all culminate into the pyrolysis unit. The energy 
requirements for each step is according to the references [79, 80], 
and the plant’s production chart is shown in Figure 3. Ethanol, 
conventional diesel and EHN in local outlets and blended using a 
homogenizer for 5 min at 3000 rpm. Sampling and testing for 
properties was in the Department of Chemical Engineering 
Laboratory, at the University of KwaZulu Natal in Durban, South 
Africa. Table 2 shows some important physicochemical properties 
of the fuels oils before blending. 
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Table 2: Properties of Diesel, WPPO, and ethanol before blending and the addition of EHN 

Properties Unit CD WPPO Ethanol 
Density @ 20⁰C kg/M3 845 825 792 
Visc.@ 40⁰C cSt 3.04 2.538 1.05 
Cetane Number _ 55 _ 8.5 
Flash Point ⁰ C 50 43 16 
Fire Point ⁰ C 56 45 53 
Carbon residue % 22 0.015 _ 
Sulfur content % <0.028  0.248 _ 
Gross Calories kJ/kg 46500 43340 29700 
Cetane index _ 46 65 _ 

 
Table 3: Properties of blended ratio mixtures of diesel, ethanol, WPPO with EHN 

Property Unit CD 90/5/5 80/10/10 70/15/15 60/20/20 50/25/25 STANDARD 
Density Kg/M3 845 838.5 834 830 825 823 ASTM D1298 
KViscosity@40 cST 3.452 2.38 2.37 2.365 2.340 2.325 ASTM D445 
Cetane Number - 48 58 60 62 63 65 ASTM D4737 
GCV kJ/kg 44840 40125 39985 38700 36800 34500 ASTM D4868 
Sulfur Content % <0.0124 0.0248 0.0249 0.0251 0.0253 0.0257 ASTM D4294 
Oxygen % 12.35 11.80 10.75 10.15 10.25 10.35 ASTM D5622 
Carbon Residue % 74.85 75.35 76.40 77.55 78.25 79.65 ASTM D7662 
Flashpoint ⁰C 56.5 38.5 37.55 37.35 37.15 36.85 ASTM D93 
Hydrogen % 12.38 7.5 7.55 7.65 7.75 7.95 ASTM D7171 

 

 
Figure 2: Assembled view of the pyrolysis unit experimental set-up 

Table 3 shows the physicochemical properties of blended 
mixtures fuels and their determined fuel properties after blending 
in relation to American Standard of Testing and Measurements 
(ASTM). 

3. Results and Discussion 

3.1. Brake Specific Fuel Consumption 

Figure 3 is a variation of brake specific fuel consumption 
(BSFC) with engine load. The BSFC compared to the engine load 
in Fig. 3 shows that as the load increases there is an equal increase 
for fuel consumed by the test engine. The values obtained at full 
engine load for the blends of 90/WPPO5/E5, 80/WPPO10/E10, 
70/WPPO15/E15, 60/WPPO20/E20, 50/WPPO25/E25 and CD 
were 0.04 g/kW.h, 0.041 g/kW.h, 0.042 g/kW.h, 0.043 g/kW.h and 
0.035 g/kW.h respectively. 

At high engine loads the conversion of heat energy to 
mechanical energy increases with increase in combustion 
temperature, leading to increased BSFC for the biodiesel. This 
increase is proportional to the difference in their heating values 
which is identical to the findings of [81]. Additionally, WPPO 
blends have high densities, therefore suffer high mass injection 

pressure, hence the increase in BSFC which is identical to studies 
by [82, 83]. These blends of WPPO compare well to conventional 
diesel fuel and sometimes-other biodiesel blends with comparative 
differences in the heating values.  

 
Figure 3: Brake specific fuel consumption versus load 

As the blend ratio increased there was a decrease in the BSFC 
across all the test fuels. However, the values for all WPPO blends 
increased compared to CD test fuel. This is due to the lower 
calorific values of the blends as the percentage of the blend ratio 
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increased. In other words, by increasing the ratio of WPPO in the 
diesel test fuel, the engine fuel consumption increased, this is 
identical to the studies of [84-86]. The closeness of the values and 
the packed graph reveal a close resemblance and identical BSFC 
characteristics of WPPO, ethanol, and EHN compared to CD fuel. 
For example, at 50 % engine load the blend of 80/WPPO10/E10 
had a value of 0.043 g/kW.h compared to full engine load with 
0.041 g/kW.h. This value is higher than CD test fuel with 
0.04g/kW.h at 50 % engine load and 0.035 g/kW.h at full engine 
load. 

3.2. Brake Thermal Efficiency 

The brake thermal efficiency (BTE) variations with engine 
load is as shown in Figure 4. The graphs show that, as the load 
increased there was an increase in the BTE across all the test fuel 
blends of WPPO and CD.  The result of this experiment shows that 
the BTE increased as the load increased, explained by the 
reduction in the heat loss as the engine power (more fuel) increased 
with load. At 50 % engine load the values for blends 
90/WPPO5/E5, 80/WPPO10/E10, 70/WPPO15/E15, 
60/WPPO20/E20, 50/WPPO25/E25 and CD were 22 %, 21 %, 20 
%, 18 %, 16.5 % and 22.5 % respectively. As the blend ratio and 
engine load increased, there was an increase in BTE across the 
blends of WPPO but with a decrease in the BTE within the blends. 
For example, at 25 % engine load, 90/WPPO5/E5 had values of 14 
%, 22 %, 26.5 % and 25 % compared to 70/WPPO15/E15 with 
12.5 %, 20 %, 22.5 % and 23 % respectively. 

The highest BTE value was by blend 90/WPPO5/E5 at 25 % 
engine load compared to any other blend of WPPO. For example, 
Fig. 4 shows values of 24.8 %, 23 %, 21 % and 19 % respectively 
for blends 80/WPPO10/E10, 70/WPPO15/E15, 60/WPPO20/E20, 
50/WPPO25/E25. However, blend 50/WPPO25/E25 reported the 
lowest values compared to the other blends. At 25 % engine load 
the BTE value was 9.5 % compared with 19 % at full load, these 
two are the lowest values of BTE. 

 
Figure 4: Brake thermal efficiency versus load 

3.3. Exhaust Gas Temperature 

Figure 5 is a variation of exhaust gas temperature (EGT) and 
engine load. The graph reveals that as the load increases the value 
of the EGT increased significantly and linearly especially for the 
blends. At 25 % engine load the blends 90/WPPO5/E5, 
80/WPPO10/E10, 70/WPPO15/E15, 60/WPPO20/E20; 
50/WPPO25/E25 reported values of 165 ⁰C, 195 ⁰C, 226 ⁰C and 
256 ⁰C compared to CD with 155 ⁰C, 175 ⁰C, 205 ⁰C and 240 ⁰C 
for all engine load conditions. What explains this increase in 
engine temperatures is the increase in the required fuel to 

compensate increased load. However, observed also is temperature 
increase becomes pronounced with increased blend ratio of WPPO 
compared to CD test fuel as in Figure 5. The second reason for 
increased EGT temperature increase is the BTE heat loss factor for 
high blend ratios compared to CD test fuel. 

The experiment also showed another interesting observation, 
as the engine load increased from 25 % to full load (100 %) the 
graph curves tend toward unitary, adopting almost identical and 
similar values to CD test fuel. This concludes that the blends of 
WPPO, ethanol, and fuel additives have identical temperature 
characteristics to those of CD test fuel especially as the engine load 
hits 75 % heading to 100 % (full load). This is due to the presence 
of ethanol, which decreased ignition delay thus lowering the 
combustion temperature. The equations are an exception to the 
prescribed specifications of this template. You will need to 
determine whether or not your equation should be typed using 
either the Times New Roman or the Symbol font (please no other 
font). To create multi-levelled equations, it may be necessary to 
treat the equation as a graphic and insert it into the text after your 
paper is styled. 

 
Figure 5: Exhaust gas temperature versus load 

3.4. Carbon Monoxide 

Figure 6 is a variation of carbon monoxide (CO) with engine 
load. The graph reveals that as the engine load and the blend ratio 
increased CO emissions decreased up to 75 % of engine load. This 
was for all blends 90/WPPO5/E5, 80/WPPO10/E10, 
70/WPPO15/E15, 60/WPPO20/E20, and 50/WPPO25/E25. The 
highest value in Figure 6 of CO emission reported was 0.0625 % 
for blend 50/WPPO25/E25 and the lowest value reported was by 
blend 90/WPPO5/E5 at 0.055 %. Another observation is that as the 
engine was approaching full load, all the test fuels showed 
increased CO emissions with blends 90/WPPO5/E5 and 
80/WPPO10/E10 reporting the lowest emissions among the test 
blends across all the engine load conditions. 

For example, at 25 % engine load the blends of 90/WPPO5/E5, 
80/WPPO10/E10, 70/WPPO15/E15, 60/WPPO20/E20, 
50/WPPO25/E25 reported values of 0.055 %, 0.0565 %, 0.06 %, 
0.0615 % and 0.0625 %. However, as the load increased for 
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example, from 25 % to 75 % the values reported are 0.035 %, 
0.0375 %, 0.0445 % and 0.0.0475 respectively.  

 
Figure 6: Carbon monoxide versus load 

There are a number of factors, which explain the decrease in 
CO emissions as the engine load is increasing. The decrease can 
be attributed to increased unburnt or partially burnt hydrocarbons 
due to incomplete combustion, which is identical to the study by 
[87]. This phenomenon is linked to the increased load and the 
presence of ethanol, which shortened ignition delay, hence 
increasing CO emissions. Additionally, the decrease in CO 
emissions could also be due to the conversion of CO to CO2 taking 
up this reaction from the high oxygen content of the fuel additive 
ethanol. 

3.5. Carbon Dioxide 

Figure 7 is the variation of carbon dioxide (CO2) with engine 
load. The graph shows that as the blend ratio and engine load 
increased CO2 emissions increased but compared to CD their 
emission levels are still lower and almost identical. At 50 % engine 
load the values of CD, and the blends of 90/WPPO5/E5, 
80/WPPO10/E10, 70/WPPO15/E15, 60/WPPO20/E20, 
50/WPPO25/E25 were 3.58 %, 3.35 %, 2.95 %, 2.6 %, 2.55 % and 
2.25 % respectively. 

 
Figure 7: Carbon dioxide versus load 

3.6. Oxides of Nitrogen 

Figure 8 is a variation of engine load with oxides of nitrogen 
(NOX) emissions. The graph plot shows that as the engine load was 
increased there was an increase in the NOX emissions irrespective 
of fuel, blend ratio or EHN. However, the value of NOX emissions 

from the blends 90/WPPO5/E5, 80/WPPO10/E10, and 
70/WPPO15/E15 reported lower values compared to CD fuel. For 
example, at 50 % the values of the blends, was 385 ppm, 396 ppm, 
and 415 ppm, compared to CD fuel at 425 ppm. 

 
Figure 8: Oxides of nitrogen versus load 

Blend 60/WPPO20/E20 and 50/WPPO25/E25 had the highest 
NOX emissions compared to the other blends of 90/WPPO5/E5, 
80/WPPO10/E10, and 70/WPPO15/E15 across all the engine load 
conditions tested. In Figure 8 at 25 % engine load, the two blends 
had values of 205 ppm and 200 ppm respectively. However, at full 
engine load the NOX emissions values increased to 925 ppm and 
885 ppm compared to blend 90/WPPO5/E5 at the same load with 
197 ppm and at full load at 792 ppm. 

From the graph plot in Figure 8, as the blend ratio increased 
there was a direct increase in emissions of NOX across all the 
blended test fuels. However, blend 90/WPPO5/E5 reported the 
lowest values of NOX emissions compared to all the other tested 
blends experimented. The formation of NOX in biodiesel fuel 
combustion strongly depends on the combustion temperatures and 
the oxygen concentration in the combustion zone. The low blend 
ratios of 70/WPPO15/E15, 60/WPPO20/E20, 50/WPPO25/E25, 
show a shortened combustion process. Hence, a poor cooling effect 
and failure to decrease peak combustion temperatures leading to 
increased NOX.  

These findings show a correlation between the alcohol content 
in the fuel and peak flame temperatures, the content of nitrogen, 
and oxygen availability. this study findings are identical to the 
findings of [88]. The increased NOX emissions are a result of the 
presence of nitrogen from the CN improver ENH and other 
contaminants from the WPPO impurities. Additionally, it could be 
due to the generation of radicals of hydrocarbon through molecular 
unsaturation in the blends being identical to the findings of [89, 
90]. The final factor is due to increased EGT temperatures, linked 
to the high oxygen content and the air fuel ratio. 

3.7. Unburnt Hydrocarbons 

Figure 9 is a variation of unburnt hydrocarbons (UHC) 
emission with engine load. As the engine load was increased, the 
UHC emissions increased too. The higher hydrocarbon emissions 
may be due to hydrogen radicals in the diesel-ethanol-WPPO-EHN 
blends. The high fraction of ethanol in blends 70/WPPO15/E15, 
60/WPPO20/E20, 50/WPPO25/E25 contributes to increase in the 
emissions of UHC which is identical to the findings of [62, 91]. 
Who observed it in an SI engine cylinder walls, crevices, and 
quenched cylinder walls with richer air-alcohol mixtures.  

However, the increase is more significant as the engine load 
was in intermediate loads of 75 % moving to or approaching full 
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load. For example, at 50 % engine load, the values of blends were 
22 ppm, 21 ppm, 20 ppm, 18 ppm, and 15 ppm respectively 
compared to full load with 35 ppm, 34 ppm, 32 ppm, 29 ppm, and 
26 ppm (for blends 90/WPPO5/E5, 80/WPPO10/E10, 
70/WPPO15/E15, 60/WPPO20/E20, and 50/WPPO25/E25). This 
leads to the conclusion that at high engine loads the values of UHC 
emissions are significantly high for all the blends of WPPO, 
ethanol and EHN, although comparatively low compared to CD 
fuel.  

The UHC emissions from the blends 90/WPPO5/E5 and 
80/WPPO10/E10 report higher values. Although, the graph plot in 
Figure 9 shows low values compared to the values of CD test fuel. 
However, the general trend by the graph in Figure 9 shows that 
increased blend ratio significantly reduced UHC emissions, across 
all the test fuels irrespective of the engine load condition. This 
reduction is due to the high oxygen content of ethanol and the 
effect of the fuel additive EHN, factors that helped in complete 
combustion. 

 
Figure 9: Unburnt hydrocarbons versus load 

4. Conclusion 

• The variation of BSFC with engine load shows that, as the 
load increases there is an increase in the fuel consumed by the 
test engine as in the graph as shown in Fig.1. However, the 
lower blend ratios 90/WPPO5/E5 and 80/WPPO10/E10 
exhibit identical BSFC values to conventional diesel test fuel 
compared to the other blends. These blends show the lowest 
BSFC values compared to the other WPPO blends.  

• The BTE of blend 90/WPPO5/E5 report values close to the 
values of conventional diesel fuel values. This is due to the 
close blend density values and the gross calorific values of 
WPPO blends, which showed very small and marginal 
differences. This is the case condition at lower blend ratios for 
WPPO blends tested. 

• There is a reduction of UHC emissions with the use of WPPO 
blends, ethanol and EHN, with a notable reduction in NOX 
emissions, especially for the blend 90/WPPO5/E. This is a 
clear indication that this blend performed well when 
compared to petroleum conventional diesel.  

• Although there is an indicated increase in the emissions of 
CO, CO2 NOX and UHC, for all the blends of WPPO, ethanol, 
and EHN. There is a clear indication in the graph plots 
discussed that blended fuels have low emission levels 
compared to conventional petroleum diesel in relation to the 
ASTM standards during experimentation.  

• During experimentation, the blends of WPPO, ethanol, and 
EHN report identical temperature characteristics to CD test 
fuel as the engine load hits 75 % heading to 100 % (full load). 
This is due to the presence of ethanol responsible for 
decreased ignition delay. 
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 Recently, there is an enormous research on the smart campus concept due to the revolution 
of the IoT technologies. The motivation of this paper is to: reinforce the safety on campus, 
reduce the cost, and take one step forward toward a University smart campus. In this paper, 
we are not only proposing a framework that would act as an instantaneous responder, but 
we also provide a glimpse of the evolving research on smart campus. In addition, we 
explore the challenges, and highlight the future work regarding this on-the-spot responder 
system. 
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1. Introduction 

The smart campus concept has been the main focus of many 
researchers recently due to the valuable insights gained toward 
developing smart cities. The university campus theoretically is a 
small city where it delivers variant services to variant users. There 
are several factors that attract the investigators to study the smart 
campus including: delivering high quality services, protecting the 
environment, and saving the cost. The internet of things is a 
fundamental part of the smart campus, and it is inescapable 
getting it invoked. 

The internet of things is a communication paradigm that 
gained its tenacity from its capability of connecting variety of 
everyday life objects to the internet. These objects include, but not 
limited to, sensors, robots, security locks, alarms, drones, 
appliances, smart grid systems, office equipment and so on. Even 
though IoT is in its early stages, there are many applications and 
standardization that has been developed in many domains 
including: home automation, smart grids, water and waste 
management, traffic control, smart vehicles, healthcare assistance, 
and industrial automation. Moreover, the realization of the IoT 
network is facing two main challenges. First, technical challenges 
because of IoT novelty and heterogeneous nature. Second, 

business challenges due to the lack of complete and approved 
business model that would encourage investments. 

In this paper, we are proposing a safety and security 
framework based on the IoT which would enhance the safety on 
a university campus. The work in this paper is not only an 
extension of the investigation originally presented at the 2016 
International Conference on Future Internet of Things and Cloud 
(FiCloud) [1], but we also propose a new system, and identify the 
limitations and research opportunity in this field.  

The safety on a university campus is a growing concern 
among the campus community across the U.S. and across so many 
other countries due to the horrific crimes and mass shooting 
committed, lately. Regardless of whether the campus is rural or 
urban, large or small, significant number of people on campus 
seems to be reluctant to walk out at night alone [2].  According to 
Clery Center for security on campus [3], the crimes committed by 
students on campus is about 80% of the overall crime number. For 
example, Tennessee State University (TSU) is considered about 
an average in crime rates [4]; However, there were recent cases 
which saddened TSU community such as the shooting in 2015 that 
killed one, and injured three students [5]. Figure 1 shows statistics 
of the crimes committed on post high school education campuses 
in the United States over the period of 2015 to 2017 [6]. Our 
proposed system will not only enhance the safety, but also it 
would reduce the cost, make efficient use of resources, and 
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become one step closer toward a smart campus by utilizing the 
recent advances in technology. 

 

Figure 1 Statistics of The Crimes Committed on more than 11000 Campuses [6]. 

2. Smart Campus and Its Applications 

The smart campus market springs from being a diverse 
environment regarding the services conveyed and the recipients 
of these services. The impact of conveyed services is not limited 
to the academic aspect, but also the social, financial, and 
environmental aspects. We can categorize the current research in 
smart campus into four main areas: intelligent buildings, campus 
smart grid, learning environment, and other applications. Figure 2 
shows the context of a smart campus, its impacts, and many 
examples of its applications. On the rest of this section, we will 
present the research being done toward achieving a smart campus. 

 
Figure 2 Impacts and Applications of Smart Campus Concept [1]. 

2.1. The Intelligent Buildings 

Given that there is no de facto guide which would lead the 
people in the construction industry on how to build an intelligent 
building, a novel approach would be the plan to achieve the 
stakeholders’ goals [7]. The planners need to focus on two main 

aspects. First, Information and Communication Technology (ICT) 
infrastructure where at least one fast backend network is needed 
for both business and building systems. Servers and variant 
sensors are essential part of the automation process of buildings. 
Sensors routine includes, detecting carbone dioxide levels in 
buildings, monitoring building stress, adjusting temperature, 
turning off the services in empty spaces, and measuring humidity 
and pollution levels [8,9]. Second, reporting and collaboration 
between various department is crucial to improve business 
processes and workflow, and it can be done by sharing 
information and reports, and enhancing communication [7]. The 
reports include building occupancy, staff attendance, patterns of 
utility usage, real-time warnings, energy usage, and so on. 
Knowing that the productivity gets increased by boosting the 
comfort of the community on campus, the stakeholders would 
make that as one of their goals [10].  

2.2. Campus Smart Grid 

Smart grid “is an opportunity to use new information and 
communication technologies (ICTs) to revolutionize the electrical 
power system” [11]. There are many universities adopting smart 
grids such as Oregon State University, which integrated 
Synchrophasor technology to have better monitoring and 
alarming system; however, the optimized results are not realistic 
due to the fact that this technology is relatively new and needs 
further studies [12]. In case of failures with SCADA, Santos et al. 
[13] suggests an automation process of power restoration using 
Open Platform Communications (OPC) protocol, and to 
characterize detection, isolation, and self-healing. Examining 
demand patterns, implementing a self-organized mapping (SOM), 
which is favored load profiling algorithm, and analyzing the 
current grid to provide a methodology and recommendations for 
smart microgrid in a university campus are discussed in [14,15]. 
Web-based systems on a cloud platform are introduced in: [16] 
for the analysis of energy consumption and behavior patterns, [17] 
for the purpose of controlling the demand response, and [18] for 
forecasting of future demand using machine learning (ML) 
models. Bracco et al. [19] propose a quantifying method for the 
usage of primary energy, predict CO2 emissions cut, and assess 
the cost reduction at the University of Genoa campus. Finally, IoT 
made it possible to control and monitor the energy consumption 
by users, identify energy draining devices, and suggests actions to 
optimize their behavior. 

2.3. The Learning Environment  

Given that the primary ambition of e-learning systems is to 
provide an articulated learning environment for learners based on 
their aspirations, knowledge, and talent, Wang et al. [20] 
characterize the learning process in an intelligent environment as 
a recursive process of four stages: learning, assessment, 
interaction, and analysis. Several papers published in this area 
including [21] which proposes students profiling based on their 
behavior over on-campus social network to provide a context-
based personalized learning experience to achieve a ubiquitous 
learning (uLearning); however, additional study in terms of 
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learners’ behavior and content design would exaggerate the 
benefit of such system. Microsoft and MIT started a research 
collaboration to achieve an intelligent campus, so called (MIT 
iCampus) [22]. This collaboration resulted in developing several 
intelligent systems including: class communicator system (CCS) 
to overcome communication issues between instructors and 
students, and class learning partner (CLP), and to provide an 
exercises and instant feedback during the class. Finally, given that 
mobile phones, tablets, laptops, and other wearable devices are 
among the most prominent devices that have influenced this 
universe [23], and utilizing them in education is inevitable.  

2.4. Other Applications  

Even though they do not get enough attention, there are 
plenty of other applications where IoT can be utilized to 
dramatically change campus to a smart one such as: waste and 
water management, parking, voting, safety and security, and so on. 
Regarding waste management, many papers published recently 
including [24-26] which generally suggest planting sensors at the 
bins, and waste trucks that collect real-time data for analysis, and 
a system would use the collected data to suggest better cleaning 
schedule and a superior and cost-effective route for waste 
contractors.  

One the other hand, Mudumbe and Abu-Mahfouz [27] 
present a user-centric smart water management system which 
represent consumption in visual graphs to increase awareness. 
Gabrielli et al. [28] describe a sustainable prototype for smart 
metering devices and the associated network. Despite the 
feasibility of the project, the focus of their experiment is to build 
a sustainable metering device. Moreover, the authors [29,30] 
demonstrate: a parking guidance system for the parking building, 
and an electronic voting system that uses RFID technology for the 
authentication process, respectively.  

Keeping in mind that most of recent work is focused on 
energy, learning environment, and intelligent buildings, the safety 
and security did not attract the attention of researchers; however, 
the intrinsic need of: better safety, instantaneous response to 
emergency, and cost effective solution on campuses actuated our 
team to investigate this area.  

3. Safety and Security System 

In this section, we will describe our system in details. At first, 
we will show the overall architecture of the system followed by 
the technique that will be used to deploy the sensors. Considering 
four different types of undesirable incidents: gun possession, 
assault, burglary and firing arms, we will show how to detect such 
suspicious activity. After that, we will show how to detect and 
track the suspect until the backup team arrives to the scene.   

3.1. System Architecture 

The safety and security system work with a variety of devices 
including: cameras, microphone sensors, glass break sensors, 
Raspberry Pi boards (RPis), a drone, and a server connected to the 

safety and security Operation Control Center (OCC) on campus. 
Figure 3 shows the general architecture of the system. To avoid 
overwhelming one server by making it process all the data 
collected by sensors across the campus, we would use the RPis to 
accomplish a distributed data processing architecture. Taking 
advantage of its cheap cost, the RPis would be used to process 
images, voices and other collected data by attached sensors. In 
case of detecting suspicious activity, the RPi would notify the 
server which will identify the location of the RPi using table for 
mapping the RPi’s ID and its predefined location. The server 
would trigger the alert, identify the fastest route to the incident 
location, and instruct the drone to observe the situation, and wait 
for further actions.   

 
Figure 3 System Architecture 

A sophisticated and robust drone need to be used as an 
instantaneous responder to observe the situation, and send live 
updates to the OCC for assessment and evaluation. The drone’s 
autopilot would be attached to: a 4G dongle for internet 
connection, a GPS, a camera, and a compass.    

3.2. Sensors Deployment 

Since we have different types of sensors and our system 
depend on them, we need to deploy them carefully. The 
deployment technique is planned attentively to achieve two goals: 
to be cost effective regarding the number of sensors, and to avoid 
degrading the effectiveness of the system by deploying less 
sensors than required. The cameras would be deployed at parking 
lots, sidewalks, and buildings’ entrances. The glass break sensors 
need to be deployed inside the buildings. Because one sensor 
covers around 25 feet, we would deploy one sensor per room 
wherever applicable. Finally, we decided to choose a microphone 
that covers 20 to 30 feet in a spherical area such as QSPMIC 
microphone by Q- See. 
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Figure 4 Sound Sensors Deployment  

Figure 4 shows the way of planting the sound sensors where 
every sensor is planted at the end of the previous sensor coverage. 
Thus, the horizontally and vertically distance between sensors is 
equal to the radius of the coverage area (r).  The sound source 
location can be determined using the Time Difference of Arrival 
(TDOA) or Multilateration (MLAT) method [31]. TDOA is an 
algorithm used to determine the location of the sound source by 
calculating the differences in arrival time of the sound at spatially 
separated sensors. The time difference of arrival of sound at 
different sensors must be known and processed at the central 
location. When the possible distance of the source from each 
sensor is drawn, it creates a hyperbolic curve. The location of the 
sound source lies in the intersection of all the hyperbolas from 
different sensors. This method works quite accurately for 
relatively static sources. If dynamic sources to be tagged, 
modified TDOA can be used [32]. 

3.3. Suspicious Activity Detection 

The proposed system considers four different undesirable 
incidents to prove its effectiveness which are: gun possession, 
assault, burglary, and firing arms. The following paragraphs will 
study these scenarios in details.  

Gun possession would be caught using the cameras 
distributed all over the campus parking lots, entrances, and 
sidewalks. The Raspberry Pies (RPis) attached to cameras would 
be able to detect guns automatically using Convolutional Neural 
Networks (CNNs) [33]. CNN is the state of the art technology in 
computer vision and it has been proven as a reliable architecture 
in object detection, giving its high accuracy with sufficient 
training. CNN is a special case of Neural Networks that apply the 
convolution operation to an input image for the purpose of feature 
extraction; however, the usage of the convolution operation 
demands high computational time, which is a challenge in our 
environment, knowing that we are using limited, low-energy 
devices. Fortunately, Iandola et al. [34] were able to achieve a 
smaller CNN architecture that performs the same accuracy as the 
AlexNet-level on ImageNet with fifty times fewer parameters, 
and they named it SqueezeNet. As a result, the SqueezeNet can be 

used on almost any controller or embedded computers. On RPis, 
it takes SqueezeNet approximately 2 seconds to process an image, 
which is enough time to: detect a person with a gun on a sidewalk, 
issue an alarm on the building, automatically close the inner doors 
of buildings, and notify the safety and security OCC on campus.  
Using a significant number of images of different types of guns, 
the SqueezeNet would be trained. The trained model would be 
deployed on the RPis wherever the cameras are applicable. After 
the detection of the gun, the RPis would alert the server. Using the 
predefined mapping between RPis and locations, the server would 
be able to instantaneously deduce the location of the gunman, plan 
the fastest route for drone, and instruct the drone to find and 
tracking the gunman until a backup team arrives to the scene.  

There are some cases where the gun would not be detected by 
the distributed cameras. Therefore, we introduce another method 
for detection which is by detecting the sounds of firing arms. 
Usually, firing the arms and assault crimes are accompanied by 
sounds such as the sounds of gunshots and yelling for help. In case 
of any of these undesirable incidents happened, the microphones 
attached to RPis would catch the accompanied signals, and pass it 
to the neural network to identify if there is any suspicious activity. 
Since the CNN is proven to be effective in speech recognition [35], 
likewise, the SqueezeNet architecture would be used here too. 
Gunshots and yelling for help spectrograms would be used to train 
the network, and the pre-trained model would be deployed on the 
RPis. Similar to the previous scenario when the detection happens, 
the RPis would notify the server. Then, the server would identify 
the location of the incident and instruct the drone to observe the 
situation.  

For burglary detections, we are using a glass break sensors 
which are connected to RPis. By listening to acoustical 
frequencies generated when a glass gets broken, the sensor would 
alert the RPi over the wireless which would lead to issuing an 
alarm to the server. Because the RPi mapped the sensor with its 
location on the building, the server would send the drone to that 
location to give real-time updates of the broken window. This 
would be important in case the burglar tried to run away because 
the drone can always detect and track people on the scene. 
Meanwhile, the OCC room should have sent a backup team to that 
room to investigate the situation. 

3.4. Target Detection and Tracking  

As soon as the drone arrives into the scene, it has to detect 
and track the suspect. To add more capability, our algorithm 
would allow two methods of detection: manually and 
automatically based on the situation. Figure 5 shows the general 
flowchart of target detection and tracking process. Upon the 
arrival of drone, it would start: capturing videos frames, notifying 
the OCC with updates, and analyzing the captured frames for 
detection of the suspect. Knowing that CNN requires high 
computation demand, Histogram Oriented Gradient (HOG) [36] 
would be used to detect upright persons in the scene. Because we 
need to reduce the computation overhead of the RPi on drone, we 
would analyze only five frames out of the twenty-five frames per 
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second that the camera can detect. If there is more than one upright 
person on the scene, the system would allow the OCC to decide 
which one to track. Otherwise, the drone will track the detected 
target. Regardless of the method used to detect the target, the 
drone will keep the target on its camera frame center, while the 
OCC will get real-time updates of the location which would be 
shown on an interactive map. Because we don’t want to 
overwhelm the drone’s connection to the internet, the OCC will 
get few captured frames only.  

 

Figure 5 Target Detection and Tracking Flowchart 

For the tracking, our system would allow the manual tracking 
of the suspect where the OCC officer can remotely control the 
drone without the need for frames analysis; however, this would 
require a high speed internet because the OCC needs a live 
streaming to be able to remotely control the drone. In case of 
automatic tracking, the optical flow method and its estimation 
using the Lucas-Kanade method will be used to track the suspect 
at the first frame only of every second [37,38]. The method works 
as the following: consider a pixel I(x,y,t) at the first frame, and it 
moves by distance dx, dy, in the frame that is compared to which 
is taken at dt. Because we are tracking the same person on real 
time, we assume the intensity does not change.   

                𝐼𝐼(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝐼𝐼(𝑥𝑥 + 𝑑𝑑𝑥𝑥, 𝑦𝑦 + 𝑑𝑑𝑦𝑦, 𝑡𝑡 + 𝑑𝑑𝑡𝑡)           (1) 

by taking Tylor series approximation, and dividing by dt, we get:  

 𝑓𝑓𝑥𝑥𝑢𝑢 +  𝑓𝑓𝑦𝑦𝑣𝑣 +  𝑓𝑓𝑡𝑡  =  0                 (2) 

𝑓𝑓𝑥𝑥 = 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

;    𝑓𝑓𝑦𝑦 = 𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦

                    (3) 

𝑢𝑢 = 𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡

;  𝑣𝑣 = 𝑑𝑑𝑦𝑦
𝑑𝑑𝑡𝑡

                         (4) 

Then, using the Lucas-Kanade method, the final solution will be: 

 

            [u
𝑣𝑣] = [ ∑𝑖𝑖fx𝑖𝑖

2 ∑𝑖𝑖fxifyi
∑𝑖𝑖fxifyi ∑𝑖𝑖fyi

2 ]−1[−∑𝑖𝑖fx𝑖𝑖ft𝑖𝑖
−∑𝑖𝑖fy𝑖𝑖ft𝑖𝑖

]                    (5) 

Then, the drone will move to the desired direction to 
make u, and v in its frame center. This method will be repeated 
once every second. Because we are capturing from the drone, the 
capture has a wide area where the suspect is in the center of the 
frame. It is less likely that the suspect will be able to go beyond 
the area of the drone’s camera in one second. So, we are 
processing one frame per second only, and to avoid overwhelming 
the RPi with computation demands. Figure 6 illustrates the 
detection and tracking process, and the movement of the drone.  

 
Figure 6 Target Detection and Tracking  

4. Challenges and Future Work 

Basically, the proposed safety and security framework 
inherited the obstacles that are facing the smart campus market 
which we can summarize in three areas: technical, financial, and 
political. 

The technical barriers can be observed from the following 
perspectives: security, privacy, and configuration [1]. Being able 
to planet a massive number of low-energy and wirelessly 
connected devices on campus and meeting the security 
requirements is a problematic task due to the heterogeneous and 
intensive communication environment. Giving that we are 
utilizing various types of sensors, the privacy of people on campus 
is an issue where we need to be absolute that nobody can misuse 
the system to invade the people’s privacy. Adopting the safety and 
security system on campus would result in using hundreds if not 
thousands of sensors which can be an enormous burden to 
configure them manually. Certainly, new ways of the automated 
configuration of IoT devices need to be thoroughly investigated. 
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In general, the smart campus market is facing financial 
difficulties giving that the limited resources of universities, 
regardless of immature experiences here and there. Even though 
the proposed system would save the university tons of many 
regarding the number of security officers on the long term, the 
initial investment is an impediment to the implementation of this 
system.  

Regarding political hindrances, this system would need a 
waiver of some restrictions for unmanned aerial vehicles (UAV) 
by the Federal Aviation Administration (FAA), in the United 
States  or such agencies in other countries, such as:  the maximum 
altitude of 400 feet above ground level, visual line of sight, 
daylight only operations and some others [39]. Also, the system 
may face forceful opposition from people on campus and nearby 
neighborhoods regarding the invasion of their privacy. Even 
though it is almost inconceivable, the opposition of anti-tech 
security officers is a possible hindrance that needs to be 
considered.  

After finalizing the implementation, our work opens the 
doors for researchers to improve the capability of this system to 
achieve optimum performance. The detection of outlaws during 
night-time and tracking them is a possible area of improvement. 
Moreover, the profiling of crimes respecting the hotspots, timings, 
and frequent suspicious activities using data collected by sensors 
would provide copious information about the crimes. The refined 
information would lead to crimes’ prediction and prevention, 
eventually. Reducing the time between incident and arrival of 
drone is another area of improvement. Arming the drone with stun 
gun shocks could be considered for improvement. In addition, 
finding ways to avoid outlaws targeting the drone such as working 
on a bulletproof drone structure and trying to balance that with the 
speed of the drone is another area of improvement. 
5. Conclusion  

After presenting the recent work in smart campus 
technologies using IoT, we proposed a safety and security 
framework tailored to fit any university campus that would like to 
take advantage of recent advances in technology. The proposed 
framework would act as an instantaneous responder to incidents 
that could happen on campus. The proposed system is a good tool 
that would not only detect the incidents, but also it can track the 
outlaws even outside the campus until a backup team arrive to the 
scene. Also, we discussed the challenges of the system from three 
different perspectives: technical, and financial, and political. 
Finally, we highlighted the future work for this system to achieve 
its optimum performance.  
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 This paper considers active disturbance rejection control (ADRC) as a new control 
approach for pH neutralization process. The pH process is challenging to control due to its 
sensitivity to disturbance, nonlinear dynamics, and time-varying characteristics. Special 
attention is paid to the impact of disturbances typically exists in the chemical process. First, 
the pH neutralization process nonlinear model is presented, then the active disturbance 
rejection control is described briefly and a pH neutralization process closed-loop control 
system is designed on its bases, and investigated with simulation. More robust and better 
disturbance rejection performances are achieved compared to the control technique of 
feedback linearization (FL).  
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1. Introduction  

This paper is an extension of work presented initially in 2018 
15th International Computer Conference on Wavelet Active Media 
Technology and Information Processing (ICCWAMTIP) [1]. 
Control of pH neutralization in the chemical and biotechnological 
industries is a typical process [2]. The pH of this effluent must be 
retained within environmental boundaries, before discharging the 
effluent streams from wastewater treatment plants. Tight pH 
control is also critically required in pharmaceutical production. 
However, owing to the high nonlinearity of the pH process, robust 
and high performance pH process control is often difficult to obtain 
[3-5]. The process gain of these processes can differ from a small 
range of pH values to several orders of magnitude. Thus it can 
exhibit severe static nonlinear behavior. 

So far, many authors have proposed, developed, and 
implemented different control techniques to overcome this 
problem. The classical PID controller is the first technique applied 
to control the pH [6-8]. In the field of industrial applications, the 
PID controller is considered as the most popular controller types, 
but it has been unable to satisfy the growing demand for efficiency, 
speed, and accuracy. Nonlinear control techniques also have been 
applied [9-21]. Other works involve intelligent control technique 
[22, 23]. In general, most of the above methods require an adequate 
model, which could not be easy to obtain, add to that the 
complexity of the controller design based on the above approaches. 
Hence, pH neutralization process requires a new approach to 
control it.  

In [24-26], Han introduced the powerful control technique 
active disturbance rejection control (ADRC) and simplified and 
identified in [27]. The states and disturbance can be estimated in 
the ADRC before an error can occur, which can ultimately attain 
early compensation and disturbance resistance. Since it was 
introduced, the ADRC method has gained worldwide attention and 
broad implementation and has become common after its linear 
form has appeared [28]. In many fields, ADRC has been 
implemented effectively, benefiting from its full control 
characteristics as fast system response, large scale adaptation, and 
small overshoot [29]. 

In this technique, a unique state observer is used to estimate 
what is called total disturbance. The uncertainties in the dynamics 
of the internal process and the disturbances of the output are 
considered as total disturbances. This observer is called the 
extended state observer (ESO), and it can track the state-space 
model’s extended state, which can achieve this goal. The plant’s 
state-space model should include only the model estimate. A linear 
model in a state-space form may be an estimate for a nonlinear 
system [29]. 

This work proposes a different control technique based on 
estimating the disturbances and actively rejecting it for pH 
neutralization process. All the disturbances typically presented in 
pH process are lumped together in one signal called total 
disturbances. The extended state observer tracks these 
disturbances and the control law cancels it.  

The organization of this paper is as follows. The pH process’s 
model is given in section 2. Section 3 briefly presents the technique 
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of feedback linearization. Section 4 shows the ADRC control 
system for the pH process. Section 5 gives the simulation results, 
and section 6 gives a general conclusion. 

2. Model of pH Process 

Figure 1 shows a schematic diagram describing the pH process. 
The process consists of an acid flow rate (q1), buffer flow rate (q2), 
and the base flow rate (q3) mixed in the tank. pH4 represents the 
output of the process, where q3 represents the control input. By 
using the conservation equations of the reaction invariants and 
equilibrium relations, a dynamic model has been derived. Set tank 
volume (V), Ideal mixing, constant density, and full ion solubility 
are considered as assumptions for modeling. The system’s 
chemical reactions are: 

H2CO3 ↔ HCO3
− + H+, 

HCO3
− ↔  CO3

2− + H+, 

H2O ↔ OH− + H+ 

 

The reaction’s equilibrium constants are 

𝐾𝐾𝑎𝑎1 = [HCO3
−]�H+�

[H2CO3]
, 

𝐾𝐾𝑎𝑎2 = �CO3
2−��H+�

�HCO3
−�

, 

𝐾𝐾𝑤𝑤    = [H+][OH−] 
The chemical balance is formed using the reaction invariant 

concept [30]. The invariants concentrations are (i=1,2,3,4): 

𝑊𝑊𝑎𝑎𝑎𝑎 = [𝐻𝐻𝐻𝐻𝑂𝑂3−]𝑎𝑎 + [𝐻𝐻+]𝑎𝑎 − 2[𝐻𝐻𝑂𝑂32−]𝑎𝑎 − [𝑂𝑂𝐻𝐻−]𝑎𝑎, 

𝑊𝑊𝑏𝑏𝑎𝑎 = [𝐻𝐻𝐻𝐻𝑂𝑂3−]𝑎𝑎 + [𝐻𝐻𝑂𝑂32−]𝑎𝑎 + [H2CO3]𝑎𝑎, 

where Wai is a charge-related quantity, and Wbi is the carbonate 
ion concentration, and they are independent of the extent of the 
reaction. The concentration of the hydrogen ion is calculated from: 

𝑊𝑊𝑎𝑎𝑎𝑎 + 𝑊𝑊𝑏𝑏𝑎𝑎

𝐾𝐾𝑎𝑎1
�𝐻𝐻+�𝑖𝑖

+2𝐾𝐾𝑎𝑎1𝐾𝐾𝑎𝑎2
�𝐻𝐻+�𝑖𝑖

2

1+ 𝐾𝐾𝑎𝑎1
�𝐻𝐻+�𝑖𝑖

+𝐾𝐾𝑎𝑎1𝐾𝐾𝑎𝑎2
�𝐻𝐻+�𝑖𝑖

2
+ 𝐾𝐾𝑤𝑤

[𝐻𝐻+]𝑖𝑖
− [𝐻𝐻+]𝑎𝑎 = 0. 

The hydrogen ion [H+]4  with the following relationship 
calculates the pH of the effluent stream: 

𝑝𝑝𝐻𝐻4 = −𝑙𝑙𝑙𝑙𝑙𝑙10([H+]4) 

The dynamic model is given by the vessel’s material balance: 

𝑉𝑉 𝑑𝑑𝑊𝑊𝑎𝑎4
𝑑𝑑𝑑𝑑

= 𝑞𝑞1(𝑊𝑊𝑎𝑎1 −𝑊𝑊𝑎𝑎4) + 𝑞𝑞2(𝑊𝑊𝑎𝑎2 −𝑊𝑊𝑎𝑎4) + 𝑞𝑞3(𝑊𝑊𝑎𝑎3 −𝑊𝑊𝑎𝑎4), 

𝑉𝑉 𝑑𝑑𝑊𝑊𝑏𝑏4
𝑑𝑑𝑑𝑑

= 𝑞𝑞1(𝑊𝑊𝑏𝑏1 −𝑊𝑊𝑏𝑏4) + 𝑞𝑞2(𝑊𝑊𝑏𝑏2 −𝑊𝑊𝑏𝑏4) + 𝑞𝑞3(𝑊𝑊𝑏𝑏3 −𝑊𝑊𝑏𝑏4) . 

This put the process model in a state-space form as 

�̇�𝑋 = 𝑓𝑓(𝑥𝑥) + 𝑙𝑙(𝑥𝑥)𝑢𝑢 + 𝑝𝑝(𝑥𝑥)𝑑𝑑                                     (1)                                              

where 

𝑢𝑢 = 𝑞𝑞3,      𝑥𝑥 = [𝑊𝑊𝑎𝑎4  𝑊𝑊𝑏𝑏4]𝑇𝑇 ,     𝑑𝑑 = [𝑊𝑊𝑎𝑎1  𝑊𝑊𝑏𝑏1]𝑇𝑇 , 

𝑓𝑓(𝑥𝑥) = �
−
𝑞𝑞1
𝑉𝑉
𝑥𝑥1 +

𝑞𝑞2
𝑉𝑉

(𝑊𝑊𝑎𝑎2 − 𝑥𝑥1)

−
𝑞𝑞1
𝑉𝑉
𝑥𝑥2 +

𝑞𝑞2
𝑉𝑉

(𝑊𝑊𝑏𝑏2 − 𝑥𝑥2)
�, 

𝑙𝑙(𝑥𝑥) = �

1
𝑉𝑉

(𝑊𝑊𝑎𝑎3 − 𝑥𝑥1)

1
𝑉𝑉

(𝑊𝑊𝑏𝑏3 − 𝑥𝑥2)
� ,         𝑝𝑝 = �

𝑞𝑞1
𝑉𝑉

   0

0   
𝑞𝑞1
𝑉𝑉

�. 

Note that Eq. (1) is linear in p, and the unknown parameters 
are presented in the vector d . The relation between the state 
variables x and the output y is nonlinear as shown by 

𝑐𝑐(𝑥𝑥,𝑦𝑦) = 0,                                                                  (2)                                                                          

where 

𝑐𝑐(𝑥𝑥,𝑦𝑦) = 𝑥𝑥1 + 10𝑦𝑦−14 − 10−𝑦𝑦 + 𝑥𝑥2𝑐𝑐𝑥𝑥2,                    (3)                            

𝑐𝑐𝑥𝑥2 =
1 + 2 × 10𝑦𝑦−𝑝𝑝𝑘𝑘2

1 + 10𝑝𝑝𝑘𝑘1−𝑦𝑦 + 10𝑦𝑦−𝑝𝑝𝑘𝑘2
, 

𝑝𝑝𝑘𝑘1 = −𝑙𝑙𝑙𝑙𝑙𝑙10𝑘𝑘𝑎𝑎1,     𝑝𝑝𝑘𝑘2 = −𝑙𝑙𝑙𝑙𝑙𝑙10𝑘𝑘𝑎𝑎2.         

 
Figure 2: The dynamics of the pH process 
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Table 1 shows the nominal values of the parameters. 

Table 1. Model Parameters Nominal Values  

Parameter Nominal value 
V 2900 ml 
Ka1 4.47 × 10−7 
Ka2 5.62 × 10−11 
[q1] 0.003 M HNO3 
 5 × 10−5 M H2CO3 
[q2] 0.03 M NaHCO3 
[q3] 0.003 M NaOH 
 5 × 10−5 M NaHCO3 
q1 16.6 ml/s 
q2 0.55 ml/s 
q3 15.8 ml/s 
pH4 7.00 
Wa1 0.003 M 
Wb1 5 × 10−5 M 
Wa2 -0.03 M 
Wb2 0.03 M 
Wa3 −3.05 × 10−3 M 
Wb3 5 × 10−5 M 
Wa4 −4.50 × 10−4 M 
Wb4 5.5 × 10−4 M 

 
Figure 2 shows the static dynamics of the pH process, which 
shows strong nonlinearity. 

3. Feedback Linearization Technique 

For the severely nonlinear system expressed in (1-3), a 
nonlinear controller based on feedback linearization (FL) 
technique is first designed.  

Consider the following nonlinear system 

ẋ = f(x) + g(x)u,     y = h(x)                                                (4)   

The objective is to find a linear differential relation between a new 
input v and the output y. The system has a relative degree r if     

LgLfi = 0         0 ≤ i ≤ r − 2                                                   (5) 

LgLfr−1h(x) ≠ 0          

where Lf in the direction of  f is the Lie derivative. Suppose the 
system above has a relative degree of 𝑟𝑟 and is linearizable, then the 
input transformation 

𝑢𝑢 =
𝑣𝑣−L𝑓𝑓

𝑟𝑟ℎ

L𝑔𝑔L𝑓𝑓
𝑟𝑟−1ℎ

                                                                               (6) 

hence, the relation between y and v is linear as 

y(r) = v                                                                                      (7) 

For the pH process, by differentiating (3) using (1) we get 

ẏ = −cy−1(x, y)cx(y)[f(x) + g(x)u + p(x)d]                       (8) 

where 

cx =
∂c(x, y)
∂x

      = [cx1 cx2], 

cx1=1, 

cx2 = 1+2×10y−pk2

1+10pk1−y+10y−pk2
.  

cy = (ln10) × �x2 �
10pk1−y + 10y−pk2 + 4 × 10pk1−pk2

(1 + 10pk1−y + 10y−pk2)2 �

+ 10y−14 + 10−y�, 

Since −cy−1(x, y)cx(y)g(x) ≠ 0  for all x  and y  of interest, the 
relative degree r = 1, and the linearization relation is 

u =
v + [f(x) + p(x)d]cy−1(x, y)cx(y)

−cy−1(x, y)cx(y)g(x)
 

Now, assume v is the output of a PID controller in the form 

v = kPe + kI ∫ e + ysṗ                                                            (9) 

where  e = ysp − y  and ysp  is the reference signal, kP  is the 
proportional gain, ki is the integral gain. 

The control structure of the FL controller is shown in Figure 3. 

 
Figure 3: The control structure of the FL controller 

4. ADRC Solution for the pH Process 

It is shown that the control structure using the feedback 
linearization method is very complicated. To simplify the control 
design, ADRC is designed. It is shown that all the nonlinear and 
time-varying terms under ADRC are components of the total 
disturbance that need to be estimated and rejected, making the 
design and structure much more straightforward. 

4.1. Conventional linear ADRC 

We can rewrite the system described in (1) as  

�̇�𝑦 = 𝑓𝑓 + 𝑏𝑏𝑢𝑢                                                                (10)                                                               

where f  is the total disturbance, and b  is the coefficient of the 
output change rate to the control variable step and varies all 
through the process. Now, ADRC task is to estimate f in real time 
and cancel it in the control law, which putting the extended state 
observer as a choice tool from the modern control theory. Define 
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the cases as x1 = y  and x2 = f , where the extended state is 
represented by x2; then, Eq. (10) rewritten as 

��̇�𝑥1�̇�𝑥2
� = �0 1

0 0� �
𝑥𝑥1
𝑥𝑥2� + �𝑏𝑏0� 𝑓𝑓

̇ 

𝑦𝑦 = 𝑥𝑥1                                                                             (11) 

 An ESO can be constructed to estimate the states 

�ż1ż2
� = �0 1

0 0� �
𝑧𝑧1
𝑧𝑧2� + �𝑏𝑏0� 𝑢𝑢 + �𝛽𝛽1𝛽𝛽2

� (𝑦𝑦 − 𝑦𝑦�)    

𝑦𝑦� = 𝑧𝑧1                                                                           (12) 

where β1 and β2 represent the gains of the observer. 

The total disturbance z2will be estimated by a well-tuned observer 
in Eq.(12), and the control law 

𝑢𝑢 = −𝑧𝑧2+𝑢𝑢0
𝑏𝑏

                                                             (13) 

where u0 is a virtual control signal, then Eq.(10) reduced to  

�̇�𝑦 = 𝑢𝑢0 + (𝑓𝑓 − 𝑧𝑧2) ≈ 𝑢𝑢0                                         (14)                                                         

 which can be easily controlled using a proportional controller. 

𝑢𝑢0 = 𝑘𝑘𝑝𝑝(𝑟𝑟 − 𝑧𝑧1)                                                      (15)                                               

Here kp is the controller gain and r is the reference signal. 

The structure of the ADRC is shown in Figure 4. 

 
Figure 4: ADRC structure for a first-order process 

The gains of the observer are chosen as  β1 = 2ωob  and β2 =
ω2

ob to put the observer poles at −ωob . In the same way, the 
controller gains are selected as kp = ωc  to put the pole of the 
control loop at −ωc.  ωob  and ωc  are called the observer 
bandwidth and controller bandwidth, respectively. 

 
Figure 5: ESO based reduced-order ADRC 

4.2. Reduced-order  ADRC (rADRC) 

In the ADRC, a second-order ESO is used to obtain the 
extended state compensation estimate; however, redundancy 
occurs when the state’s first component can be directly measured 
[31]. A reduced-order state observer is employed, as shown in 
Figure 5. 

The state observer of reduced-order for x2 is  

ż2 = −𝜔𝜔𝑙𝑙𝑏𝑏𝑧𝑧2 − 𝜔𝜔𝑙𝑙𝑏𝑏𝑏𝑏𝑢𝑢 + 𝜔𝜔𝑙𝑙𝑏𝑏ẏ                                  (16) 

where ωob (>0) determines the convergent rate of the ESO. To 
avoid intensifying measurement noises by direct numerical 
differentiation of signal y in (16), we define a new state as 

𝑧𝑧 = 𝑧𝑧2 − 𝜔𝜔𝑙𝑙𝑏𝑏y                                                           (17) 

Therefore (16) may be rewritten as 

ż = −𝜔𝜔𝑙𝑙𝑏𝑏z −𝜔𝜔𝑙𝑙𝑏𝑏
2𝑦𝑦 − 𝜔𝜔𝑙𝑙𝑏𝑏bu                                     (18) 

which combined with 

𝑧𝑧2 = 𝑧𝑧 + 𝜔𝜔𝑙𝑙𝑏𝑏y                                                                 (19) 

constitutes the reduced-order ESO. The remaining controller 
design is the same as those above. 
5. Simulation Results 

A comparison between the performances of the designed FL 
and ADRC controllers is carried out through simulation. The 
change in buffer and feed stream flow rate is regarded as a 
disturbance to the system and shown in Fig. 6. The ADRC 
parameters are shown in Table 2.  

Table 2. ADRC controller parameters 

ADRC ωob = 5 b = 0.05 ωc  = 10 
rADRC ωob = 0.9 b = 0.05 ωc  = 10 

 

 

 
Figure 6: The change of buffer and feed stream flow rate 
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There are two cases considered in this simulation. 

A. Constant Parameters 

First, let us look at the case of the constant parameter. The 
efficiency of both disturbance rejection (Figure 7) and setpoint 
tracking (Figure 8) is examined to evaluate the effectiveness and 
robustness of the control system. A comparison to the FL 
controller carried out to illustrate the advantages of the ADRC as 
well as the rADRC. It can be observed from Figure 7 the 
superiority of ADRC and rADRC over the FL controller. We can 
see from Figure 8 that ADRC tracks the change in setpoint very 
well, and rADRC tracks it even better, while the FL controller 
shows some overshoot with longer settling time. 

 

 
Figure 7: The performance of disturbance rejection 

 

 
Figure 8: The performance of setpoint tracking 

B. Variations in the parameters 

The parameters changes are discussed In this case. They are 
regarded and handled as a system’s internal disturbance. Figure 9 
shows the changes in the concentrations of the feed stream. 

 

 
Figure 9: Variations in the concentration of the feed stream  

Figure 10 shows the performance of the disturbance rejection, 
while Figure 11 shows the performance of the setpoint tracking. 
We can see obviously that ADRC and rADRC are superior to the 
FL controller. 

 

 
Figure 10: The performance of disturbance rejection with variation in parameters 

 

 
Figure 11: The performance of setpoint tracking with variation in parameters 
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6. Conclusion 

A novel control technique (ADRC) for a pH process is 
presented in this paper. ADRC is an excellent solution to the 
process that needs a high performance controller to overcome the 
modeling errors and disturbances. ADRC’s pH simulation studies 
showed a major enhancement over nonlinear FL control. For more 
analysis, a reduced-order ADRC was designed and proved that it 
has the most significant performance in regulating the pH in the 
existence of the input and external disturbances. The ADRC 
method is a strong algorithm, particularly in rejection of 
disturbances. Compared to FL control technique, design and 
tuning are much more straightforward.  
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 The most important biological factors, mainly determining the economic efficiency of milk 
production, are the productivity potential and the level of viability of cows. The aim of the 
work is to predict the bio-economic effects in a heterogeneous population of dairy cows 
taking into account the decrease in the length of productive life with increase in milk 
productivity. In the considered model situation, with an increase in the productivity of cows, 
the total profit per cow per year increases, while the profitability of production may decline. 
The developed algorithms are supposed to be used for solving the problems of optimizing 
the management of the dairy cow herd and planning technological development in animal 
husbandry. 
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1. Introduction 

Used abbreviations and terms:  PL is length of productive life 
(the number of consecutive lactations of 305 days each); PP is the 
potential of productivity, VP is the viability potential, CR is 
constitutive resistance, dry period is the period from the end of 
lactation to calving; calving period is lactation period + dry period. 

Due to the reduction in the total size of dairy cattle population, 
the rate of decline in milk production in the Russian Federation is 
not compensated by a positive trend of increasing the average 
productivity of cows.  The use of imported breeding material on a 
large scale and the use of intensive industrial technologies in milk 
production are accompanied by a decrease in the level of 
biodiversity, an increase in “productivity diseases”, a decline in 
reproduction, a deterioration in the quality and safety of the 
products obtained. Similar problems in the field of dairy cattle 
husbandry have arisen in recent decades in other countries, since 
the high productivity of cows is often associated with an increased 
frequency of culling. [1, 2]. Therefore, to ensure profitability and 
overall sustainability of milk production, it is necessary to 
intensify research in the field of biology of the viability and 
productive longevity of cows [2 - 4]. It is necessary to search for 
biological traits and technical tools for the collection and 
transmission of information for early prediction of the health 

status of lactating cows at the earliest possible stages of postnatal 
life [2, 3].   

Previously, it was shown that for early assessment and 
prediction of viability in groups of dairy cows, the trait of 
constitutive resistance can be used as an integral indicator 
reflecting the effects of age-related decline in protective forces [5], 
as well as the reciprocal of the rate of cows culling in first lactation. 
An analysis of empirical data reveals the presence of 
heterogeneity in terms of survival parameters in populations of 
various animal and human species. The data from bio-medical 
studies show that the patterns of mortality in a population 
considered as one whole may differ significantly from the 
mortality frequencies in the constituent subpopulations [6, 7]. 
There are data indicating the heterogeneity of dairy cattle 
populations on survival parameters [8, 9]. In the context of the 
stated approach, the main factors determining the lifetime 
productivity of cows are PP and VP. Age dynamics of milk 
production in groups of cows with different PL is determined by 
a specific combination of these factors. 

From the viewpoint of planning the development of the dairy 
industry, it is important to have methodological tools for a 
comprehensive assessment and forecasting the influence of the 
most critical factors in the selection, reproduction and housing 
condition of dairy livestock. In this paper, as a starting point in 
this direction, we propose a pilot model for predicting bio-
economic effects when varying a set of factors, including milk 
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production potential and the rates of disposal of the herd in a 
heterogeneous population of dairy cows. When setting the initial 
data, an empirically fact of a decrease in PL with increasing milk 
production was taken into account, especially pronounced in 
highly productive cows. 

The aim of this work is the systematization of previously 
identified empirical patterns and the development of a pilot 
numerical model for predicting the bio-economic effects in a dairy 
cows population which is non uniform in terms of PP and VP. 

2. Determination of The Numerical Values of Parameters 
using Empirical Data 

2.1. Milk Production Potential 

To estimate the potential of milk production in the i-th 
homogeneous group, cumulative 305 d milk yield data are used 
for consecutive lactations, ymi(t), ranging from 4 (t = 4) to the last 
completed lactation timax. Age dynamics of 305 d milk yield is 
described by a three-component multiplicative function 

 ymi=Ai ×exp(-exp(-bt))×Dtι (1) 

in which Аi is a potential maximum lactation yield (productivity 
potential, PP), the exp(-exp(-bt)) function describes an age-
dependent increase in the ability to form milk with a gradual 
reaching a plateau level, the function Dt (constitutive resistance, 
CR, D<1) describes an age-related decrease in the ability to 
maintain lactation activity in the i-th group. The maximum yield 
is always less than A by an amount depending on the rate of 
decline of the CR. At small values of D, the peak of milk yield for 
lactation occurs earlier and the cows drop out of the herd more 
quickly.  

Earlier, when analyzing empirical data on cows of the 
Kholmogor and Black-and-White breeds, a linear positive 
relationship was found between PL, expressed by the number of 
last lactations timax, and the value of Di in groups [5]. Thus, the 
value of D has the meaning of viability potential (VP), estimated 
from the age dynamics of 305 d yields in groups. The value of the 
parameter b in the second component of formula (1) varies within 
small limits (0.4–0.5) and for proximate calculations it was 
assumed to be 0.45. 

2.2.  Potential of Viability 

The presence of a positive relationship between PL and the 
“initial” value of the CR in the analysis of the age dynamics of 
milk yield agrees qualitatively with the identified relationship 
between PL and the viability index estimated from the dynamics 
of cows leaving the head (culling by sum of reasons). Culling rate 
is described by the Gompertz function: 

 yc(t)=ΔS(t)/(S(t)×Δt)=B×exp(ct) (2) 

where S(t) is the cohort size at the moment of time t, ∆S (t) is the 
reduction of the cohort size for the period of time ∆t. For lactating 
cows, time is usually expressed as the number of the current 
lactation and ∆t = 1. Parameters B and c can be determined not in 
cohorts (in groups of animals born during the same period of time), 

but according to the data of age structure of the herd (cross-
sectional study).  

The mean PL (T, the average number of lactations in a cohort) 
can be estimated from empirical data using an analytical 
expression [10]: 

 T=exp(B/c)×Ei(B/c)/c (3) 

where Ei(.) is a special function (integral exponent). 

For use in zootechnic practice, we can use the truncated 
Gompertz distribution, which does not take into account a small 
number of longevity record holders. Our numerical simulation 
showed that in the range of values B = 0.04–0.3, c = 0.2–0.8, the 
maximum PL value is approximately 2 times larger than the 
average PL i.e. tmax≈ 2 T or T = tmax/2 [8]. 

The value of the initial rate of disposal yc1 in formula (2) 
means the difference between the number of cows in the first and 
second lactation divided by their number in the first lactation. 
When analyzing production data on the age structure of the dairy 
herd, in particular, on five breeds of the USA and on eight farms 
of the Leningrad region, the existence of a positive linear 
dependence of T on the value of 1/yc1 was revealed [5]. Therefore, 
the value of 1/yc1 has the meaning of predictor of longevity, as 
measured by the dynamics of the disposal of cows from the 
population, herd or cohort [8]. 

The function, inverse to the intensity of disposal, is 
characterized by a decrease in the viability with age ("resistance 
to mortality" according to Gompertz). Thus, at t = 1, the “initial” 
disposal intensity yc1 = B ec is determined, and the reciprocal, 1/yc1 
= B-1 e-c, has the meaning of the initial viability level. 

3. Forecasting Milk Production Efficiency 

3.1. Baseline Data for The Forecast 

In the model situations under consideration, there are four 
groups with consecutive values A = 24, 20, 16, 12 thousand kg 
(the average for the  lifetime milk yield is 12.4; 11.0; 9.35; 7.64 
thousand kg); T = 2, 3, 4. 5 (tmax = 4, 6, 8, 10 lactations); D = 0.95; 
0.91; 0.89, 0.88.  An additional list of source data may include a 
large number of indicators. In this case, this list includes the 
calving period 13 months and the main cost indicators, including 
feed costs, the price of sold milk and culled cows (delivery at a 
meat processing plant, utilization of carcasses of sick cows, etc.). 

3.2. Intermediate Calculations and Target Forecast 

The initial data for each group are calculated: 
- the average lifetime cumulative 305 d milk yield over 10 
completed lactations (ym); 
- the number of replacements of the culled cow on the heifer for 
the total number of 10 lactations (Nr = 10/T); 
- calendar term corresponding to 10 lactations (years); 
- revenue from sold milk over 10 lactations with price of 30 rubles 
per 1 kg of milk, thousand rubles (milk income, m.inc = 30 × ym); 
- revenue from sold culled cow over 10 lactations, thousand rubles 
(realization income, real.inc = cow price × Nr); 
- total revenue, thousand rubles (income, inc = inc.m+ real.inc); 
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- the average price of grown or purchased heifers, thousand rubles 
(heifer cost, Hc); 
- the cost of growing or purchasing heifers, thousand rubles 
(reproduction expenses, repr.exp. = Hc × Nr);  
- the cost of maintenance and technological spending per cow for 
the whole period, thousand rubles (technological expenses, t.exp. 
= 12 × year); 
- feed costs for milk production per 10 lactations, thousand rubles 
(feed expenses, f.exp = 0.6 × inc.m); 
- the sum of expenses, thousand rubles (s.exp = repr.exp + t.exp 
+ f.exp); 
- profit, thousand rubles (income over expenses, IOE = inc.); 
- profitability (% rentability, rent).  

The adopted forecasting scheme assumes a certain method of 
combining in the same algorithm two heterogeneous data, i.e. the 
age dynamics of productivity and the longevity of cows. In the 
literature, there is no description of such an algorithm, and there 
are also no systematic empirical data necessary for detailed 
analysis. The simplified calculation method used in this work for 
ten 305 d lactations at one value of calving interval is as follows. 
Since the average daily milk yield values are used in groups, to 
obtain a forecast of the calendar period for 10 lactations per cow 
place, you can use the above ratio T = tmax/2. For example, at T = 
5 it is necessary to have two periods, i.e. 2 cows with 5 lactations 
and 4 dry periods (100 months of lactation, 24 months of dry 
period). At the same time, in the case of culling, a new 
primiparous cow is transferred to this place, one period of dry 
period is missed, and the total calendar period for which the cost 
of one cow per year is calculated for this group is 10.3 years. For 
the next three groups, these values are 10, 9.9, 9.5.  

4. Results and discussion 

The results of calculating the profitability of milk production 
for 4 model groups (subpopulations) with different values of the 
productivity potential, the average PL, the cost of raising or 
importing young stock and the main technological costs with an 
interval of 13 months are given in Table 1 and Figure 1 and Figure 
2. 
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Figure. 1. Total profit per cow per year in the production of milk in four groups 
of cows with the values of the parameters listed in Table. In groups 1, 2, 3, 4, 
the average milk yield per life is 12.4; 11.0 9, 35, 7.64 thousand kg.; the calving 
period is 13 months. The average price of a culled cow sold in option 1 is 10, 
in option 2 it is 30 thousand rubles. 
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Figure. 2. Profitability of dairy raw materials production (revenue per milk and 
from sale of culled cows / sum of expenses) in four groups of cows with the 
values of the parameters listed in Table. In groups 1, 2, 3, 4, the average milk 
yield per life is 12.4; 11.0; 9.35; 7.64 thousand kg.; the calving period is 13 
months.  The average price of a culled cow sold in option 1 is 10, in option 2 it 
is 30 thousand rubles. 

In the considered model situation, with an increase in the 
productivity of cows, the total profit per cow per year increases, 
while the rentability of production decreases. 

To predict bio-economic effects in real conditions (including 
in terms of long-term planning), it is necessary to take into 
account the variability of interrelations and a wide range of 
possible values of parameters. In this work, seven factors were 
considered, the numerical value of which can vary widely, which 
is the case for different regions of the Russian Federation. At the 
same time, four gradations of two factors (level of productivity 
and viability index) were taken into account with two levels of 
one additional factor. At this stage of the study, the operability of 
the formulated concept and the pilot prediction model were tested. 
With a positive assessment of the results of the first stage, the 
expansion of the empirical base becomes urgent, i.e. obtaining a 
sufficient amount of production data while improving the 
calculation  algorithm. 

In the extended version of the model, additional indicators may 
be introduced into the calculations, including the reproduction 
parameters of the dairy herd. Since, at high levels of milk 
production, there is a shortage of the young animals number, to 
preserve the livestock population size the complex methods are 
developed (separation of bull-sires semen, induction of 
superovulation, in vitro fertilization, transplantation and embryo 
cloning), which increase the cost of reproduction of the dairy herd. 
To provide enhanced herds reproduction, the choice of the most 
appropriate method depends largely on the conditions of the 
territorial distribution of specific farms, as the initial data in the 
forecasting can vary greatly for small farms in the regions and for 
large industrial complexes with intensive technologies located near 
large urban agglomerations. Therefore, in order to rationalize 
management decisions, multivariate model calculations are 
required. 

Researchers working in the field of studying the dynamics of 
human populations have identified the need to identify 
subpopulations in order to correctly predict demographic processes 
[11, 12]. In the process of breeding work in animal husbandry, 
similar problems arise, since an early assessment of the breeding 
value of parents for productive longevity of offspring is important. 
For bull-sires, one of the options for  such an assessment   may be  
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Table. Baseline data and results of the prediction of the bioeconomic efficiency of milk production in groups that differ in productivity potential (A) and viability (D). 

D T A ym Nr Hc years repr. t.exp. inc.m s.exp./year inc./year rent. 

0,95 2 24 124 5 80 10,3 400 124 969,2 268 98,9 37 

0,91 3 20 110 3,3 65 10 214 120 980,7 231 101,4 44 

0,89 4 16 93,5 2,5 50 9,9 125 119 878,2 195 91,2 47 

0,88 5 12 76,4 2 35 9,5 70 114 732,8 164 79,2 48 

Notes: notations are given in the section 3.2. 

the inverse of the rate of disposal in first lactation, measured in a 
group of daughters [13]. When using the latest genomic, 
bioinformatics and telecommunication technologies, there are 
ample opportunities for solving such problems. The use of 
microelectronic sensors and wireless communication allows to 
increase the amount of information captured during screening 
surveys throughout the animal's life, which can dramatically 
increase the possibilities for monitoring and forecasting 
multifactorial bio-economic effects. 

At this stage, it is important to compare the initial prerequisites 
of our calculations with known ideas and concepts related to the 
problems of populations viability. The concept of constitutive 
resistance as the main determinant of productive animal longevity, 
used in this work, is in many ways consistent with the concepts of 
creod according to Waddington [14] and primal health of Odent 
[15]. There is evidence that metabolic diseases occurring in later 
life may arise in utero as a result of suboptimal intrauterine 
conditions. The process by which prenatal defects lead to 
permanent changes in tissue structure and function, and finally to 
low birthweight, is known as developmental programming; i.e. 
placental insufficiency invariably affects embryonic development 
and health in later life [16]. So, the level of viability in heifers is 
being formed epigenetically in the prenatal and postnatal periods 
when exposed to internal and external factors. Our data indicate 
that the value of cow PL depends on the “initial” level of viability 
indicators (at the beginning of the reproductive period). The 
existence of this dependence is indicated by empirical data and, as 
carried out by calculations, a similar relationship follows from the 
general properties of the Gompertz function, traditionally used in 
analyzing the survival of populations.  

5. Conclusion 

The most important biological factors, mainly determining the 
economic efficiency of milk production in dairy farms, are the 
productivity potential and the level of cow viability formed to the 
age of reproductive activity. The length of the productive life of 
cows largely depends on the initial level of viability indicators. 
Currently, the average group potential levels of productivity and 
viability  can be determined from indirect information – the data of 
age dynamics of 305 d milk yields and intensity of cows culling in 
first lactation.  

From the viewpoint of planning the development of the dairy 
industry, it is important to have methodological tools to predict the 
influence of the most critical factors in the selection, reproduction 
and housing condition of dairy livestock. In this paper, we tested 
the operability of the general approach and the algorithm of 

numerical simulation using discrete scales and data approximation 
by the Gompertz function. The results showed that in the 
considered model situation, with the increase of the average of 
lifetime milk yield, the total profit per cow per year increases, 
while the profitability may decline. According to the authors, there 
is reason to assume that the identified consistent patterns reflect a 
general trend, at least in a qualitative sense, since empirically 
established facts and regularities are taken into account in the set 
of initial data. 

After expanding the volume of empirical data, setting 
parameters and modification of algorithm taking into account the 
features of real objects, the proposed forecasting model is 
supposed to be used to optimize the herd management and forecast 
scientific and technological development in dairy cattle husbandry. 
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 Clustering is a branch of data mining which involves grouping similar data in a collection 
known as cluster. Clustering can be used in many fields, one of the important applications 
is the intelligent text clustering. Text clustering in traditional algorithms was collecting 
documents based on keyword matching, this means that the documents were clustered 
without having any descriptive notions. Hence, non-similar documents were collected in 
the same cluster. The key solution for this problem is to cluster documents based on 
semantic similarity, where the documents are clustered based on the meaning and not 
keywords. In this research, fifty papers which use semantic similarity in different fields have 
been reviewed, thirteen of them that are using semantic similarity based on document 
clustering in five recent years have been selected for a deep study. A comprehensive 
literature review for all the selected papers is stated. A comparison regarding their 
algorithms, used tools, and evaluation methods is given. Finally, an intensive discussion 
comparing the works is presented. 
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1. Introduction  

Clustering is a problem of unsupervised learning; the main task 
is to group a set of objects in a manner that the group of objects in 
the same collection called the cluster are more similar (in meaning) 
to each other than those in the other cluster [1][2]. Document 
clustering or (text grouping) is a block analysis application on text 
documents, has applications in automatic organization of 
document, filtering or fast information retrieval and subject 
extraction [3][4]. The text group divides a set of text documents 
into different categories so that the documents in the same category 
group describe the same subject. Text clustering is an essential 
function in the text mining process [5]. Problem of Description 
clustering is one of the key issues for the traditional algorithm of 
document clustering. The objects can cluster in traditional 
algorithm, but the result of clustering cannot give description 
concept. It is therefore necessary to find a way to resolve the 
problem of grouping the document description in such a way to 
meet the specific needs of document clustering [6]–[8].  

For conceptual and meaningful collecting of documents into 
groups (clusters), it is necessary to exploit the semantic 
relationships between words and concept in the documents [9]. For 
this case semantic similarity is needed. The term semantic 

similarity is a specific measure for several pamphlets/concepts in 
contrast with the similarity that capable of roughly- calculations 
with respect to represent grammar (such as the format of the 
string). For this reason, the mathematical instruments are depended 
for asset estimation semantic association among language units 
and ideas or examples, by means of a numerical description 
obtained by comparing information that supports its meaning or 
description of its nature [10]–[12].  

It is often confused with the term semantic relatedness and 
semantic similarity. The semantic relationship involves any 
relationship between two periods, whereas the semantic similarity 
only includes a relationship “is a” [13]. For example, "car" and 
“bus" are similar, but is related to “driving" and “road”. By 
determining topological similarity, Semantic similarity can be 
estimated using the ontology to determine the distance between 
concepts/term [14][15].  

For semantic similarity purpose between concepts many tools 
are used, the most common one is the WordNet. The term of 
WordNet Is the lexicons of the English language database. It’s 
collecting the words into a group of synonyms named syn-sets, 
provides general, short info and register a different semantic 
relationship between these sets of synonyms. Especially WordNet 
is suitable for similarity procedures, because it regulates nouns and 
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verbs in the hierarchy of "is a" relation [16]. Several tools for 
finding semantic similarity between concepts and words have been 
proposed in our literature but most of them have been used 
WordNet. For this paper we reviewed many papers that used 
semantic similarity but we choose only thirteen systems in these 
five recent years that using semantic similarity for clustering 
propose and we give some important information of each of them. 
Our paper organized as follow: in section 2 it’s a literature review 
of papers, in section 3 we give table of discussion of all that 
systems we reviewed before, then we conclude all work in section 
4. 

2. Literature Review 

The main framework of the approach addressed by [17] 
consists of three modules, first one is Page Counts based measures, 
second Snippets and third is taxonomy-based approach. for page 
count four co-occurrence standard measures are used namely 
(WebOverlap, WebJaccard, WebPMI and WebDice), after the 
page count of two words are calculating then checking the context 
of those two words locally by using snippets based on probability 
measure to find out the pattern exist between both words. Also, 
they have used taxonomy-based measure (LEACOCK and 
CHODOROW (LCH) [18], WU & PALMER (WUP) [19], and 
RESNIK [20]) that using WordNet for finding and computing 
similarity between words (X and Y). then for combination the 
result using tow class of Support vector Machin (SVM and 
libSVM). The term of dataset used for evaluation, for training 
propose using MEN dataset [21] Selecting synonymous word pair 
at random from dataset and create non-synonymous for each one. 
However, for testing propose using MC approach [22], and RG 
[23], WordSimilarity-353 (WS) [24]). And using WEKA [25] for 
testing and training of the SVM with suitable demonstrating 
approach LibSVM and the qualified prototypical via determining 
the division ratio is about 70.51%. The results of accuracy were 
obtained near by 72%. 

As explained in [26], the approach in this paper at first finding 
similarity between tow documents then extend to between two 
document sets, after that using clustering and classification to 
group the documents based on similarity measures .the proposed 
measure of similarity called (similarity measure for text 
processing) SMTP and the classification algorithm used are KNN 
based (SL-KNN) single label classification, KNN based (ML-
KNN) multi label classification and for clustering algorithm using 
K-mean Clustering and (HAC) Hierarchical Agglomerative 
Clustering. The result checks the SMTP similarity measure’s 
effectiveness that applying in text application (SL-KNN, ML-
KNN, K-mean and HAC). Also, Compare SMTP performance 
with other five metrics, Cosine, Euclidean, IT-Sim, Extended 
Jaccard (EJ) and Pairwise-adaptive (Pairwise) by using different k 
value and using evaluating measures like (AC (Accuracy), EN 
(Entropy)). It shows that the similarity measure usefulness may 
rely on: 1) the format of feature, e.g., tf-idf or word count; 2) 
application of domains, e.g., image or text; and 3) classification or 
clustering algorithm. In addition, the term of datasets which are 
used for evaluating are three different datasets WebKB download 
from internet, Reuters-8 [27], and RCV1 [28]. Finally, in each case 
the result show the proposed measure SMTP have better 
performance. 

In [29], the system approach for clustering the text document 
is an ensemble approach by using concept from Wikipedia. Two 
kind of clustering used, First approach is Partitional Clustering 
(lexical document clustering (LDC)) have three main phases are ( 
Clustering term, finding documents lexical seed  and Clustering  
text documents ), in phase1 for the clustering purpose the fuzzy c-
means algorithm is used to collecting the columns of matrix the 
(document-term matrix) hence the Fuzzy c-means collect the 
document-terms into k term clusters then in phase2 extract the 
documents representative, that are using as seeds in order for 
clustering all documents later, finally in phase3 based on those 
document seeds of each cluster term the centroid of document will 
be computed. Then the distances among the centroids and 
documents are used for clustering the documents. Second approach 
is Ensemble clustering ELSDC (Ensemble Lexical-Semantic 
Document Clustering) the main phases are (clustering term and 
topic key term selection, lexical seed documents extraction, find 
documents seeds, tagged and by using the consensus method 
collecting the documents). In phases 1 and 2, is same as of (LDC) 
but in phases 3 and 4, BOC and BOW are used for documents 
representation. The relevant concepts extract from Wikipedia by 
wikify module. The Naive Bayes classifier is the component of 
consensus method, by using documents in the same cluster in both 
clustering they are trained. The final cluster is generated after the 
remaining document are classified. However, the feature selection 
Var-TFIDF method are used for both approaches. 

The experimental result has two rounds, in first round find 
comparison between LDA model and lexical document clustering 
(LDC) algorithm, the LDA's main idea is that the document can be 
rate as a distribution probabilistic on the underlying themes seen 
each subject as the terms of probability distribution. The C++ 
implementation are used for the LDA model; in this round It has 
been shown that the LDC can generate results similar to the LDA 
model on some real text data sets based on the representation of 
the duration document. In second round of experiments, find 
comparison between LDC and proposed ensemble algorithm 
(ELSDC).  Show the benefits of incorporating Wikipedia concepts 
into document clustering. For evaluation proposed using 
Normalized Mutual Information (NMI) hence It measures the 
amount of information obtained from the categories given to a 
group of clusters, and has a maximum value of one clustering 
process when re-create the layers perfectly and the minimum it is 
zero. Also, for experiment propose eight datasets are used 
(20Newsgroups (News-sim3, News-rel3 and 20ng-whole), 
Reuters-21578, Classic4 is created from SMART data repository, 
WebKB, SMS Spam Collection and Cade is gathered from the 
content of Brazilian web pages). 

As show in [30], extracting document feature and document 
vectorization to find similarity between Arabic webpages and 
showing the semantic annotation. The main steps in proposed 
approach are, in the first step Extraction of main class features 
using (Arabic VerbNet). The second one is document vectorization 
according to semantic feature by two solutions (semantic class 
probability distribution or Semantic class density) and in third step 
doing clustering and annotation. the model is work as follow the 
annotated document is take to be classified and all opinion word 
will be recognized by using semantic feature extraction and all the 
word will be aggregate to give semantic annotation to the 
document. The result gathered tow experiments, at the first one is 
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showing comparison between clustering only using K-mean 
(standard) and clustering using K-mean with semantic class 
density however, k-mean with semantic probability distribution 
and this is done  by using evaluation measures (purity, MICD and 
DBI) hence the purity show that the clustering with vectorization 
signifies with high score, MICD tend that proposed model is out 
perform than standard k-mean and DBI show that proposed model 
appear to have smaller value than standard is mean that is better 
performance. The Runtime of standard k-mean is longer than the 
time consumed for tow solutions k-mean with vectorization. The 
second experiment showing annotation by using Mean score 
among cluster with both vectorization solution and Mean ratio 
among corpus (MRAC) also with two solution of vectorization. 
However, the datasets used for evaluation propose are collected 
corpus from the archives of online Arabic newspaper and VerbNet 
download from internet. 

In [31], the approach of semantic clustering the text documents 
by using lexical chain and WordNet. The proposed approach in this 
paper are work as follow, at first the polysemy and synonymy are 
two main problem that effect the representation of text, this 
problem is solve by using WordNet based on Word sense 
disambiguation,  after that introducing the lexical chain to capture 
the main theme of text and find the relationship between the word 
sense, then is show that the method can find a true number of 
clustering which is useful for finding the number of k that use in 
K-mean clustering algorithm. Finally, for experimental propose 
the paper show the comparison between all three (Base, DC, DCS) 
and with another system like ASG03 [32], LMJ10 [33] and CSF11 
[34], hence Base is mean (all nouns) the system use all basic 
preprocessing techniques, i.e. term set extraction, stop words 
removing, stemming word and identification of nouns from term 
set but without performing WSD. However, DC is (disambiguated 
concepts) corresponding to the Base, but with preforming WSD 
and finally DCS (disambiguated core semantics) also 
corresponding to the DC, but adds the core semantics extraction 
process and is the proposed method.  

In addition, in this paper for evaluation propose using Reuters-
21578 corpus dataset and the evaluation measure using purity, 
entropy and F1-measure. Finally, the result show that in all 
experimental scheme the LMJ10 is the worst and the term of 
dimensionality reduction the feature account that derived from 
ASGO3 is lower than the number of base and the reduction of DSC 
is between 10% and 40% hence that the CSF11 greater than 74%, 
as well as  the cluster quality obtained using the core semantic 
feature is better than using all nouns and using disambiguated 
concept (or at least comparable to) however the performance of 
using the disambiguation concepts is better than using all nouns, 
This suggests that the proposed disambiguation standard can solve 
the problem in a highly commendable and volatile manner, 
improve quality to a certain extent, and that the features of the 
semantic strings produced by the DCS approach do not only reduce 
the number of semantic concepts without losing much information, 
also adequately the main topic of the document that helps the 
clustering. 

As [9], the model of clustering proposed in this paper 
incorporate Coreference resolution and exploit semantic 
relationship among the words by tackling polysemy and synonymy 
problem using WordNet and semantic similarity. The proposed 

approach consists of five modules are (Coreference Resolution, 
Preprocessing, Synonymy Identification and Sense 
disambiguation, Feature Selection and Bisecting k-means) 
modules. the purpose of those five model are, at first Coreference 
Resolution is the process of identifying Coreference words that 
occur in the document, then the propose of preprocessing model to 
transform the document in more suitable form  and this is done in 
three steps (POS tagging ,Stop word Elimination and 
stemming),after that  Sense Disambiguation and Synonym 
Identification deal with polysemy and synonymy problem in 
document and the model use WordNet for this propose, then the 
feature selection done by weighing the words in document using 
tf-idf, finally the documents are clustered by using Bisecting K-
mean. For experimental propose the paper using four classic 
Datasets (CACM are 60 Documents, CISI are 44 Documents, 
CRAN are 44 Documents, and MED consists of 52 Documents) 
and for evaluating the quality of cluster using purity. The result 
show comparison between Base and proposed model hence the 
Base is the model without (the Coreference resolution, sense 
disambiguation and pruning term), after comparison the term of 
purity result show that the proposed model is observed that achieve 
30% of improvement in clustering purity, that the purity rate of 
Base configuration is 0.55 hence the proposed model is 0.8. 

As [35], Based on style Similarity and structure Clustering 
Web Pages, the model which used in this paper is DOM 
(Document Object Model) tree. The approach using two main 
measures, one of them for structural similarity to find similarity on 
DOM using TED (Tree Edit Distance) for HTML pages and 
another one using (Jaccard similarity measure) for CSS which 
called Stylistic similarity on style sheet information, after that 
based on those similarity measures using (Near neighbor clustering 
technique) for clustering propose, however to combine this 
information using Jarvis and Patrick method (shared nearest 
neighbors) [36]. It is a respectable feature aimed at aggregating 
Internet pages built for pairs similarity metrics. For evaluating 
propose using different threshold value of near neighbor at first 
using 90% edge for resemblance toward luxury near neighbors’ 
pamphlets and 90% threshold for communal close towards 
combine clustering then altered the threshold to 95% until found 
the optimal threshold. The result show that when the threshold was 
90% total number cluster was 12, and when it was 95% the total 
was 24 cluster as well as when it was 85 the total number of 
clusters was only 5, so after few trails they found that for test 
dataset the optimal threshold for both resemblances and 
intersection for communal close parties was near by 85%. As it 
declares that the result is positive as early evaluation. 

As [37], the approach based on Hierarchical agglomerative 
clustering method (HAC) that is based of conceptual annotation of 
documents. The key steps of approach are: (1) pairwise calculation 
of the initial similarity matrix (2) Explanation of newly cluster and 
updating the matrix of similarity (3) post processing of HAC tree 
result. The approach chooses to rely on Lin Measure for pairwise 
similarity and on Base Match Average (BMA) for GroupWise 
semantic similarity, the proposed method uses GroupWise 
semantic similarity to compute the pairwise similarities between 
document for creating the label-base similarities matrix. When two 
clusters are agglomerative a new cluster are creating then 
automatically compute the annotation for this new cluster and then 
the label-based matrix are iteratively update, finally using 
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postprocessing of the tree hierarchy to take the branch lengths 
advantage in the tree to only keep the most meaningful cluster. For 
evaluation propose using (HSC heavy semantic clustering and 
LSC light semantic clustering) approaches for comparison with 
baseline (classical HAC with naive cluster annotation) by using 
Normalized Robinson-Foulds Distance measure hence the lower 
the distance the higher resemblance. The result after comparison 
between approaches (HSC, LSC and baseline) the HSC and LSC 
clearly outperform the baseline but for runtime the baseline was 
faster. then it shows the comparison of approaches (LSC, Baseline) 
with postprocessing and without post processing (pp and nopp) 
show that both are bad without postprocessing, finally it evaluating 
cluster labeling between our clustering labeling (CL), naive merge 
annotation (baseline) and expert also, the result show CL is better. 
And the dataset which used for evaluating propose was derived 
from WordNet-based disambiguation version of the 
aforementioned bookmark annotation [38] however, all resources 
and result of this paper are available at [39]. 

As [40], the approach for semantic document clustering based 
on the graph similarity. Graph is mainly used information from 
WordNet to the degree of semantic similarity between 150,000 of 
the most common in English terminology. The proposed approach 
at first Adds all the documents in to the similarity graph, then the 
distance between a pair of documents is measured by evaluating 
the paths between them, where a path in the graph can go through 
several terms that are semantically similar. The idea is to creating 
a node for each document and connecting this node to the graph, 
then to find the semantic similarity between the two documents 
will be measured by calculating the distance between the two 
nodes, and using three choices for the distance metric: the cosine, 
linear or logarithmic. Finally, for clustering propose using K-mean 
algorithm to cluster a set of documents and the algorithm relies on 
a way for computing the distance between two documents. The 
term of experimental result, the dataset of documents from 
Reuters-21578 benchmark and using F-measure for evaluating. 
The end of evaluating after applying the K-mean algorithm in three 
different distance metrics (cosine, linear and logarithmic) at first 
the result show that Using the similarity graph can lead to both 
higher precision and recall. And with Noting that using the linear 
or logarithmic similarity metric did not make a difference. The 
reason is that the two metrics apply different monotonic functions 
on the average of the sum of the forward and backward paths. 
Applying these monotonic functions has no effect on the ordering 
of the distances between nodes and on the clustering result. 

In [41] paper the approach named (An Ontology-based and 
Domain Specific Clustering Methodology for Financial 
Documents). The main steps in approach are (preprocessing and 
feature extraction, sense word disambiguation, representation 
document and clustering). The approach works as follow: at step1 
the preprocessing and data extraction is responsible to extract text 
from document in order to transform word in to more meaningful 
form and this is done in three steps (Stop Word Removal, Noun 
Extraction and Lemmatization). In step2 word sense 
disambiguation the correct sense for the noun are identified and 
this is done by using (WordNet ontology/database and an 
information content file) and in this study two disambiguation 
techniques are used which used different external information to 
remove ambiguity, used one technique (Brown Content File) 
which is the default for measuring Resnik and other technical used 

(file content financial information) that is proposed in this study. 
In step3 the document representation the features are represented 
as term frequency (TF or tf) vector to be prepare for clustering. 
Then, in step4 clustering is the final step which clusters the 
document vector by using algorithm and in this approach two kind 
of algorithms are studies (K-mean and sequential Information 
Bottleneck).  

The dataset which used in this study was downloaded from 
EMMA [42] online repository using 446 documents, EMMA 
documents are classified under the US jurisdiction and their sectors 
or purposes and have achieved three types of labeling settings 
according to the categories provided by EMMA (setting1: purpose 
at the same time called sector as the class label, setting2: class label 
as state and setting3: class label as mixing of both state and sector). 
Then for evaluating propose in this study using purity for external 
evaluation to evaluate the cluster performance. The result showing 
the purity rate of both algorithm K-mean and sIB based on three 
settings also showing comparison as follow: 1) comparison 
between all term and noun only, Although the names are selected, 
the number of features is reduced significantly, the purity values 
of both algorithms do not have a considerable difference; 2) 
comparison between tf-idf of nouns and without tf-idf, it shows 
that with tf-idf better purity; 3) comparison between no 
disambiguation and with disambiguation, both methods of 
disambiguation have yielded good results, but the finest result 
produced with one the used financial information content file. 
Moreover, based on experimental results, the sIB algorithm can be 
determined as the most appropriate algorithm for aggregation. 

As explained in [43], The system called WMDC (Wikipedia 
matching document classification) several steps are used in this 
approach. First, select knowledge and concept from Wikipedia. 
Second, using heuristic selection to pick up related concept. Third, 
finding similarity between document using combination of 
(Semantic similarity based on Wikipedia machine and Textual 
similarity based on keywords matching), and choosing K-mean 
algorithm for classification in this approach because of its 
efficiency and accuracy. Also, the evaluation experiment in this 
paper are divided in to two part. First part, focus on effectiveness 
of heuristic selection Rules, hence three rules are used to pick up 
the related concept of word (Rule1: all title, Rule2: all keyword 
and Rule3: any keyword) for evaluating efficiency of those three 
rules using selectivity measure and evaluating quality by using 
relevance. Second part, evaluating the effectiveness of approach.  

Using Purity for measuring the accuracy of document 
classification and for evaluating the efficiency of approach using 
(vector construction time). The datasets used in this paper are 
Wikipedia dataset which download directly from internet and 
published in 2011-10-7, and document dataset from Reuters-21578 
divided in to 82 cluster by removing those cluster with documents 
less than 15 and more than 200 only 30 cluster reminding to 
enhance the experimental effect. The result in this paper show that 
after using 4 different thresholds 0,0.5,0.10 and 0.15 for evaluating 
all rules of heuristic selection given that the smaller rule of 
selectivity is better efficiency and higher rule of relevance is better 
quality. then as the overall given that the proposed approach can 
accurately find out the related concept for a given document. Then 
the same threshold used for purity and (vector construction time) 
for evaluating classification accuracy and efficiency it concluded 
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that the proposed approach can improve the efficiency of language 
and for the corresponding Wikipedia under the precondition of not 
compromising the accuracy classification of the document. 

As in [44] the system called SEMHYBODC related to (Fuzzy 
C-Manners). The methodology of clustering works as follow: At 
first the documents are annotated by “KIM” plugin before 
clustering. Then the documents are clustered using FPSOFCM 
(FPSO+FCM) and concept weight is calculated. The term of 
weight is recalculated through the steps specified in 
SEMHYBODC algorithm. And the Accuracy of clustering is 
computed using measures such as cluster purity and   compared 
with various other hybrid approaches. after evaluating by using F-
measure and purity the result show that, using swarm intelligence 
for clustering is not suitable for large dataset because the 
computational time is more but it give better accuracy in order to 
solve this problem a hybrid approach combine with algorithms 
such as PSO and FCM, however the PSO is combine with K-mean 
it’s also leads to optimal solution but the time for computational is 
still higher, then as finally result the FPSO+FCM it show 
improvement over another algorithms like K-mean, Fuzzy C-
means and Hybrid, It is combined with the ability to search from 
the globalized and fast algorithm PSO convergence algorithm 
FCM. It is used as a result of the initial seed FPSO algorithm FCM, 
which is applied to the purifying with generate concluding 
outcome. For evaluating propose webpages are collected from 
internet. 

As explain in [45] many methods of clusters are operate based 
on similarity between documents as well as we explained before in 
our literature but in this paper the semantic similarity used for 
clustering the articles. The approach which proposed in this paper 
are at the first step the semantics of articles based on participating 
the entities in these articles, build three vectors of representations 
for each article: One calculates the average vector for all entities, 
one also with all entities but excluding citations and the other with 
only citation entities. Once the article vectors are generated, the 
next step is to identify clusters of articles based on vectorization 
using (k-mean) Clustering and using the Louvain (Network-based 
clustering methods) for community detection. For experiments the 
both clustering methods are using the Astro dataset [46]. At first 
four solutions of clustering are collected, namely CWTSC5, STS-
RG, UMSI0 and ECOOM-BC13 for the pseudo-ground-truth 
based on adjustF1 that the best K are choosing which gives a 
highest score of adjustF1 also using adjustedF1 score to evaluate 
the results of clustering as well from the Louvain method.  

The result shows the quality scores of three cluster based on 
pseudo-ground-truth (no citation, only citation, all entities) and 
OCLC Louvain then gives the average Adjusted Mutual 
Information scores (AMI) between current solution and the all four 
other solutions named, STS-RG, UMSI0, CWTS-C5 and 
ECOOM-BC13. It indicates that, if citations are used only, the 
resulting combinations correspond to other solutions of clustering 
than those if not using citation whose adjusted F1 score is also the 
lowest. Not surprisingly, the other clustering solutions depend 
heavily on citation information. So, even if they use different 
methods of citations, the citation information is still bringing 
enough agreement between them. Use all entities to represent 

articles has highest score adjustedF1 and agree with most others. 
Also, find AMI results among these three solutions and groups 
based on the Louvain method. Again, the cluster based on citation 
only agree with the results of Louvain almost as much as using 
cluster that use all entities. In accordance with these measures, they 
decided to use all entities as a major choice of characteristics, and 
to maintain 31 sets as key results for K-Means, which is named 
OCLC-31. 

3. Discussion 

The table below show the survey of approaches that using 
semantic similarity based on clustering. The table give a number 
of papers each paper has specific method and different tools are 
used for each of this method as well as provide information of each 
paper given different options like Measures for similarity and 
evaluation propose and algorithms for clustering or classification 
also, provide datasets that used by each paper. 

As show in the survey, most of the method using WordNet, the 
term of WordNet as we mentioned before in introduction is the 
lexicons of the English language database, as well as in 
information system the WordNet was used for a number of 
proposals, for example (information retrieval, word sense 
disambiguation, text classification automatically, summarization 
of text automatically, machine translation and also can used for 
crossword puzzle generation automatically) [47] but one of the 
WordNet most common application is using to determine the 
similarity between words as we seen in all that method which are 
using WordNet the main propose was used for (word sense 
disambiguation) that deal with polysemy and synonymy problem. 
However, rather than WordNet there are another tool are used like 
Wikipedia or Kim Plugging also, there are method based on 
clustering, similarity graph or even network. Also, most of people 
using K-mean algorithm for clustering hence it’s a must popular 
clustering algorithm that grouping the documents using a 
similarity metric that is based on keywords matching, and its useful 
for huge variables for this reason most of time computationally the 
k-mean is faster than hierarchical clustering but if keeping (K) 
small, and another advantage is it can make a tighter cluster [48].  
However, many of research using bisecting K-mean because it can 
deal with large dataset also its very satisfactory quality of 
clustering with low cost. And another algorithm used as shown in 
surveys like fuzzy c-mean, HAC, Naïve base classifier, near 
neighbor, sIB, Louvian method and using PSO with clustering 
algorithm for optimization propose.  

As it can be seen that other measures are used like tf-idf its 
mean (term frequency-inverse document frequency) it’s using as 
weighting factor the main job is determine how much important 
the word is to the document in corpus or in group [49], as we seen 
in survey most of paper used this measure for feature selection. 
Also, other measures are used like Var-TFIDF, heuristic selection 
etc. for evaluation and experimental result many types of dataset 
are used and there are specific measures that using for evaluation 
purpose most popular one is Purity hence its very simple and 
primary evaluation measure that using for validation to determine 
the quality of cluster [50], however there are another one like F-
measure, Entropy etc. the main propose are to determine the 
performance of cluster. 
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Table 1: Summery of Approaches Using Semantic Similarity Based On Clustering 

No. papers Date Method 
classification 
and clustering 
Algorithm 

Evaluation measures Other Measures Dataset 

1. L. Sahni, et 
al. ,[17] 2014 

Semantic similarity 
between words  
using 
WordNet 

SVM 
Training the model by 
determining a split 
ratio of about 70.51%. 

using 4 co- occurrence 
measures, probability 
measure and measures-
based approach (LCH, 
WUP and Resnik) 

using MEN dataset for training and 
3 Benchmark datasets for testing 
propose 

2. 
Y. S. Lin et 
al. 
,[26] 

2014 Text classification 
and clustering 

SL-KNN, ML-
KNN, k-means 
and 
HAC 

Accuracy and Entropy 
in (tf-idf, word count, 
Z-score) 

SMTP proposed 
measure 

Three data sets namely RCV1, 
WebKB and Reuters-8  

 
3. 

S. 
Nourashrafe
ddin et 
al. ,[29] 

2014 
Document 
clustering 
using Wikipedia 

fuzzy c-means 
and Naive 
Bayes classifier 

Normalized Mutual 
Information (NMI) Var-TFIDF 

using 8 datasets 
1-20Newsgroups (News-sim3, 
News-rel3 and20ng-whole). 
2-Reuters-21578. 
3- from data repository SMART 
creating Classic4. 
4-WebKaB. 
5-SMS Spam Collection 
6- Cade from Brazilian web pages 
content is gathered 

 
4. 

H. M. 
Alghamdi et 
al ,[30] 

2014 Arabic VerbNet K-Mean 

Purity, Mean intra 
cluster distance 
(MICD) and Davis 
Bouldin Index (DBI) 

using 
Mean score among 
cluster, Mean ratio 
among corpus 
(MRAC) for 
Annotation 

 Corpus collected from online 
Arabic newspaper archive 

 
5. 

T. Wei et 
al. ,[31] 2014 

Text clustering 
Using WordNet 
version 2.0 

Bisecting k-
mean 

Purity, Entropy and 
F1-measure Using Lexical chains Reuters-21578 corpus 

 
6. 

S. S. Desai 
and J. A. 
Laxminaraya
na ,[9] 

2016 
Document 
clustering Using 
WordNet 

Bisecting K-
mean Purity Tf-idf for feature 

selection 

using 4 classic Datasets 
1-60 Documents from CACM, 
2- 44 Documents from CISI, 
3-44 Documents from CRAN, 
4- 52 Documents from MED 

 
7. 

T. Gowda 
and C. 
Mattmann ,[
35] 

2016 Webpage clustering 
using (DOM)tree 

Near Neighbor 
Clustering 
technique 

using different value of 
threshold TED and JS Dataset from a popular weapons 

classifieds site 

 
8. 

N. Fiorini et 
al. ,[37] 2016  Semantic clustering 

using WordNet HAC Normalized Robinson-
Foulds Distance   

lin Measure, BMA, 
post processing  

Derived from WordNet-based 
disambiguation version 

 
9. 

 
L. 
Stanchev ,[4
0] 

2016 
Document 
clustering Based on 
similarity Graph 

K-mean F-measure cosine, linear, and 
logarithmic Reuters-21578 benchmark 

 
10. 

C. 
Kulathunga 
and D. D. 
Karunara,[41
] 

2017 

Document 
Clustering Using 
WordNet and 
information content 
file 

K-mean and sIB Purity Tf-idf EMMA 

 
11. 

 
Z. Wu et 
al. ,[43] 

2017 
Document 
clustering Using 
Wikipedia  

K-mean 
Selectivity, relevance, 
purity and vector 
construction time 

Heuristic selection 
Wikipedia Dataset published from 
internet and document dataset from 
Reuters-21578 

 
12. 

J. Avanija et 
al. ,[44] 2017 

Document 
Clustering using 
KIM plugging tool 

Fuzzy C-mean 
with PSO and 
K-mean with 
PSO 

Purity and F-Measure Tf-idf  Web pages collect from internet 

 
13. 

S. Wang and 
R. 
Koopman ,[4
5] 

2017 Article clustering 
based on Network 

K-means and 
Louvain 
method 

F1-measure and 
adjustedF1 vectoring Astro dataset 
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Figure 1: Showing the usage number of main features (Methods, Algorithms and 

measures). 

4. Conclusion 

In this paper, after we reviewed all that papers, we conclude that 
each paper has specific approaches and various tools and 
measures are available for each approach, and as it can be seen 
that most popular steps are used in approaches were preprocessing 
to transform the document in better format and different steps are 
used in preprocessing like removing stop words, stemming, 
tokenization etc., word sense disambiguation are used for solving 
the synonymy and polysemy problems and feature selection 
another important step that many of approaches was using tf-idf 
for this case and there was another like Var-TFIDF, heuristic 
selection etc. however one of the most popular tools used is 
WordNet the English dataset for meaningful clustering, then 
clustering done by using clustering algorithms also the most usage 
one was K-mean algorithm because of its simplicity to use and 
can give tighter cluster as well as there is another like bisecting 
K-mean, fuzzy c-mean, hierarchical agglomerative clustering etc. 
finally, as we see that the main goal of all approaches trying to a 
chive a better efficiency, accuracy and quality of clustering. after 
using the experimental measure for evaluating propose like 
(Purity, F-measure, Entropy etc.) in all case show that the 
semantic clustering giving a better performance. 
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Trade credit is an important cost reduction tool in the inventory management. The effect of
trade credit is studied on the integrated system for sharing the cost benefits realized due to
the permissible delay. Credit term factor is introduced to divide the cost benefits between
the retailer and the supplier. The various costs in the inventory model are subjected to the
same inflation rate. This research paper revisits EOQ model for remanufacturing process
under green supply chain with the permissible delay available to the retailer. Numerical
examples prove that the optimal re-ordering schedule exists and is unique. Also sensitivity
analysis is performed on certain parameters to ascertain their logical implications.

1 Introduction

This paper is an extension of the work [1] originally presented in the
4th International Conference on Computing Science(ICCS),2018.
This extended research work incorporates the green inventory con-
cept. The harmful effects of the waste and outdated products are
imposing a threat to the environment. In present scenario, world is
facing pollution as a big hazard to mankind. Every organization is
moving towards reducing and reusing the waste/imperfect goods. In
this direction this EOQ model aims at a single stage remanufacturing
process where the imperfect goods after screening are taken back
by the supplier and are remanufactured. This is again transported to
the retailer. Replenishment schedule is derived for the retailer and
the supplier, considering green product life cycle and the time value
of money. Various countries have adopted several measures for
waste product management, reusing and remanufacturing programs.
International standards as European Union’s proposal for Waste
Electrical and Electronic equipment (WEEE) introduces the concept
of product design, to bring a decrease in the cost of disassembly
and remanufacturing [2]. Product, if designed significantly reduces
the cost of inspection, disassembly, repair, remanufacturing and
recycling. In [3], the author first determine an optimal ordering size
with recovery and remanufacturing. He studied the traditional EOQ
model with continuous and deterministic demand and return. In [4],

the authors probed the changes taking place in the market and in
the manufacturing organizations. He studied the changes for the
process of product design, with respect to the technology introduced
for new material and new production methods, including tools and
techniques altered for the manufacturing, inspection, reusing and
remanufacturing. In [5], the author provided a comprehensive and
immense knowledge for the remanufacturing process from the liter-
ature surveyed. The supplier and retailer are stationed far from each
other so it is not possible for the supplier to send all perfect goods.
Thus to be assure of the brand and quality, retailer screens the lot
as it is received. In [6], the authors studied the remanufacturing
of the imperfect items to maximize the total profit. The effect of
deterioration is dominant and its consequences cannot be ignored
while framing an EOQ model. Electronic goods, blood, fruits, grain
products, alcohol are some of the deteriorating products. In [7], the
authors were the first to study deterioration in an inventory model.
Several researchers as [8], [9], [10]. [11] studied different patterns
of deterioration in inventory models. In [12], the authors developed
an inventory model for the stock dependent demand for deteriorat-
ing products under two level credit. In [13], the researcher studied a
two-echelon supply chain model for deteriorating products under
trade credit. They analyzed two models, one with demand being
stock dependent and the second with demand being selling price
dependent for the perishable products. In [14], the authors studied
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an inventory model for the deteriorating products where the deterio-
ration being time dependent. They studied permissible delay policy
in their model. Partially backlogged shortages were als incorporated.
In [15], the authors discusses the inventory model for perishable
items where deterioration follows exponential distribution under
permissible delay.
In conventional EOQ model, assumes that the retailer must pay for
the goods as they arrive. But as practice, sometimes the supplier
allows permissible delay to the retailer for the settlement of the
goods. Numbers of research papers have been published with inven-
tory models under trade credit. The rudest approach of an inventory
model under trade credit was done by [16]. [17], developed an EOQ
model under two level supply chain with trade credit for deterio-
rating products and demand being stock dependent. In [18],[19],
the authors revisited the inventory models with time and stock de-
pendent demand for imperfect and perishable products allowing
trade credit. [20] studies the effect of sales effort on demand in a
supply chain inventory model when permissible delay is allowed.
He also included quantity discounts in his model with two level
supply chain. Trade credit is widely used by the industries in U.S.,
China and Europe as discussed in [21],[22] and [23]. Suppliers
give credit period to the retailer to postpone their payments, thereby
increasing their participation and retaining the market. On the other
hand, retailer can collect the revenue of the goods during the credit
period and is encouraged to increase the order quantity.The concept
of trade credit incorporated with the green inventory and weibull
deterioration was studied by [24]. In [25], the authors analyses
an inventory system with trade credit for imperfect goods and de-
mand being quality dependent. He has considered two different
approaches of trade credit in the supply chain model.

The formal EOQ Model establishing various results does not
include the inflation for all the inventory related costs, whereas its
effect should not be ignored. The first initiation for an inventory
model under the time value of money was considered by [26]. In
[27], the researchers analyzed an inventory model with the time
value of money and weibull deterioration. In [28], the authors pro-
posed a deteriorating EOQ model when demand is poisson and lead
time is non zero. In [29], the authors developed a replenishment
model for perishable products with return policy under inflation.
In [30], the authors determine a reordering policy in an inventory
model for deteriorating goods,partial backordering under inflation.
In [1], the authors represented supply chain inventory model with
inflation for time quadratic demand and deterioration. In [31], the
authors developed an inventory model for deteriorating products
considering inflation in a green supply chain for remanufacturing
and recycling. Also a fuzzified model was developed by [32].

2 Assumptions and Terminology

2.1 Assumptions

The following assumptions are followed:

1. All inventory related cost are subjected to the same constant
rate of inflation r.

2. The supplier offers the retailer credit period ρ to settle the
account.

3. Finite replenishment and non zero lead time is considered.

4. The available inventory deteriorates with a constant fraction
θ1 in a finite planning horizon.

5. Single item single retailer and single supplier is considered in
the supply chain.

6. A percentage p of products received in the lot are of imperfect
quality.

7. The model is proposed in a finite planning horizon H, having
Ioi units at the start of the cycle.

2.2 Terminology

1. The Opportunity cost Cc($/unit/year) is same for the retailer
and the supplier.

2. MS
j is the permissible delay given by the supplier to the re-

tailer for the settlement of the account in the synchronized
model.

3. Setup cost for the supplier is S s($/order).

4. The purchasing price for the supplier and the retailer is
Ps($/unit) and Po($/unit) with Ps < Po.

5. In the synchronized model, the rate at which the additional
cost is distributed by both the divisions is ρ.

6. Holding cost of the retailer and the suppler is Ho and Hs

respectively.

7. Deterioration and Screening cost are DC and S C respectively.

8. The total inventory carried during a cycle is RD
i in desynchro-

nized model.

9. Total quantity in desynchronized model is QD.

10. In green inventory synchronized model, TC, REM and DS M
are transportation cost, re-manufacturing cost and disassem-
bly cost respectively.

11. In desynchronized model, the present estimate of the total
cost for the retailer and the supplier is PETCD

r and PETCD
s .

3 Model presentation and Analysis
The model is developed for two different scenarios:
Scenario 1 : Desynchronized Model

The retailer orders the quantity as per his convenience and the
supplier follows the replenishment schedule of the retailer under
inflation and green’s technology of remanufacturing and recycling.
Scenario 2: Synchronized Model under permissible delay

The supplier offers credit period to the retailer to pay back the
money for the lot received. Also shares the extra cost incurred by
the retailer on account of following the replenishment schedule of
the supplier with the order size increased. The present estimate of
the total cost for the retailer and the supplier is calculated under
inflation and green’s technology of remanufacturing and recycling.
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Model Description
The lot received at the beginning of the cycle has p percentage

of imperfect quality goods. The complete lot undergoes screening
process by the retailer and the defective goods are taken back by
the supplier for remanufacturing and recycling. The cycle starts
at ti with Ioi units. The fall in the inventory is due to demand and
deterioration till t

′

i .The level of inventory at this first stage of the pro-
cess is I1i(t). At t

′

i , a decrease in demand occurs when the imperfect
quality goods are taken back by the supplier. From t

′

i to t
′′

i , the fall in
inventory is due to demand and deterioration. I2i(t) is the inventory
for the second stage of the process. At t

′′

i , an increase in the level
of inventory is observed when the imperfect goods remanufactured
are transported back to the retailer. Further at t

′′

i , the inventory level
I3i(t) declines due to demand and deterioration till it reaches zero.
This behaviour is illustrated by figure 1.

Figure 1: Graphical representation of Inventory Model

Scenario 1: Desynchronized Model

(1)

d (I1i(t))
dt

+ θ1(t)I1i(t)

=− f (t), ti ≤ t
≤ t

′

i , (i
= 1, 2, . . . , n1)

and the boundary condition is I1i (ti) = Ioi and I1i

(
t
′

i

)
= Isi

(2)

d (I2i(t))
dt

+ θ1(t)I2i(t)

=− f (t), t
′

i ≤ t
≤ t

′′

i , (i
= 1, 2, . . . , n1)

and the boundary condition is I2i

(
t
′

i

)
= Isi − p.Ioi and I2i

(
t
′′

i

)
= I f i

(3)

d (I3i(t))
dt

+ θ1(t)I3i(t)

=− f (t), t
′′

i ≤ t
≤ ti+1, (i
= 1, 2, . . . , n1)

the boundary condition is I3i

(
t
′′

i

)
= I f i + p.Ioi and I3i (ti+1) = 0

Solving these equations, we get

(4)
Ioi = a (ti+1− ti)+ ( (aθ1 +b)/ 2) .

(
t2
i+1− t2

i

)
+ (bθ1/ 3)

(
t3
i+1− t3

i

)
−

(
pθ1

(
t”
i+1 − t

′

i

)
+ θ1ti

)
.
(
a (ti+1 − ti) + (b/2).

(
t2
i+1 − t2

i

))
Isi = e−θ1.t

′

i

(
1 − p

(
−e−θ1

(
ti−t

′

i

)
+ e−θ1

(
ti−t

′′

i

)))
.

(5)
∫ ti+1

ti
eθ1.u. f (u)du −

∫ t
′

i

ti
eθ1.

(
u−t

′

i

)
. f (u)du

(6)
I f i = Ioi.eθ1.

(
ti−t

′′

i

)
− e−θ1t

′′

i .

∫ t
′

i

ti
eθ1.u. f (u)du

− p.Ioi.eθ1.
(
t
′

i −t
′′

i

)
− e−θ1t

′′

i .

∫ t
′′

i

t′i

eθ1.u. f (u)du

substituting these values, the solution of the differential eq (1) is

(7)I1i(t)=a (ti+1 − t) + ( (a.θ1 + b)/ 2) .
(
t2
i+1 − t2

)
+ ( (b.θ1)/ 3) .

(
t3
i+1 − t3

)
+

(
p.θ1.t

′

i − p.θ1.t”
i

)
.
(
a (ti+1

− ti) + (b/2).
(
t2
i+1 − t2

i

))
− θ1.t.

(
a (ti+1 − t)

+ (b/2).
(
t2
i+1 − t2

))
, ti ≤ t ≤ ti′, {i = 1, 2, . . . , n1} .

the solution of the differential eq (2) is I2i(t) =

(1 − θ1.t) .
(
a (ti+1 − t) + (b/2).

(
t2
i+1 − t2

))
+

((a.θ1) /2) .
(
t2
i+1 − t2

)
+ ((b.θ1) /3) .

(
t3
i+1 − t3

)
− p.

(
((a.θ1) /2) .

(
t2
i+1 − t2

i

)
+ ((b.θ1) /3) .

(
t3
i+1 − t3

i

))
−

(8)p.
(
1+θ1.t”

i −θ1.t−θ1∗ ti
)
.
(
a (ti+1− ti)+(b/2).

(
t2
i+1− t2

i

))
+ p2

(
θ1.t”

i − θ1.t
′

i

)
, ti′ ≤ t ≤ ti′′, {i = 1, 2, . . . , n1}

the solution of the differential eq (3) is
I3i(t) = (1 − θ1.t) .

(
a (ti+1 − t) + (b/2).

(
t2
i+1 − t2

))
+(

( (a.θ1)/ 2) .
(
t2
i+1 − t2

)
+ ( (b.θ1)/ 3) .

(
t3
i+1 − t3

))
, t
′′

i ≤ t ≤ ti+1,

(9){i = 1, 2, . . . , n1} .

Total inventory carried during the interval [ti, ti+1] is

(10)RD
i =

∫ t
′

i

ti
I1i(t)dt +

∫ t
′′

i

t′i

I2i(t)dt +

∫ ti+1

t′′i

I3i(t)dt, (i

= 1, 2, 3, . . . , n1) .

Total quantity during the planning horizon =

(11)QD =

n1∑
i=1

ID
oi

Retailer’s total cost includes present estimate of the ordering
cost, holding cost, deterioration cost, purchasing cost and screening
cost. Present estimate of the retailer’s total cost PETCD

r is

PETCD
r =

∑i =n1
i =1 (PEOC + PEHC + PEDC + PEPC + PES C)
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i =n1∑
i =1

e(d−r)ti .n1.Or + Ho.∫ t
′

i

ti
e(d−r).t.I1i(t)dt + Ho.

∫ t
′′

i

t′i

e(d−r).t.I2i(t)dt +

Ho.

∫ ti+1

t′′i

e(d−r).t.I3i(t)dt + DC.
∫ t

′

i

ti
e(d−r).t.θ1.I1i(t)dt

+ DC.
∫ t

′′

i

t′i

e(d−r).t.θ1.I2i(t)dt

+ DC.
∫ ti+1

t′′i

e(d−r).t.θ1.I3i(t)dt + (Po + S C).e(d−r).ti .Ioi

(12)

By determining the t′i s, the green’s inventory model is optimized.
Equation the first order derivative of the total cost to zero, the values
are calculated.

(13)
∂PETCD

r (ti; n1)
∂ti

= 0

The optimal solution so obtained by solving the above equation
is nDO

1 , t0, tDO
1 , tDO

2 ,. . . ,tDO
n1+1 = H,

With the existing replenishment schedule in the desynchronized
model, the supplier determines his/her present estimate of the total
cost by summing the setup cost,purchasing cost, holding cost, trans-
portation cost, dissemmbly cost and the remaufacturing cost for the
planning horizon H. The equation is as follows:

PETCD
s =

nDO
1 .e(d−r)ti .S s + Ps.e(d−r)ti .Ioi + Hs.

∫ t
′′

i

t′i
e(d−r)t.p.Ioi dt+

(14)(TC + DS M + REM).p.e(d−r)t.Ioi

The optimized quantity to be ordered is:

(15)Q∗ =

nDO
1∑

i=1

IDO
oi

Scenario 2: Synchronized model with permissible delay

in the synchronized model supplier offers permissible delay to
the retailer. On account of which the number of reordering cycle
decreases,which further leads to a decrease in the setup cost of the
supplier. With the new ordering plan, there is an increase in the cost
for the retailer which the supplier compensates by distributing it
through the parameter credit period rate.

For the new ordering plan n2, the present estimate of the cost
for the retailer is
PETCS

r =

(16)
j =n2∑
j =1

(PEOC + PEHC + PEDC + PEPC + PES C)

The addition in the retailer’s cost is given by:

(17)PETCS
r − PETCD

r

The supplier compensates the retailer by adding the increase to
his/her total cost and so the present estimate of the cost is

PETCS
s =

n2.e(d−r)t j .S s + Ps.e(d−r)t j .Io j + Hs.
∫ t
′′

j

t′j
e(d−r)t.p.Io jdt+

(18)(TC + DS M + REM).p.e(d−r)t.Io j + PETCS
r − PETCD

r

The optimized value of the cost for the supplier PETCS
s in the

synchronized model is determined in the same way as done for the
retailer PETCD

r in the desynchronized model.

nS O
2 , tS O

1 , tS O
2 , . . . , tS O

n2+1 = H be the optimal solution for PETCS
s .

The optimized ordering quantity in synchronized model is

QS =
∑nS O

2
j=1 IS O

o j

Equitable distribution of the extra cost incurred during
synchronized model

For the retailer,the present estimate of the total cost in the synchro-
nized model should be less than that in the desynchronized model,
only then the new replenishment program is followed by the retailer.

(19)PETCD
r ≥ PETCS

r −

nS O
2∑

j=1

e(d−r)∗t jCc.ρ
(
tS O

j+1 − tS O
j

)
IS O
o j

where ρ is the credit period rate which is the distributing factor for
the extra cost at the retailer’s end and the rate is same in all ordering
intervals.
The credit period duration is given by:

MS
j = ρ

(
tS O

j+1 − tS O
j

)
In the synchronized model,the supplier offers retailer credit for the
minimum period.The credit period rate is kept minimum ρmin to
divide the benefits realized.The present estimate of his total cost in
the synchronized model is then given by:

(20)PETCS
r −

nS O
2∑

j =1

e(d−r)∗t jCc.ρmin

(
tS O

j+1 − tS O
j

)
IS O
o j = PETCD

r

which implies the value of ρmin is:

(21)ρmin =
PETCS

r − PETCD
r∑nS O

2
j=1 .e

(d−r)∗t j .Cc

(
tS O

j+1 − tS O
j

)
IS O
o j

As supplier bears the additional cost borne at the retailer’s end, the
credit period rate is maximum at his end ρmax. His total cost in the
synchronized model is given by the following equation:
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nS O
2 S s.e(d−r)∗t j +

∑nS O
2

j=1 Ps.e(d−r)∗t j .IS O
o j +

∑nS O
2

j=1 .e
(d−r)∗t j .Cc.

(22)ρmax

(
tS O

j+1 − tS O
j

)
IS O
o j = PETCD

s

and ρmax equals

(23)ρmax =
PETCD

s − nS O
2 .e(d−r)∗t j .S s +

∑nS O
2

j=1 Ps.e(d−r)∗t j .IS O
o j∑nS O

2
j=1 .e

(d−r)∗t j .Cc

(
tS O

j+1 − tS O
j

)
IS O
o j

The additional expenditure due to the replenishment plan of the
synchronized model is fractioned on the basis of ρ̄, which is the
average of the minimum and the maximum credit period rate. The
present estimate of the net cost for both the retailer and the supplier
is given by:

(24)PETCS Oρ
r = PETCS

r
∑nS O

2
j =1 .e

(d−r)∗t j .Ccρ̄
(
tS O

j+1 − tS O
j

)
IS O
o j

and PETCS Oρ
s =

nS O
2 .e(d−r)∗t j .S s +

nS O
2∑

j =1

Ps.e(d−r)∗t j .IS O
o j +

nS O
2∑

j =1

.e(d−r)∗t j .Cc.ρ̄
(
tS O

j+1

− tS O
j

)
IS O
o j

(25)

4 Optimality Evaluation and Solution
The model is aimed at minimizing the total cost for the above cited
two scenarios. The cycle time at which the cost is minimum is
determined and the following theorem is verified with the help of
the graphs.

Theorem 1: For any n1,solution for the green supply chain EOQ
model exists and is unique.

The convexity of the total cost can be seen through the following
figures. Fig.2 plots the costs of retailer for the parameter SC = 4.5,
and the value is minimum at the fourth cycle. The same is seen in
Fig.3 for the supplier in the synchronized model where third cycle
has a minimum value and the convexity of the cost is validated.
The table values for the following figures is seen in Table 1 and
Table 2 of the numerical example.

Figure 2: Convexity of total cost for retailer at SC=4.5 in desynchronized system

Figure 3: Convexity of total cost for supplier at SC=4.5 in synchronized system

5 Algorithm
1. All the parameters are assigned the hypothetical values.

2. In the desynchronized structure, the optimal reordering point
for the retailer is determined.

(a) Taking t1 = 0, n1 = 1 and t3 = H. Initializing t2, and
calculating it from equation (13).

(b) Taking n1 = 2.
(c) From the values of t1 and t2 the value of t3 is calculated

from equation (13).
(d) The optimal values of t′i s is determined for every n1.
(e) For n1= 1 and if PETCD

r (n1) < PETCD
r (n1 + 1), then

PETCD
r (n1) = PETCDO

r (n1) . Stop.

3. For n1 ≥ 2 and if PETCD
r (n1) < PETCD

r (n1 − 1) and
PETCD

r (n1) < PETCD
r (n1 + 1), then PETCD

r (n1) =

PETCDO
r (n1) and stop or else let n1 = n1 + 1, and goto

step 2(c).

4. nDO
1 = n1 is the optimised cycle for both the retailer and the

supplier in the desynchronized model.

5. PETCDO
r , PETCDO

s and QDO are determined from the respec-
tive equations.

6. In synchronized model,the optimal cycle time nS O
2 , the present

estimate of the cost for the retailer and the supplier PETCS O
r

and PETCS O
s are calculated as done in steps from 2 to 4.

7. The values of ρmin , ρmax ,PETCS Oρ
r and PETCS Oρ

s are deter-
mined from the respective equations.

5.1 Numerical Example

Hypothetical statistics is taken to validate the potency of the green
inventory model.One principal parameter Screening Cost,SC is un-
dertaken to observe the effects of changes in it on the optimal
outcomes.
Example 1: a1=20 items/year, b1=5 items/year, θ1 = 0.05
items/year, Po = 4$/item, γ = 0.01, t1 = 0,Or = 25 $/purchase
order, S s = 30 $/arrangement, H = 4, Ps = 0.01 $/item, Cc = 2.5
$/item/year , Ho = 100 $/item/year, d = 0.1, r = 0.05, DC = 70
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$/item, CT = 0.1, TC=0.01 $/item, REM=0.01 $/item, DSM=0.01
$/item.

Table 1: Inflated cost of retailer in the desynchronized model under green’s inventory
system

S C
n1

1 2 3

3 28568.6 28466.4 28422.2
3.75 28867.3 28821 28831.7
4.5 29167.3 29177.2 29243.6

S C
n1

4 5 6

3 28568.6 28466.4 28422.2
3.75 28867.3 28821 28831.7
4.5 29167.3 29177.2 29243.6

The parameter of screening cost is further analyzed to study the
impact of its changes on the green inventory model. Table 1 and
Table 2 gives the total cost and the optimal ordering time period
for both the retailer and the supplier in the desynchronized and the
synchronized model respectively. Figure 2 and Figure 3 show the
convexity of the cost.

Table 2: Inflated cost of supplier in the synchronized model under green’s inventory
system

S C
n2

1 2 3

3 19707.5 19299.4 19020.9
3.75 19474.8 19165.2 18984
4.5 19294.9 19084.3 19000.7

S C
n2

4 5 6

3 18872.2 18853.3 18964.4
3.75 18931.1 19006.8 19211
4.5 19044.5 19215.5 19514

Table 3 shows that the optimal number of replenishment sched-
ules after the synchronization diminishes when the screening cost
increases. This signifies that the supplier will be benefited is he/she
reduces the number of ordering cycles. To add on, the percentage in
the cost savings of the supplier also increases when the parameter
SC increases, which is agreeable as the supplier compensates for
the increase in the cost of the retailer in the synchronized system.
Moreover same trend in the cost savings is seen for the retailer
also. the percentage cost savings increases for the retailer when
SC increases, which will assure the retailer’s participation in the
synchronized scheme.
Furthermore, the data also show that allowing for credit period, the

optimal order quantity in the synchronized model is more than that
as compared to the desynchronized model,thus raising the quantity
ordered with reduced cycles.

Table 3: Percentage savings in cost for the retailer and the supplier in green’s
inventory system

Desynchronized system

S C PETCDO
r PETCDO

s nDO
1 QDO ρ̄

3 28422.2 1914.67 6 118.912 0.728528
3.75 28821 1518.23 5 118.078 0.479235
4.5 29167.3 1195.08 4 117.79 0.273768

Synchronized system

S C PETCS Oρ
r PETCS Oρ

s nS O
2 QS O

3 27730.2 1222.63 5 119.485
3.75 28131.3 828.518 4 119.485
4.5 28469.5 497.275 3 119.485

% Cost saving

S C
∆PETC
PETCDO

r

∆PETC
PETCDO

s

3 2.43485 36.144
3.75 2.3931 45.4288
4.5 2.39243 58.3899

6 Theoretical aspects in green inventory
model on trade credit

Hypothesis 1: Permissible delay is negatively associated with the
inflation rate.

To deal with the changes in the financial costs that incur due
to the changing rate of inflation, organisations frequently alter the
policy of trade credit. There is a decrease in the credit period to
cope with the inflation. This study has been made by several re-
searchers.The following table shows that as the rate of inflation
increases, there is a decrease in the credit period rate. The data also
reveals that although inflation is anticipated yet there is a realization
of cost savings for both the retailer and the supplier in the green
inventory model.

Table 4: Effect of change in rate of inflation on credit period rate

r ρ̄
∆PETC
PETCDO

r

∆PETC
PETCDO

s

0.025 0.807762 2.30863 33.2966
0.05 0.728549 2.43486 36.1441
0.075 0.653612 2.55951 39.0887

Hypothesis 2: Permissible delay is negatively associated to the
capital cost.

Supplier incurs extra cost due to permissible delay. However,
both the retailer and the supplier at distinct rates can make finan-
cial investments. So with the increase in the capital cost, there is
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a reduction in the credit period rate. Furthermore,the percentage
savings in the cost for the retailer and the supplier is not associated
with the alterations in the capital cost.

Table 5: Effect of change in rate of Capital cost on credit period rate

Cc ρ̄
∆PETC
PETCDO

r

∆PETC
PETCDO

s

1.5 1.45327 2.4252 36.1042
3 0.728548 2.43485 36.144
4.5 0.485699 2.43485 36.144

Hypothesis 3: Credit period rate is negatively associated with
the deterioration.

When the inventory of finished goods is perishable, there is
a decrease in the revenue collected due to deterioration. For the
deteriorated goods the time duration for permissible delay also de-
creases.The hypothesis is validated by the numerical example and
the following table. To add in the validation for the hypothesis
[33],[34] and [35] too derived the same result through the mathe-
matical model in their research work.

Table 6: Effect of change in rate of deterioration on credit period rate

θ1 ρ̄
∆PETC
PETCDO

r

∆PETC
PETCDO

s

0.0025 0.762206 2.26233 33.3653
0.005 0.728544 2.43483 36.144
0.0075 0.696866 2.70232 40.493

Hypothesis 4: Permissible delay is positively associated with
the supplier’s set up cost.

There is an increase in the credit period rate when the parameter
Ss increases. This guarantees that the supplier prolongs the per-
missible delay period to attain the benefit from synchronization. A
majority of works by [36], [37], [33] predicted through their work,
the attribution of the firm’s profitability with respect to the increase
in the delayed time and the set up cost. There is percentage cost
savings fruition for the supplier which enables him to extend credit
period incentive to the retailer. The retailer too generates percent-
age savings in the cost,thereby motivational for him to accept the
synchronization scheme.

Table 7: Effect of change in supplier’s set up cost on credit period rate

Ss ρ̄
∆PETC
PETCDO

r

∆PETC
PETCDO

s
15 0.536511 1.38002 30.8952
30 0.728547 2.43485 36.144
45 0.931589 3.54378 39.4326

Hypothesis 5: The change in the optimal total cost of the
retailer and the supplier is negatively associated with the parameter
p, but permissible delay is positively associated with p.

With the high value of the inspection rate,the imperfect goods
are quickly removed,thus reducing the cost of holding. The percent-
age savings is negatively associated as the goods removed decreases
the time period of the revenue generation. The credit period in-
creases as it takes time for the imperfect goods to be remanufactured
and get again absorbed as demand in the greens inventory model,
thus validating the hypothesis.

Table 8: Effect of change in the parameter p on credit period rate

p ρ̄
∆PETC
PETCDO

r

∆PETC
PETCDO

s
0.375 0.694987 2.78661 41.9272
0.75 0.737651 2.64678 39.2901
1.125 0.778312 2.49702 36.6757

6.1 Managerial Insights

The logical implications for the hypothesis derived are firm and
clear through the numerical considered and also through the work
done by various prominent researchers. First, the association of the
delayed cash time period with the rate of inflation is shown. This
suggest that, the longer delay time should be squeezed to short time
period on account of increase in the rate of inflation. Although to
reach to long term conclusions, further study on other parameters
associated should be done. This hypothesis highlights the signifi-
cance of the supply chain process in optimising the inventory and
the inventory related cost. Next in the supply chain process, the
parameters as the capital cost, deterioration, set-up cost and price
are studied with the delayed time. Thus modelling a concept of
payment time delay with the manangement of inventory can help
the firms to grab the untapped gains.

6.2 Senstivity analysis

Sensitivity analysis is carried on the green inventory model analyz-
ing whether the formulated model is influenced by the alterations in
the input parameters.We analyze the consequence of the alterations
in the factors against the changes in the total cost of the retailer,
supplier and the credit period rate. Every parameter is altered by
-50%, -25%, 25% and 50%, of the initial cost taken in Example 1.

The table 9 shows that the change in the cost of the retailer and
the supplier increases as demand increases which is agreeable. Also
there is a decrease in the percentage change in the credit period with
the increase in the demand.

Table 9: Analysis on demand variable ‘a’

value
∆PETCS Oρ

r ∗ 100%
PETCS Oρ

rO

∆PETCS Oρ
s ∗ 100%

PETCS Oρ
sO

∆ρ ∗ 100%
ρO

0.5 -30.0024 -29.83 2.8461
0.75 -15.36 -6.576 15.2355
1.25 15.3233 5.503 -8.733
1.5 30.6353 10.7837 -15.479
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The analysis on the holding cost of the supplier indicates that
with the increase in the cost value the change in the cost of the
supplier increases and also the rate of credit period increases.This
implies that the supplier’s total cost is sensitive to the holding cost
as shown in Table 10.

Table 10: Analysis on holding cost of supplier Hs

value
∆PETCS Oρ

r ∗ 100%
PETCS Oρ

rO

∆PETCS Oρ
s ∗ 100%

PETCS Oρ
sO

∆ρ ∗ 100%
ρO

35 0.5753 -13.003 -15.219
52.5 0.2850 -6.449 -7.548
87.5 -0.2848 6.452 7.551
105 -0.5697 12.905 15.105

With the analysis done on the ordering cost of the retailer as
in Table 11, it is evident that when the ordering size increases the
total cost of the retailer increases. But there is a decrease in the
cost of the supplier as the number of cycles decreases which is the
synchronized model.

Table 11: Analysis on the Ordering cost Or

value
∆PETCS Oρ

r ∗ 100%
PETCS Oρ

rO

∆PETCS Oρ
s ∗ 100%

PETCS Oρ
sO

∆ρ ∗ 100%
ρO

12.5 -0.8777 17.69 19.444
18.75 -0.444 8.96 9.851
31.25 1.110 -24.81 -27.772
37.5 1.849 -47.07 -48.271

When the parameters Ps and REM are examined,the data is
recorded in Table 12 and Table 13. It is seen that with the increase
in the purchasing cost and the remanufacturing cost, percentage
change in the the total cost of the supplier also increases which is
apparent. The supplier’s total cost is sensitive to these cost parame-
ters. The credit period rate also increases wth the increase in these
parameters. Although the retailer’s cost is less responsive to these
cost parameters. With the increase in the credit period the retailer
can invests the amount to generate gains.

Table 12: Analysis on the Purchasing cost of the supplier Ps

value
∆PETCS Oρ

r ∗ 100%
PETCS Oρ

rO

∆PETCS Oρ
s ∗ 100%

PETCS Oρ
sO

∆ρ ∗ 100%
ρO

0.005 0.0093 -0.3012 -0.2619
0.0075 -0.000293 -0.0328 -0.00151
0.0125 0.000299 0.0327 0.00136
0.015 0.000594 0.0655 0.00283

Table 13: Analysis on the Remanufacturing cost of the supplier REM

value
∆PETCS Oρ

r ∗ 100%
PETCS Oρ

rO

∆PETCS Oρ
s ∗ 100%

PETCS Oρ
sO

∆ρ ∗ 100%
ρO

0.005 0.0102 -0.2518 -0.2946
0.0075 0.0002 -0.0138 -0.0162
0.0125 -0.0001 0.0137 0.0160
0.015 -0.0003 0.0276 0.0322

7 Conclusion
The research demonstrates a synchronized supply chain with per-
missible delay under inflation in a greens inventory system. The
model shows that the organizations can adopt for the green tech-
nology favouring the environment and can still realize cost savings.
The study shows that the cost under inflation in the synchronized
model is not more than the cost in the desynchronized model. The
primary characteristic of the synchronized model is the credit period
rate. It divides the extra cost incurred to the retailer on account
of accepting the new ordering plan by the supplier and the extra
cost incurred to the supplier on account of green’s technology of
remanufacturing and recycling. The analysis of the model reveals
that both the retailer and the supplier are able to generate financial
benifits. Logical insights are proposed for the various parameters in
this study.
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 An optimization method using a semi-analytical approach is detailed in this paper to design 
a wideband multilayer meander-line polarizer. It consists of the transmission line 
equivalent circuit study to find the best values of the shunt components that allow the 
maximum transmission and a 90 phase difference between two orthogonal components over 
the entire bandwidth, followed by a simulated annealing algorithm to optimize the 
polarizer’s dimensions by converging the values of the shunt components found earlier, to 
some rigorous empirical formulas of the equivalent admittances. 
To validate the proposed method, a wideband (6-18 GHz) four layer’s meander-line 
polarizer is optimized and manufactured. The polarizer prototype is stacked to a horn 
antenna operating at the same frequency band and tested. The experimental results verify 
that the linear waves of the horn antenna alone were converted to circular ones when the 
multilayer meander-line polarizer is stacked to it. 

Keywords:  
Meander-Line Polarizer 
Wideband Polarizer  
Multilayer Structure  
Transmission-Line Model  
Simulated Annealing Algorithm 

 

 

1. Introduction  

This paper is an extension of work originally presented in the 
48th European Microwave Week [1] where a four layer’s 
wideband (6 – 18 GHz) meander-line polarizer has been optimized 
and simulated with different patch antenna for validation.  

As well known, the polarizer is a passive broadband device, 
used to change the polarization properties of an Electro-Magnetic 
(EM) wave. Combining antennas with those devices to change the 
polarization of the wave is very useful. A well-designed polarizer 
permits to change the antenna polarization and to propagate a 
different polarization without any significant variations in the 
pattern performance [2]. The Meander-Line (ML) polarizer is the 
most popular device used to change the Linear Polarized (LP) 
waves into the Circular Polarized (CP) ones [3]. It is a multilayer 
structure made of several printed ML sheets spaced by about one-
quarter wavelength apart. The principle of operation is to convert 
an incident wave into two equal components at ±45⁰ as 
summarized in [4]. One component passes through a structure 
equivalent to a broad-band shunt-inductive filter while the other 

passes through a broad-band shunt-capacitive filter. the other 
component, by about 45⁰. 

The ML polarizer has been proposed in [4], and improved in 
[5]. Later, [6-9] gave analytical formulas to compute the phase 
delay and characterize the polarizer's grating layer. Transmission 
Line (TL) theory together with Method of Moments (MOM) based 
algorithms has been used by [7, 10-13] to analyze the ML 
polarizer. 

In this paper, the basic principle of the ML polarizer is 
described in section 2. Section 3 describes the detail of the 
optimization procedure which includes the TL equivalent circuit 
and Simulated Annealing (SA) algorithm. Finally, in section 4, the 
four layer’s wideband (6 – 18 GHz) meander-line polarizer studied 
previously in [1] is used as a case study. The optimization study is 
presented, followed by experimental validation using a wideband 
horn antenna covering the same bandwidth. 

2. Meander Line Polarizer: Basic Principle 

The ML polarizer is a multilayer structure (Figure 1). Each 
layer consists of MLs printed on a low-loss dielectric substrate and 
separated by a spacer respecting one-quarter wavelength apart. The 
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spacer could be air (vacuum) or any kind of low loss material such 
as foam or dielectric substrate.  

The principle of operation is to convert an incident wave into 
two equal and perpendicular components at ±45 degrees as 
summarized in [3]. The ML polarizer’s layer is placed in the xy-
plane in such a way that the meander axes are all oriented at an 
angle Ψ = 45 degrees with respect to the incident electric field 𝑬𝑬𝒊𝒊𝒊𝒊𝒊𝒊 
along the y-axis (Figure 2). 

The incident electric field 𝑬𝑬𝒊𝒊𝒊𝒊𝒊𝒊 will be decomposed into two 
orthogonal components: one parallel and the other one 
perpendicular to the ML axis, noted respectively 𝑬𝑬∥ and 𝑬𝑬⊥. As 
well known, a CP wave can be obtained by designing a ML 
polarizer that introduces a differential phase shift of 90⁰ between 
the components 𝑬𝑬∥ and 𝑬𝑬⊥  while keeping their magnitudes 
identical over the entire required frequency bandwidth. Right-hand 
or left-hand circular polarizations can be easily obtained by 
switching the orientation angle Ψ from +45⁰ to -45⁰.   

 
Figure 1: N-Layers ML polarizer design  

 
Figure 2:  Incident field (𝑬𝑬𝒊𝒊𝒊𝒊𝒊𝒊) exiting the polarizer layers with the parallel 𝑬𝑬∥and 

the perpendicular 𝑬𝑬⊥ components resulted.  

The difficulty in the design of a meander-line polarizer is to 
determine the inductive and capacitive impedances of the grating 
for the 𝑬𝑬∥ and 𝑬𝑬⊥  polarizations with respect to frequency and 
constitutive dimensions of the meander line. 

An optimization method is developed to optimize the ML 
polarizer’s dimensions and described in detail in the below section. 
It consists of a semi-analytical analysis based on the combination 
of TL circuit theory and SA algorithm and allows to find the 
dimensions of the MLs that keep the magnitude of the components 

𝑬𝑬∥and 𝑬𝑬⊥ identical with a  phase differential shift of 90⁰ over the 
desired frequency bandwidth. 

Our method of optimization has the advantage of avoiding the 
heavy computations and simulations used in [13] to solve the TL 
circuit and the unit cell of each layer. This implies a large 
reduction in the computation time. 

• The TL equivalent circuit is solved using the optimization 
tool of ADS. This tool has the advantage of optimizing the 
shunt elements of all the layers at one simulation and avoid 
the heavy computation of the transmission matrices of each 
layer then the scattering transmission parameters and finally 
optimize the shunt elements using quasi-Newton algorithm as 
used in [13].  

• SA algorithm is used to optimize the physical dimensions of 
the MLs. This algorithm optimizes the dimensions and 
minimize the absolute values of the differences between the 
theoretical admittances introduced by Chu and Lee in [14], 
and their lumped-element counterparts optimized by solving 
the TL circuit using the optimization tool of ADS. This 
method avoids the full-wave analysis of the unit cell and all 
the steps described before which are used in [13].  

3. Meander Line Polarizer: Optimization and validation 
Procedures 

3.1. TL Equivalent Circuit Model  

As summarized in [4], the incident electric field 𝑬𝑬𝒊𝒊𝒊𝒊𝒊𝒊 will be  
decomposed into two orthogonal components 𝑬𝑬∥ and 𝑬𝑬⊥ . One 
component passes through a structure equivalent to a broad-band 
shunt-inductive filter while the other passes through a broad-band 
shunt-capacitive filter. The phase shift through either filter should 
have almost the same slope, so that if the differential phase shift is 
90⁰ at one frequency in the common passband, it remains close to 
90⁰ everywhere in the common passband. 

The TL equivalent circuit of the N-layers ML polarizer excited 
by an incident wave along y-axis (Figure 1) can be represented as 
shown in the Figure 3 where 𝜂𝜂0 is the characteristic impedance of 
the vacuum (𝜂𝜂0 = �𝜇𝜇0/𝜀𝜀0) with 𝜇𝜇0 and 𝜀𝜀0 the permeability and 
the permittivity of vacuum, respectively. The parameters  
hd1, hd2, …, hdN and 𝜀𝜀𝑟𝑟𝑑𝑑1 , 𝜀𝜀𝑟𝑟𝑑𝑑2 , …, 𝜀𝜀𝑟𝑟𝑑𝑑𝑑𝑑  are respectively the 
thickness and the relative permittivity of the 1st, 2nd, …, Nth layer. 
The parameters hs1, hs2, …, hsN and 𝜀𝜀𝑟𝑟𝑠𝑠1 , 𝜀𝜀𝑟𝑟𝑠𝑠2 , …, 𝜀𝜀𝑟𝑟𝑠𝑠𝑑𝑑  are 
respectively, the thickness and the relative permittivity of the  
1st, 2nd, …, Nth separator. The 𝐿𝐿𝑒𝑒𝑒𝑒1 , 𝐿𝐿𝑒𝑒𝑒𝑒2 , …, 𝐿𝐿𝑒𝑒𝑒𝑒𝑑𝑑   and  
𝐶𝐶𝑒𝑒𝑒𝑒1 , 𝐶𝐶𝑒𝑒𝑒𝑒2 , … , 𝐶𝐶𝑒𝑒𝑒𝑒𝑑𝑑 are respectively, the lumped inductance and 
capacitance equivalents of the 1st, 2nd, …, Nth periodic strip lines 
on each layer.  

The input parameters of the TL model of ML polarized are:  
the frequency bandwidth (center frequency f0), the number of 
layers and the relative permittivity and thickness of each dielectric 
substrate and separator. This model must be solved by  
optimizing the shunt components 𝐿𝐿𝑒𝑒𝑒𝑒1 , 𝐿𝐿𝑒𝑒𝑒𝑒2 , …, 𝐿𝐿𝑒𝑒𝑒𝑒𝑑𝑑  and  
𝐶𝐶𝑒𝑒𝑒𝑒1 , 𝐶𝐶𝑒𝑒𝑒𝑒2 , …, 𝐶𝐶𝑒𝑒𝑒𝑒𝑑𝑑  which verify the maximum transmission 
coefficients (S21 and S43) in term of magnitude (~0dB) while 
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attaining 90⁰ differential phase shift between both components for 
the CP properties. 

 
(a) 

 
(b) 

Figure 3: Transmission Line equivalent circuit for N-Layers ML polarizer 
observed by (a) the parallel wave 𝑬𝑬∥ and (b) the perpendicular wave 𝑬𝑬⊥.  

3.2. Simulated Annealing Algorithm 

Simulated Annealing is a mathematical equivalent of the 
thermodynamic annealing. The energy of the particle in 
thermodynamic annealing process can be compared with the cost 
function to be minimized in optimization problem. The particles 
of the solid can be compared with the independent variables used 
in the minimization function. The Simulated Annealing 
Algorithm is detailed in [15].  

The MLs dimensions must be optimized to verify that the 
impedance equivalent of each layer is equal to the one found by 
solving the TL circuit model.      

Chu and Lee in [14], presented rigorous empirical formulas of 
equivalent admittances for parallel ( 𝑌𝑌∥ ) polarization 𝑬𝑬∥  and 
perpendicular (𝑌𝑌⊥) polarization 𝑬𝑬⊥ of the ML, dependent on the 
dimensions a, b, h, and w (Figure 4).  

 
Figure 4: Polarizer’s dimensions   

The SA algorithm is used to optimize the best values of the 
ML dimensions of each layer i by making the admittances values 
(1/𝑗𝑗𝑗𝑗𝐿𝐿𝑒𝑒𝑒𝑒𝑖𝑖  and 𝑗𝑗𝑗𝑗𝐶𝐶𝑒𝑒𝑒𝑒𝑖𝑖), found using the TL circuit model, equal 
to the ones given by Chu and Lee ( 𝑌𝑌∥𝑖𝑖(𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖 , ℎ𝑖𝑖 ,𝑤𝑤𝑖𝑖)  and 
𝑌𝑌⊥𝑖𝑖(𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖 , ℎ𝑖𝑖 ,𝑤𝑤𝑖𝑖)). In other word, for each layer i, the dimensions 

𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖 , ℎ𝑖𝑖 ,𝑤𝑤𝑖𝑖 are optimized to minimize the difference between the 
admittances (δ𝑖𝑖 ≈ 0 and δ𝑖𝑖′ ≈ 0) as shown in the equation (1).  

�𝑌𝑌∥𝑖𝑖(𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖 , ℎ𝑖𝑖 ,𝑤𝑤𝑖𝑖) −
1

𝑗𝑗𝑗𝑗𝐿𝐿𝑒𝑒𝑞𝑞𝑖𝑖
� ≤ δ𝑖𝑖

�𝑌𝑌⊥𝑖𝑖(𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖 , ℎ𝑖𝑖 ,𝑤𝑤𝑖𝑖) − 𝑗𝑗𝑗𝑗𝐶𝐶𝑒𝑒𝑒𝑒𝑖𝑖� ≤  δ𝑖𝑖′
 for 𝑖𝑖 =  {1, … ,𝑁𝑁}. (1) 

The optimization procedure is summarized in Figure 5. 

 
Figure 5: Optimization Procedure Summary  

4. Case Study: 6-18GHz Four Layers ML Polarizer 

A four layers ML polarizer covering the bandwidth from  
6 GHz to 18 GHz is studied in this section.  

4.1. Polarizer Optimization  

The optimization procedure starts by defining the input 
parameters which are the frequency bandwidth [6-18GHz], center 
frequency f0 = 10.4GHz, number of layers N = 4, relative 
permittivity and thickness of the dielectric substrates (𝜀𝜀𝑟𝑟𝑑𝑑𝑖𝑖, hdi) and 
separators (𝜀𝜀𝑟𝑟𝑠𝑠𝑖𝑖, hsi)  for 𝑖𝑖 =  {1, … , 4}.  

To simplify the TL equivalent model, the equivalent circuit 
was studied with one-quarter wavelength apart (𝜆𝜆/4) air separators 
and without considering the substrate effect since a very thin 
substrate (ℎ𝑑𝑑𝑖𝑖 = 0.127𝑚𝑚𝑚𝑚) with low permittivity and low loss 
(Rogers RT/duroid 5880 (𝜀𝜀𝑟𝑟𝑑𝑑 = 2.2, 𝑇𝑇𝑎𝑎𝑇𝑇𝛿𝛿𝑑𝑑 = 0.0009)) is used.  

The choice to have the same MLs dimensions (i.e. same Leq and 
Ceq) for each layer was also made to make the system integration 
simple and flexible. The TL equivalent circuit of the four layers 
ML polarizer is shown in the Figure 6.  

The optimization tool of ADS is used to find the best values 
of the equivalent inductance and capacitance to verify the 
maximum transmission coefficients (S21 and S43) in term of 
magnitude (~ 0dB) and 90⁰ differential phase shift between them 

𝜂𝜂0𝐸𝐸∥
𝐿𝐿𝑒𝑒𝑒𝑒1Port 1 𝐿𝐿𝑒𝑒𝑒𝑒2

𝜀𝜀𝑟𝑟𝑑𝑑1 ,ℎ𝑑𝑑1

𝜀𝜀𝑟𝑟𝑑𝑑1 ,ℎ𝑑𝑑1

𝜀𝜀𝑟𝑟𝑠𝑠1 ,ℎ𝑠1

𝜀𝜀𝑟𝑟𝑠𝑠1 ,ℎ𝑠1

𝜀𝜀𝑟𝑟𝑑𝑑2 ,ℎ𝑑𝑑2

𝜀𝜀𝑟𝑟𝑑𝑑2 ,ℎ𝑑𝑑2

𝜀𝜀𝑟𝑟𝑠𝑠2 ,ℎ𝑠2

𝜀𝜀𝑟𝑟𝑠𝑠2 ,ℎ𝑠2

𝜂𝜂0

Port 2𝐿𝐿𝑒𝑒𝑒𝑒𝑖𝑖 𝐿𝐿𝑒𝑒𝑒𝑒𝑁

𝜀𝜀𝑟𝑟𝑑𝑑𝑖𝑖 ,ℎ𝑑𝑑𝑖𝑖

𝜀𝜀𝑟𝑟𝑑𝑑𝑖𝑖 ,ℎ𝑑𝑑𝑖𝑖

𝜀𝜀𝑟𝑟𝑠𝑠𝑖𝑖 ,ℎ𝑠𝑖𝑖

𝜀𝜀𝑟𝑟𝑠𝑠𝑖𝑖 ,ℎ𝑠𝑖𝑖

𝜀𝜀𝑟𝑟𝑑𝑑𝑑𝑑 , ℎ𝑑𝑑𝑁

𝜀𝜀𝑟𝑟𝑑𝑑𝑑𝑑 , ℎ𝑑𝑑𝑁

𝜂𝜂0𝐸𝐸⊥
𝐶𝐶𝑒𝑒𝑒𝑒1Port 3 𝐶𝐶𝑒𝑒𝑒𝑒2

𝜀𝜀𝑟𝑟𝑑𝑑1 ,ℎ𝑑𝑑1

𝜀𝜀𝑟𝑟𝑑𝑑1 ,ℎ𝑑𝑑1

𝜀𝜀𝑟𝑟𝑠𝑠1 ,ℎ𝑠1

𝜀𝜀𝑟𝑟𝑠𝑠1 ,ℎ𝑠1

𝜀𝜀𝑟𝑟𝑑𝑑2 ,ℎ𝑑𝑑2

𝜀𝜀𝑟𝑟𝑑𝑑2 ,ℎ𝑑𝑑2

𝜀𝜀𝑟𝑟𝑠𝑠2 ,ℎ𝑠2

𝜀𝜀𝑟𝑟𝑠𝑠2 ,ℎ𝑠2

𝜂𝜂0

Port 4𝐶𝐶𝑒𝑒𝑒𝑒𝑖𝑖 𝐶𝐶𝑒𝑒𝑒𝑒𝑁

𝜀𝜀𝑟𝑟𝑑𝑑𝑖𝑖 ,ℎ𝑑𝑑𝑖𝑖

𝜀𝜀𝑟𝑟𝑑𝑑𝑖𝑖 ,ℎ𝑑𝑑𝑖𝑖

𝜀𝜀𝑟𝑟𝑠𝑠𝑖𝑖 ,ℎ𝑠𝑖𝑖

𝜀𝜀𝑟𝑟𝑠𝑠𝑖𝑖 ,ℎ𝑠𝑖𝑖

𝜀𝜀𝑟𝑟𝑑𝑑𝑑𝑑 , ℎ𝑑𝑑𝑁

𝜀𝜀𝑟𝑟𝑑𝑑𝑑𝑑 , ℎ𝑑𝑑𝑁

b

a

h

w

Input parameters 
• Bandwidth: 𝑓1,𝑓2
• Center frequency: 𝑓0 = 𝑓1.𝑓2�

• Number of layers: N
• Relative permittivity and Thicknesses:

Dielectric layers (𝜀𝜀𝑟𝑟𝑑𝑑𝑖𝑖, ℎ𝑑𝑑𝑖𝑖) for 𝑖𝑖 = 1, … ,𝑁𝑁
Separators (𝜀𝜀𝑟𝑟𝑠𝑠𝑖𝑖, ℎ𝑠𝑖𝑖) for 𝑖𝑖 = 1, … ,𝑁𝑁

Transmission Line Analysis
• Unknowns: 𝐿𝐿𝑒𝑒𝑒𝑒𝑖𝑖 , 𝐶𝐶𝑒𝑒𝑒𝑒𝑖𝑖
• Optimization goals:

Maximum Transmission Coefficient (~ 0 dB) 
Minimum Phase difference (𝛥𝛷 ≃ 0)

Simulated Annealing Algorithm
• Input parameters : 𝐿𝐿𝑒𝑒𝑒𝑒𝑖𝑖 , 𝐶𝐶𝑒𝑒𝑒𝑒𝑖𝑖 for 𝑖𝑖 = 1, … ,𝑁𝑁
• Unknowns: 𝑎𝑎𝑖𝑖 ,𝑏𝑏𝑖𝑖 , ℎ𝑖𝑖 and 𝑤𝑤𝑖𝑖 for 𝑖𝑖 = 1, … ,𝑁𝑁
• Optimization goals:

for 

Meander Line dimensions 
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over the entire bandwidth. The optimum values are: 𝐶𝐶𝑒𝑒𝑒𝑒=3 fF and 
𝐿𝐿𝑒𝑒𝑒𝑒  = 0.494 pH. 

 
(a) 

 
(b) 

Figure 6: TL circuit model of the four layers Meander Line polarizer observed by 
the (a) parallel wave (𝑬𝑬∥) and the (b) perpendicular wave (𝑬𝑬⊥). 

The ML dimensions (a, b, h, and w) are optimized using the 
SA algorithm, as detailed previously, by making the admittances 
values (1/𝑗𝑗𝑗𝑗𝐿𝐿𝑒𝑒𝑒𝑒  and 𝑗𝑗𝑗𝑗𝐶𝐶𝑒𝑒𝑒𝑒), found using the TL circuit model 
(Figure 6), as close as possible to the ones given by Chu and Lee 
(1). The optimum values found are a = 2.17mm, b = 13.08mm,  
w = 0.446mm and h = 5.151mm.  

4.2. Polarizer test with 6-18GHz Horn Antenna    

To verify the performance of ML polarizer, a wideband horn 
antenna (6 to 18 GHz) shown in figure 7(a) is used. The four ML 
layers of the polarizer were fabricated. A mechanical support was 
designed and realized using a 3D printer to maintain the quarter 
wave length distance between each layers and the antenna. The 
picture of the polarizer attached to the antenna is shown in  
figure 7(b). Figure 7(c) shows the antenna with the ML polarizer 
under test in the near field anechoic chamber StarLab (by 
Microwave Vison Group), available in IETR.   

   
(a) (b)  (c) 

Figure 7: Picture of (a) horn alone - (b) horn with ML-Polarizer – (c) horn with 
ML-Polarizer under test  

The measurements were performed for the horn antenna alone 
and with the ML polarizer excited in vertical polarization. The 
reflection coefficients of the horn antenna alone (without the ML 
polarizer) and with the ML polarizer are plotted in Figure 8.   

Both reflection coefficients are very close, which proves that 
the ML polarizer doesn’t mismatch the antenna except at the 
around 6GHz, where the reflection coefficient is measured around 
-6.5dB. 

 
Figure 8: Reflection coefficients of the horn antenna with and without the ML 

polarizer 

The co-polarization and cross-polarization of the Electrical 
filed (𝐸𝐸𝜃𝜃  and 𝐸𝐸𝜙𝜙 ) are plotted for different frequencies in the 
figures 9-15.   

  
(a) (b)  

  
(c) (d)  

Figure 9: Measured 𝐸𝐸𝜃𝜃 and 𝐸𝐸𝜙𝜙 at 6 GHz for the horn antenna alone in both 
planes (a) 𝜙𝜙 = 00 and (b) 𝜙𝜙 = 900 and for the horn antenna with the ML 

polarizer in both planes (c) 𝜙𝜙 = 00 and (d) 𝜙𝜙 = 900. 

In figure 9, the 𝐸𝐸𝜃𝜃  and 𝐸𝐸𝜙𝜙 components of horn antenna alone 
and with ML polarizer are plotted at 6 GHz in both planes (𝜙𝜙 =
00 and 𝜙𝜙 = 900). The results seem to show that the horn antenna 
initially excited for a vertical polarization (Figure 9 (a) and (b)) is 
radiating a circular polarized wave when it is stacked with the ML 
polarizer (Figure 9 (c) and (d)). At the boresight, the difference 
between the co and cross components of the horn antenna 
measured alone is more than 28 dB while it reduces to 1dB when 
the horn antenna is measured with the ML polarizer. The 
measured Axial Ratio (AR) of the horn antenna with the ML 
polarizer at this frequency is around 6dB (Figure 16). Therefore, 
the ML polarizer is converting the linear polarization waves into 
elliptical polarized ones. The measured insertion losses are around 
2.5dB (Figure 17) which is due to the mismatch of the antenna 
with the ML polarizer at this frequency (Figure 8). 

The 𝐸𝐸𝜃𝜃  and 𝐸𝐸𝜙𝜙  components of the horn antenna alone and 
with ML polarizer are plotted in figure 10 – 14 for the frequencies 
from 8GHz to 16GHz.  The vertical polarized waves of the horn 
antenna alone are perfectly converted to circularly polarized ones 
when it is stacked to the ML polarizer with the maximum AR of 
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2.9 dB at 8GHz (Figure 16).  The insertion losses are less than  
1.4 dB with the minimum of 0.24 dB at 14 GHz (Figure 17). 

  
(a) (b)  

  
(c) (d)  

Figure 10: Measured 𝐸𝐸𝜃𝜃 and 𝐸𝐸𝜙𝜙 at 8 GHz for the horn antenna alone in both 
planes (a) 𝜙𝜙 = 00 and (b) 𝜙𝜙 = 900 and for the horn antenna with the ML 

polarizer in both planes (c) 𝜙𝜙 = 00 and (d) 𝜙𝜙 = 900. 

  
(a) (b)  

  
(c) (d)  

Figure 11: Measured 𝐸𝐸𝜃𝜃 and 𝐸𝐸𝜙𝜙 at 10 GHz for the horn antenna alone in both 
planes (a) 𝜙𝜙 = 00 and (b) 𝜙𝜙 = 900 and for the horn antenna with the ML 

polarizer in both planes (c) 𝜙𝜙 = 00 and (d) 𝜙𝜙 = 900. 

The measured results at 18 GHz are plotted in figure 15. At 
the plane 𝜙𝜙 = 00, some ripples are observed in the pattern of the 
co-component when the antenna is measured with the ML 
polarizer. This comportment is not reproduced at the other cut 
plane (𝜙𝜙 = 900) where the directive radiation pattern shape is 
preserved. The measured Axial Ratio (AR) of the horn antenna 
with the ML polarizer at this frequency is around 5.4 dB (Figure 
16). Therefore, the linearly polarized waves of the horn antenna 
alone are converted to elliptical polarized waves. The measured 
insertion losses are around 0.6 dB (Figure 17). 

  
(a) (b)  

  
(c) (d)  

Figure 12: Measured 𝐸𝐸𝜃𝜃 and 𝐸𝐸𝜙𝜙 at 12 GHz for the horn antenna alone in both 
planes (a) 𝜙𝜙 = 00 and (b) 𝜙𝜙 = 900 and for the horn antenna with the ML 

polarizer in both planes (c) 𝜙𝜙 = 00 and (d) 𝜙𝜙 = 900. 

 

  
(a) (b)  

  
(c) (d)  

Figure 13: Measured 𝐸𝐸𝜃𝜃 and 𝐸𝐸𝜙𝜙 at 14 GHz for the horn antenna alone in both 
planes (a) 𝜙𝜙 = 00 and (b) 𝜙𝜙 = 900 and for the horn antenna with the ML 

polarizer in both planes (c) 𝜙𝜙 = 00 and (d) 𝜙𝜙 = 900. 

The measured values of the AR at boresight are reported in 
figure 16 versus frequency for the horn antenna with the ML 
polarizer. The AR is less than 3dB at the frequency band between 
8 GHz and 16 GHz. Therefore, the ML polarizer converts the 
linear polarization of the horn antenna to a circular one. In both 
ends of the frequency band (6 GHz and 18 GHz), the ML polarizer 
converts the linear polarization of the horn antenna to an elliptical 
one. 

The total electrical fields (Etot) values at boresight are reported 
in figure 17 versus frequency for the horn antenna alone and with 
the ML polarizer. This figure shows clearly that the Etot of the horn 
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antenna with the ML polarizer is following the same allure as the 
Etot of the horn antenna alone variation with some insertion losses. 

  
(a) (b)  

  
(c) (d)  

Figure 14: Measured 𝐸𝐸𝜃𝜃 and 𝐸𝐸𝜙𝜙 at 16 GHz for the horn antenna alone in both 
planes (a) 𝜙𝜙 = 00 and (b) 𝜙𝜙 = 900 and for the horn antenna with the ML 

polarizer in both planes (c) 𝜙𝜙 = 00 and (d) 𝜙𝜙 = 900. 

  
(a) (b)  

  
(c) (d)  

Figure 15: Measured 𝐸𝐸𝜃𝜃 and 𝐸𝐸𝜙𝜙 at 18 GHz for the horn antenna alone in both 
planes (a) 𝜙𝜙 = 00 and (b) 𝜙𝜙 = 900 and for the horn antenna with the ML 

polarizer in both planes (c) 𝜙𝜙 = 00 and (d) 𝜙𝜙 = 900. 

 
Figure 16: Measured Axial Ratio (AR) versus frequency for the horn antenna 

with the ML polarizer  

 
Figure 17: Measured total electrical field (Etot) versus frequency for the horn 

antenna alone and with the ML polarizer  

In almost the entire bandwidth, except at 6 GHz, the insertion 
losses are less than 1.5dB with the minimum of 0.24 dB at 14 GHz. 
The maximum insertion losses (2.5dB) are measured at 6 GHz 
which is due to the mismatch of the horn antenna with the ML 
polarizer. 

 
5. Conclusion  

An optimization Method of Wideband Multilayer Meander-
Line Polarizer using a Semi-Analytical approach is described in 
this paper. The originality of this method lies in the optimization 
of: i) values of the shunt equivalent inductance Leq and 
capacitance Ceq, determined by the ADS software - ii) ML 
dimensions (a, b, h and W) using the SA algorithm. This method 
was applied to optimize a four layers wideband (6 – 18 GHz) ML 
polarizer as study case.  

The optimized polarizer was manufactured and a wideband 
Horn antenna covering the same bandwidth was used for the 
testing. The test consists of the measurements of the horn antenna 
vertically polarized without and with the ML polarizer. Good 
measured results were observed where the linear polarization of 
the antenna was converted to a purely circular one in almost the 
entire frequency band (8 GHz – 16 GHz, corresponding to an 
octave). In both ends of the frequency band (6 GHz and 18 GHz), 
an elliptical polarization was achieved with a maximum axial 
ration of around 6dB.  

At 6GHz, the axial ratio is around 1dB but the insertion losses 
are around 2.5dB which is due to the mismatch of the horn 
antenna with the ML polarizer at this frequency.  At 18 GHz, the 
axial ratio is around 5dB and the insertion losses are around 0.6 
dB.  

 The future work will be devoted to the study of five layers 
ML polarizer to improve the performances, and especially at both 
ends of the frequency band. 
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 Due to the recent development of information and communication technology, such as 
sensor technology, IoT technology, and smart technology, interest in maker education is 
increasing. Maker education offers students experience-based education that allows them 
to make their own results, giving them various interests and motivations. Recently, various 
research results on maker education have been under way. However, there is little research 
work on the teaching aids selection criteria for maker education. The purpose of this study 
is to justify the teaching aids selection standards that are developed in the previous research 
works. In the previous research work, 14 selection standards were developed in a total of 
eight areas. In this work, through rigorous statistical analysis, justification of the 14 
standards are verified. The findings are expected to help a lot in future policy proposals 
and related research on maker education. 
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1. Introduction  

This paper is an extension of work originally presented in 
ICTC2018[1]. 

Various changes are taking place throughout the industry 
following the recent advent of the 4th industrial revolution era. 
Information-oriented industries are emerging at the forefront of the 
industry in the existing product-oriented manufacturing industry 
structure. The changes are prompting the acceleration of the 
modern knowledge and information society, calling for, among 
other things, interest in and understanding of the information- 
oriented society. 

This change in the industrial structure also calls for many 
changes in public education in schools. In particular, interest in 
information education such as information collection, analysis, and 
processing is increasing in schools as the knowledge and 
information society accelerates. Information education is evolving 
into a software education form, especially from Information and 
Communication Technology Education, which started from 2000 
in Korea. While the human image sought in ICT education was the 
core part of a computer-savvy user, the human image sought by the 
government in 2015 became the producer or manufacturer who 
could actually make software [2]. 

Maker education began in the early 2000s with the U.S. as 
the Do-It-Yourself Movement [3]. The DIY movement aimed to 

produce and use the necessary items in everyday life and also to 
share the necessary processes and products with each other. The 
DIY movement evolved into the Maker Movement, which, 
combined with the Maker Space, was ultimately born into Maker 
Education [4]. 

Meanwhile, according to [5], maker education was defined as 
follows by relating it to information education (or software 
education). In [5], maker education is a new type of educational 
paradigm to foster so-called "maker geeks" who can create things 
themselves. In other words, what students have imagined 
autonomously is produced directly using digital devices. It was 
also defined as process-oriented project education rather than the 
results that lead to the sharing of knowledge and experience 
learned in this process. 

Maker education is in the spotlight as an experience-type 
education that can increase students' interest and motivation for 
learning. It is also receiving attention at the schools in a typical 
form of convergence education, combined with various subjects, 
such as science and practical subjects. In addition, various forms 
of hands-on exhibitions and contests are attracting interest from 
students and parents, and teachers are given various training 
opportunities to encourage interest in maker education. 

Along with the spread of maker education, academic research 
is under way on various maker education. However, in order to 
carry out actual maker education on the schools, there is a lack of

standards on how to choose teaching aids, which is the core of the 
maker education, among other things Generally, teaching aids are 
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tools used in class activity. The typical teaching aids in class are 
scissors, colored paper, glue, and so on. In maker education, the 
typical teaching aids includes 3D printers, 3D pens, cutting tool, 
sewing machine, and so on. Teaching aids are either raw materials 
or making tools like a machine tool. In maker education, teaching 
aids are essential for class activity. Thus, choosing right teaching 
aids in maker education is very important in successful class.    

The purpose of this study is to justify teaching aids selection 
standards that are developed in the previous research works. 
That is, for those 14 selection standards, rigorous statistical work 
is done and selection standards are proved to be useful in schools. 

The rest of this paper is as follows. First, in Chapter 2, related 
works are presented. In Chapter 3, the existing 14 selection 
standards are introduced. In Chapter 4, statistical analysis is 
presented for selection standards. Finally, in Chapter 5, 
conclusions and further research issues will be discussed. 

2. Related Works 

This chapter presents an overall relevant study of maker 
education. First, the typical characteristics of maker education can 
be summarized as follows [6]. 

First, knowledge can be organized through interaction with 
objects or people through direct-creating activities. In addition, 
outputs created directly by learners can induce social participation 
through various sharing, thereby providing a meeting place for 
various participants to communicate together through common 
tasks. 

Second, it can provide self-directed and cooperative learning. 
Makers are engaged in maker activities, choosing their own themes 
from areas of personal interest and social issues. In addition, 
working on cooperative projects can lead to mutual respect and 
communication through cooperative learning. 

Third, it provides an environment for making activities. In 
other words, the maker education will require a maker space for 
direct production activities and a variety of teaching aids and 
materials. The maker space needs an environment with the tools 
needed for the maker's activities. 

Fourth, maker education requires a position as an inventor and 
creator as a learner. In other words, students go through the process 
of choosing their own themes through making activities. Through 
this process, learners experience creative problem solving. 

Fifth, in maker education, a teacher will act as a helper. Maker 
activities are basically activities that can improve students' creative 
thinking and problem-solving skills. In addition, since students 
decide on their own topics, tools, methods, etc., they should 
provide a free learning environment and a free environment for 
evaluation regardless of the outcome's success or failure. 
Therefore, a teacher's role should be a learning guide or facilitator. 

Sixth, students can start with personal participation in maker 
education and continue with social participation. This is because 
the maker education can share and open information with other 
learners through personal problem solving, starting from social 
issues and creating experiences, and to see if personal and social 
problems can be solved through product sharing. 

On the other hand, a recent study by [7] developed and 
presented a measure of the ability of making as part of the software 
coding- based maker education program for scientific gifted 

children. The Matching Capacity Scale means the competency that 
students who participate in the maker education should have, and 
the makeup competency measures presented in [7] are as follows. 
Overall, the making capabilities comprise three core competences: 
analysis capabilities, design capabilities, and implementation 
capabilities. Specifically, analysis capability refers to the ability to 
collect data and analyze problems, and design capability 
corresponds to the ability to generate and refine ideas for problem 
resolution, and to come up with solutions through sharing ideas. 
Finally, implementation capability refers to the ability to select a 
tool for problem solving, generate results through active 
participation and evaluate results. The three core competences 
were divided into more detailed sections to provide specific 
capabilities. 

Table 1. The Original Selection Standards 

Number Standard Detailed Criteria 

 

1 

 

Safety 

-There should be no risk of safety 
accidents. 
-Material that can be harmful to 
health should not be used 

 

2 

 

Subject 
Compatibility 

-It should be available for various
 educational 
activities 
-It should be possible to integrate 
with other teaching materials and 
learning materials. 

 

3 

 

Multi-purpose 

-The teaching aids must support 
various functions through the 
connection of built-in or additional 
parts. 

 

4 

 

Ease of 
Manipulation 

-(Teacher) It should be easy to use 
in class by simple training. 
-(Student) It should be easy to use 
after simple teaching and learning 
about how to use. 

 

5 

 

Economics 

-It should be easy to buy within 
budget items of the school. 
-Parts can be easily procured within 
reasonable time and price. 

 

6 

 

Universal 
Design 

-It should be designed for the older, 
people with mental and physical 
disabilities. 
-It should provide alternative 
functions for main functions 

7 Gender 
Equality 

-It should be used regardless of 
gender. 

 

 

8 

 

 

Durability 

-Failure or breakage should not 
occur even if students repeatedly 
use. 
-It should be able to withstand the 
minor impact (collision, drop, etc.) 
that occurs between educational 
activities. 

 
3. Development of Teaching Aids Selection Standards 

3.1 Design Principles 

The selection standards for teaching aids in maker education 
are developed through the following principles [1]. 
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First, it is in line with the general teaching aids selection criteria 
used in primary and secondary schools. That is because the 
teaching aids used in maker education are essentially one of the 
teaching aids. 

Second, it is based on the selection criteria for the physical 
computing education, which is mainly used in recent software 
education. 

Third, the universal design principle is adopted so that it can be 
used by anyone. In other words, care is taken to make it easier for 
anyone, regardless of age, gender, age, or disability. 

3.2 The Original Selection Standards 

In [1], the original selection standards of teaching aids in 
maker education are proposed. The following table 1 show the 
initial standards. 

4 Statistical Analysis 

4.1 Design of Analysis 

Verification of the reliability of the tool to measure the 
importance of teaching aids selection standards in maker 
education showed that Cronbach α was 0.77 and was reliable, as 
shown in Table 2. 

Table 2. Reliability of Measurement Tool 

Item Number Cronbach's α 
14 0.77 

 
The data gathered in this work were analyzed using the 

Statistical Package for the Social Science (SPSS) WIN 25.0 
program. Cronbach α is used to verify the reliability of the 
measuring tool. In addition, the average and standard deviation 
were calculated in order to find out the importance of the 
selection standards in maker education, and the correlation 
analysis was conducted to understand the relationship between 
the sub-areas of selection standards and selection standard in 
maker education. 

4.2 Analysis Results 

-Descriptive Statistics  

The average and standard deviation of questions asked 
about the importance of teaching aids selection standards in 
maker education are as shown in Table 3. 
4.3 Sub-area of Descriptive Statistics 

According to the results of the review of the average and 
standard deviation in the sub-areas of teaching aids selection 
standards in maker education are shown in table 4. The average 
importance of the selection standards for the teaching aids in maker 
education was 4.13, and the selection standards for the teaching 
aids were important. 

Among the sub-areas of the standards for selection standards 
for teaching aids, “safety” 4.84, followed by "ease of 
manipulation" 4.52, "durability" 4.30, "economics" 4.28, "subject 
compatibility" 4.05, "gender equality" 4.00 and "multi-purpose" 
3.78, with the lowest "universal design." 

As above, it is shown that “safety” is the highest in the sub- 
areas of the teaching aids selection standards in maker education, 
and that “universal design” is less important than other areas. 

Table 3. Results of Descriptive Statistics 
 

Standard AVG SD 

1. There should be no risk of safety 
accidents. 4.84 0.37 

2. Material that can be harmful to health 
should not be used. 4.84 0.37 

3. It should be available for various 
educational activities 4.13 0.91 

4. It should be possible to integrate with 
other teaching materials and learning 
materials. 

 
3.97 

 
0.82 

5. The teaching aids must support 
various functions through the 
connection of built-in or additional 
parts. 

 
3.78 

 
0.94 

6. (Teacher) It should be easy to use in 
class by simple training. 4.41 0.80 

7. (Student) It should be easy to use after 
simple teaching and learning about how 
to use. 

 
4.63 

 
0.61 

8. It should be easy to buy within budget 
items of the school. 4.38 0.66 

9. Parts can be easily procured within 
reasonable time and price. 4.19 0.86 

10. It should be designed for the older, 
people with mental and physical 
disabilities. 

 
3.06 

 
1.16 

11. It should provide alternative 
functions for main functions 3.00 1.14 

12. It should be used regardless of 
gender. 4.00 1.19 

13. Failure or breakage should not occur 
even if students repeatedly use. 4.28 0.85 

14. It should be able to withstand the 
minor impact (collision, drop, etc.) that 
occurs between educational activities. 

 
4.31 

 
0.69 

Where AVG and SD stand for average and standard deviation, 
respectively. 

4.4 Correlation Analysis 

The results of a review of the correlation between the sub-areas 
of the standards for teaching aids selection standards in maker 
education and the whole teaching aids selection standards in maker 
education are shown in Table 5. 

Safety (r=.455; p<.01) and subject compatibility (r=.627, 
p<.001), multi-purpose (r=.548, p<.01), ease of manipulation 
(r=.391, p<.05), economics (r=.534, p<.01), universal design 
(r=.725, p<.001), gender equality (r=.824, p<.001), and durability 
(r=.453, p<.01) showed a statistically significant static correlation 
with the importance of the standards for teaching aids selection 
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standards in maker education. Therefore, the higher importance of 
safety and subject compatibility, multi-purpose, ease of 
manipulation, economics, universal design, gender equality, and 
durability of the standards for teaching aids selection standards in 
maker education, the higher importance of the standards for 
teaching aids selection standards in maker education. 

Table 4. Results of Descriptive Statistics of Sub-area 

Evaluation Standard Area AVG. SD 

Safety 4.84 0.27 

Subject Compatibility 4.05 0.73 

Multi-purpose 3.78 0.94 

Ease of Manipulation 4.52 0.63 

Economics 4.28 0.61 

Universal Design 3.03 1.07 

Gender Equality 4.00 1.19 

Durability 4.30 0.69 

Overall Selection Standards 4.13 0.43 

where AVG and SD stand for average and standard deviation, 
respectively. 

Table 5. Results of Correlation Analysis 

Area Correlation Value 

Safety 0.455**(0.009) 

Subject Compatibility 0.627***(0.000) 

Multi-purpose 0.548**(0.001) 

Ease of Manipulation 0.391*(0.027) 

Economics 0.534**(0.002) 

Universal Design 0.725***(0.000) 

Gender Equality 0.824***(0.000) 

Durability 0.453**(0.009) 

Where * p<.05, ** p<.01, *** p<.001 

5 Conclusions and Further Research Issues 

Along with the development of various information and 
communication technologies and smart technologies, maker 
education is receiving attention at schools due to the increase in 
the number of available teaching aids at schools. Maker 
education is an experience-based education in which students 
directly participate in designing and analyzing the work they 
want to produce, and finally participate in production, which has 
the advantage of generating interest and motivation for students. 
Maker education is also very popular as a project-oriented 

cooperative study because teachers and students can participate 
and discuss the entire process of producing works together. 

The role of the teaching aids in maker education is very 
important and the interest and academic performance of students 
in the whole class, depending on how they choose the teaching 
aids, also affects safety issues. However, there has been no 
standardized research or guideline on the standards for teaching 
aids selection standards in maker education. 

The purpose of this study is to justify the teaching aids 
selection standards that are developed and proposed. In the 
previous research, 14 selection standards are developed and 
analyzed statistically. In this research, with more rigorous 
statistical analysis, the justification of the results is verified. 

The immediate further research issues are as follows. At 
first, it is necessary to present more detailed selection standards 
depending on tools of maker education such as 3D printer. Also, 
it is also necessary to present more integrated and extensive 
selection standards for both maker education and software 
education. This is because there is no clear limit between maker 
education and software education. 
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 The aim of this article was the identification of cardiovascular diseases, after applying Katz 
and Higuchi fractal algorithms on 4 databases of ECG signals downloaded from the 
Physionet website: heart failure (HF), hypertension (H), ischemic heart disease (IHD) and 
normal sinus rhythm (NSR). For this purpose, initially the ECG signals passed through a 
filtering stage using a Butterworth high pass filter of order 6 and 0.5Hz of cutoff frequency, 
in order to cancel variations of the baseline. The fractal algorithms were applied 
independently for each database. For such application, all signals were standardized with 
a total of 100,000 data, and for the calculation of each fractal dimension (FD) a frame 
equal to 10,000 with an overlap of 1,000 was used in a first stage; in a second stage, a 
frame equal to 1,000 with an overlap of 100 was used. Thus, the results showed that the 
Higuchi algorithm, in general, has a better performance compared with the Katz algorithm. 
These results refer to the observation of the variance of the FD averages, which are shown 
in Table 4. For example, in the cardiovascular disease Arterial Hypertension, the Higuchi 
algorithm presented 0.0093 of variance compared with the algorithm of Katz that only 
reached 0.0352. Complementarily, we used the Principal Component Analysis (PCA) to 
show graphically the differences between algorithms, so the components related to the 
Higuchi algorithm were presented in a less dispersed and grouped form, making possible 
their differentiation, mainly when the second analysis stage was carried out. 
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ECG signals 
Physionet database 
Higuchi and Katz algorithm 
fractals 
Principal Component Analysis 

 

 

1. Introduction  

The circulatory system is one of the such systems of the human 
being that fulfills a specific function; and, where the most 
important piece of this system is the heart, because it is responsible 
for pumping the blood to the different organs and systems of the 
human body in order to oxygenate them. 

Due to the agitated life we lead, poor feeding, combined with 
the consumption of tobacco and alcohol steadily and in some cases 
certain hereditary ills, they can produce different types of ilness 
that damage the heart and affect the natural rhythm of its heartbeat. 
For this reason, there are several alterations about the forms of 
cardiac rhythms, which vary in intensity and severity. Thus, the 
purpose of using ECG signals of patients with cardiovascular 
diseases of higher incidence arises, such as it was stated by the 
World Health Organization [1], in order to be identified. For this 
was necessary to use the Physionet database [2], from which a total 

of 60 records of electrocardiogram signals were downloaded, 
including the one corresponding to the normal sinus rhythm. Then, 
for the identification of cardiovascular diseases in digitized ECG 
signals, we chose a field of mathematics that is dedicated to the 
study of signals that have a repetitive characteristic of self-
similarity, which is called fractals. Likewise, this theory is also 
used in the analysis of encephalogram signals EEG, like early 
detection of Alzheimer’s disease [3], to visual evoked potential [4], 
to analyze the EEG brain oscillations during the development of 
cognitive tasks [5], and to analyze of the bimodal pattern of 
neuronal activity [6]. Likewise, the principal components analysis 
theory was used to reduce the dimensionality of the results 
obtained from the fractal dimensions of Higuchi and Katz. For this, 
the work of [7] was taken as reference, who used fractal analysis 
and chaos theory to detect dynamic changes in a group of 13 ECG 
signals with healthy and unhealthy segments, mainly when RR 
intervals and the ST segments were analyzed. Likewise, [8] was 
taken as reference who show the use of a procedure about analysis 
of fluctuation without tendency based on the theory of fractals, for 
patients who had cerebrovascular accidents. Also, the work of [9] 
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where they indicate the development of a local fractal 
characteristic based on a method of concordance for the 
classification of arrhythmia ECG, by matching it with the 
representing templates from other ECG signals with different types 
of arrhythmias; and for this they used the Euclidean distance. Also, 
[10] used fractal dimension for automated diagnosis of serious 
arrhythmias. In the same way, the work of [11] investiged three 
fractal dimension methods, among them, Higuchi and Katz, plus 
artificial neural networks, as a methodology to predict sudden 
cardiac death. And, in [12], the use of two methods for the 
extraction of characteristics in ECG signals is proposed, where the 
second method is a fusion of fractal characteristics by stacking.  

2. Processing and Fractal Dimension 

This section briefly describes the four databases used to 
subsequently apply the filtering step, followed by the calculation 
of the fractal dimension of the ECG signals. In addition, this 
database was seleccioned, because represent to a group of 
cardiovascular diseases that have great incidence in Peru. 

2.1. Physionet Database 

There were four databases used in this article, which were 
obtained from the Physionet website [2]. These are: 

• The BIDMC Congestive Heart Failure Database, for severe 
cases of heart failure. Which used a sampling frequency of 
250 Hz, for a DII derivation, and with signals of 900,000 
samples. 

• The MIT-BIH Normal Sinus Rhythm Database, in the case 
of healthy people. Which used a sampling frequency of 128 
Hz, for a DII derivation, and with signals of 460,800 
samples. 

• St.-Petersburg Institute of Cardiological Technics 12-lead 
Arrhythmia Database, for the case of hypertension disease. 
Which used a sampling frequency of 257 Hz and signals of 
462,600 samples. 

• The PTB Diagnostic ECG Database for the case of 
ischemic heart disease. Which used a sampling frequency 
of 1,000 Hz and signals of 115,200 samples. 

In the same way, the PhysioBank ATM tool was used to 
download the files in *. MAT format, for a total of 15 signals per 
database in order to have a uniformity in all four cases. Figure 1 
shows the temporal representation of an ECG signal in its original 
form, corresponding to a patient with heart failure. 

2.2. Filtering Stage 

Filtering stage consists of attenuating the baseline or DC 
component that alter the ECG signal. According to the American 
Heart Association in its article Recommendations for the 
Standardization and Interpretation of Electrocardiograms, 
recommends the use of filters with cutoff frequencies up to 0.67 
Hz or less for linear digital filters with phase distortion equal to 
zero [13]. Therefore, it was used a Butterworth high pass filter with 
order 6 and cutoff frequency equal to 0.5 Hz, in order to attenuate 
the DC component and having a stable phase response. Figure 2 
shows the comparison between an original signal from a patient 

with ischemic heart disease, and its corresponding result after 
applying the filtering stage. 

   
Figure 1. ECG signal from the database BIDMC Congestive Heart Failure to a 

patient with heart failure. Source: Authors. 
 

 

 
Figure 2. Above: original ECG signal from a patient with Ischemic heart 

disease. Bottom: ECG signal filtered with Butterworth filter. Source: Authors. 
 

3. Estimation of Fractal Dimensions 

The calculation of the fractal dimension of Higuchi considers 
a finite set of observations of time series taken in a regular 
interval, to then built a new series of time [14]. It is described 
using Equation (1). 

xmk = x(m), x(m + k), x(m + 2k), … , x �m + �N−m
k
� . k�      (1) 

For  m = 1, 2, … , k  

Where « m » indicates the initial time value, « k » is the 
discrete time delay, and |α| means integer part of α. 

In this way, algoritm proposed by Higuchi, to estime the fractal 
dimension, can be seen in Figure 3 as a flow chart. This flow chart 
is based on the program coded by [15]. 

Likewise, algorithm proposed by Katz to estimate the fractal 
dimension of a flat curve is shown in Equation (2). 

           Katz’s Fractal Dimension(D) = logL
log d

  (2) 
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Where « d » is the diameter of the curve and  « L » is the length 
of the curve, defined as the distance between two successive 
points. 

 

Figure 3. Flow chart to calculate the fractal dimension by Higuchi. 
Source: Authors 

 
In addition, Katz adds that by practical convention, in order to 

discretize the space and to normalize the fractal dimensions, he 
defines the standard unit as the smallest convolution size of interest 
in a form, then for waveforms, the average distance between 2 
successive points is « a », then using « a » and clearing in the 
formula for fractal dimension D [16], result Equation (3). 

𝐊𝐊𝐊𝐊𝐊𝐊𝐊𝐊’𝐬𝐬 𝐅𝐅𝐅𝐅𝐊𝐊𝐅𝐅𝐊𝐊𝐊𝐊𝐅𝐅 𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐃𝐬𝐬𝐃𝐃𝐃𝐃𝐃𝐃(𝐃𝐃) = 𝐅𝐅𝐃𝐃𝐥𝐥(𝐃𝐃)

𝐅𝐅𝐃𝐃𝐥𝐥�𝐝𝐝
𝐋𝐋
�  +  𝐅𝐅𝐃𝐃𝐥𝐥 (𝐃𝐃)

     (3) 

Where « n » is the number of steps in the curve (L / a), and 
« a » is the average length of the unit. Then, flow chart used to 
calculate the fractal dimension by Katz can be seen in Figure 4. 
This flow chart is based on the program coded by [17]. 

 

Figure 4. Flow chart to calculate the fractal dimension by Katz. 
Source: Authors 

 

4. Fractal characteristic of ECG signal 

The calculation of the fractal dimension of Higuchi considers 
a finite set of observations of time series taken in a regular interval, 
to then built a new series of time [14]. It is described using 
Equation (1). 

In the work of [18], it is affirmed that the methods based on 
fractal geometry have been used satisfactorily in the analysis of 
cardiac signals. These studies show that ECG signals were 
modeled as self-related fractal sets and their characteristics can be 
determined using the fractal dimension. In addition, the fractal 
nature of the ECG signal can be attributed to the self-similar 
pattern of cardiac rhythm activity, then the change in the rhythmic 
pattern can be measured using the fractal dimension since the self-
similar structure will change. 

Likewise, [19], in his article A Healthy Heart is a Fractal Heart, 
says that the heart is part of a great feedback system, whose 
dynamics are non-linear, non-stationary and multiscale. 
Consequently, the heartbeat is one of the most complex signs in 
nature. Thus, in the records of ECG signals obtained from sick and 
elderly people, show great losses of complexity with respect to the 
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beats obtained from healthy people. That is, the values of the 
fractal index tend to 1 when people are sick and on the contrary 
they move away from the unit when they are healthy. 

Therefore, from a group of 4 ECG signals, the most distorted 
wave is the signal in Figure B and it is the one that belongs to a 
healthy person. Then, figure D belongs to the disease called atrial 
fibrillation, while Figures A and C belong to patients with severe 
heart failure. They are show in Figure 5. 

 
Figure 5. Complex behavior of ECG signals [19]. 

However, before proceeding to calculate the fractal dimensions 
of Katz and Higuchi, it is necessary to check their performance. 
For it, we used the Weierstrass function which was characterized 
by generating a synthetic signal to verify the operation of the 
proposed algorithms. Therefore, the procedure used by [20] was 
repeated, where synthetic signals are generated using the 
Weierstrass cosine function with known fractal dimensions 
(theorical), then these signals are processed with the proposed 
algorithms of Katz and Higuchi. Next, they are represented in 
tabular and graphic scheme. It is show in Table 1 and in Figure 6. 

In the previous graphic representation, was observed a quasi 
linear behavior of the Higuchi algorithm with respect to the 
synthetic signal. By another hand, from the graphical 
representation corresponding to the Katz algorithm, a light 
variation was observed from the fractal dimension equal to 1.5, 
showing an increasing behavior as equal as the obtained by [20].  

In this way, with the four previously filtered databases, we 
proceed to calculate the fractal dimensions of Katz and Higuchi in 
order to differentiate the signals belonging to healthy and sick 
people. However, such algorithms are of the unsupervised type, 
because they do not perform learning and they are only used to 
discriminate or differentiate the data. 

Table 1. Averages obtained from the Higuchi and Katz’s FD 

Source: Authors 

FRACTAL DIMENSIONS 

THEORETICAL HIGUCHI KATZ 
1.10 1.1298 1.0000 
1.20 1.2064 1.0000 
1.30 1.294 1.0000 
1.40 1.3858 1.0000 
1.50 1.4778 1.0000 
1.60 1.5700 1.0002 
1.70 1.6646 1.0011 
1.80 1.7668 1.0059 
1.90 1.8797 1.0331 
1.95 1.9390 1.0781 

 

 
 

Figure 6. Graph of Fractal Dimensions of the Synthetic Signal. 
Source: Authors. 

 
For the estimation procedure of both fractal dimensions, each 

signal of the group of 15 was subdivided into 10 equal sections. 
For example, for the Physikalisch-Technische Bundesanstalt 
(PTB) database, belonging to ischemic heart disease, 115,200 
samples are collected. However, only the first 100,000 samples 
were selected and subdivided into 10 equal parts to obtain frames 
or sections of 10,000 samples with an overlap of 1,000 samples. 

 
Figure 7. Katz’s FD of Heart Failure. 

 

Figures 7 and 8 show the fractal dimensions of Katz for 
the 15 signals of Heart Failure and Ischemic Heart Disease, 
respectively. Similarly, Figures 9 and 10 show the fractal 
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dimensions of Higuchi for the 15 signals of Normal Signal 
and Signal with Hypertension, respectively. 

 
Figure 8. Katz’s FD of Ischemic Heart Disease. 

 

 
Figure 9. Higuchi’s FD of the Normal Sinus Rhythm. 

 

 
Figure 10. Higuchi’s FD of the Signal with Hypertension. 

 

As observed from Figures 7, 8, 9 and 10, there are 10 
dimensions for each of the 15 signals in the database. Therefore, 
we proceeded to determine the arithmetic mean of the 10 FD, 
because are very close to each other. They are show in Tables 2 
and 3. 

However, with the arithmetic mean it is not possible to 
discriminate easily between one and another type of ECG signal, 
because such result present not scattered values for the same type 
of ECG signal. Only in the case of normal signal and ischemic 
heart disease do not have so scattered values. Otherwise, in the 
case of the Higuchi algorithm, the results of the arithmetic means 
present closer values, and they are no higher as scattered for each 
of the four signals, especially in the case of the normal sinus 
rhythm (healthy people). 

Table 2. Averages obtained from the Katz’s FD 
Heart 

Failure 
Ischemic Heart 

Disease 
Normal Sinus 

Rhythm 
Signal with 

Hypertension 

1.2212 1.4415 1.5761 1.3590 

1.2198 1.4539 1.4090 1.3538 

1.1935 1.4064 1.5360 1.2828 

1.1602 1.3415 1.4395 1.2777 

1.3286 1.3398 1.4750 1.3631 

1.1923 1.4903 1.4491 1.7435 

1.2273 1.3717 1.5331 1.8564 

1.1836 1.3552 1.4787 1.5952 

1.4434 1.3882 1.3967 1.6198 

1.2280 1.4022 1.3928 1.5117 

1.5239 1.3304 1.4818 1.5321 

1.1715 1.3466 1.4576 1.6883 

1.1932 1.4068 1.5216 1.5666 

1.2870 1.4685 1.3166 1.7599 

1.3700 1.4056 1.4618 1.7354 

 
Table 3. Averages obtained from the Higuchi’s FD 

Heart 
Failure 

Ischemic Heart 
Disease 

Normal Sinus 
Rhythm 

Signal with 
Hypertension 

1.3629 1.5116 1.8379 1.6180 

1.6130 1.5127 1.8368 1.6735 

1.3751 1.4801 1.8069 1.6870 

1.6722 1.3048 1.8760 1.6979 

1.5862 1.4361 1.7878 1.7149 

1.5137 1.4550 1.8024 1.5928 

1.5747 1.4296 1.7723 1.6298 

1.6073 1.4601 1.8147 1.5914 

1.5717 1.4552 1.7410 1.4783 

1.5602 1.3781 1.8297 1.4866 

1.4120 1.4407 1.8274 1.5489 

1.4640 1.4019 1.8247 1.6871 

1.6003 1.4811 1.8464 1.6330 

1.4542 1.5284 1.7346 1.4497 

1.5090 1.2369 1.6565 1.4220 

In this way, in order to have a better visualization and 
differentiation of the obtained results, we processed the FD by 
calculating the variance in order to see how these results differ 
from their average. Results of the variance of the averages obtained 
from the FD of Higuchi and Katz, for the four types of signals used, 
are shown. Also, signal with the greatest variation for the 
Higuchi’s FD is arterial hypertension and the one with the least 
variation is the FD of the normal sinus rhythm. Similarly, for the 
Katz algorithm, the FD with the greatest variation is also arterial 
hypertension and the one with the least variation is that of ischemic 
heart disease. It is show in Table 4. 

Then, in order to reduce the dimensionality, we decided to use 
the Principal Component Analysis on the obtained data. So, in this 
way, we achieved a better differentiation of the databases studied. 
For this, we created a matrix where the values of the FD are 
analyzed. 
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Table 4. Variance of the averages obtained from the Higuchi and 
Katz’s FD 

CARDIOVASCULAR 
DISEASES 

HIGUCHI’s F.D. KATZ’s F.D. 

Heart Failure 0.0087 0.0116 

Normal Signal 0.0030 0.0044 

Arterial Hypertension 0.0093 0.0352 

Ischemic heart disease  0.0062 0.0025 

When the results of the PCA are plotted, the values of the 
"score" matrix are used, which is generated when working with the 
PRINCOMP function of the Matlab. This matrix score contains the 
coordinates or projections of the main components. In a first stage, 
we used the PCA to compare the signals in pairs, so, the FD of the 
signals corresponding to the diseases had compared with the signal 
of the healthy person.  In this way, we show some results in two 
dimensions that comes of the application of the PCA algorithm on 
the FD of Katz and Higuchi, respectively, for the case of frame 
equal to 10,000 and overlap equal to 1,000. 

Thus, for Katz’s Fractal Dimension, the comparison of heart 
failure with the normal signal showed a tendency between the two 
when trying to group, but several scattered points were also 
observed. It is show in Figure 11.  

 
Figure 11. Heart failure Vs. Normal Signal (Katz Fractal Dimension). 

Frame=10,000 and Overlap=1,000. 
 

 
Figure 12. Heart failure Vs. Normal Signal (Higuchi Fractal 

Dimension). Frame=10,000 and Overlap=1,000. 
 

 
Figure 13. Heart failure Vs. Normal Signal (Higuchi Fractal 

Dimension). Frame=1,000 and Overlap=100. 
 

On the other hand, for Higuchi’s Fractal Dimension, the 
comparison of heart failure with the normal signal showed a better 
separation between the 2 signals observed. It is show in Figure 12. 

Performing more tests with the algorithms used, we proceeded 
to reduce the size of the frame to 1,000 and the overlap to 100. This 
gave rise to a calculation of the FD for 100 segments and therefore 
more features emerged were analyzed with the PCA algorithm. For 
this case, again, the Higuchi algorithm presented a better 
performance to analyze and differentiate the signals.  

Similarly, for Higuchi’s Fractal Dimension, the comparison of 
heart failure with the normal signal showed an excellent 
differentiation of the main components. It is show in Figure 13. 

In this way, for Katz’s Fractal Dimension, the comparison of 
heart failure with the normal signal showed an improvement in the 
differentiation of the main components. It is shown in Figure 14. 

 
Figure 14. Heart failure Vs. Normal Signal (Katz Fractal Dimension). 

Frame=1,000 and Overlap=100. 
 

Therefore, with the reduction of the size of the frame and of the 
overlap a major separation of the main components is achieved. 

At the end, we show, in 2D and 3D graphs, principal 
components (PCA) of the 4 signals studied for Higuchi Fractal 
Dimension for the case of frame equal to 1,000 and over equal to 
100, where it is appreciated that heart failure is mixed with 
hypertension and ischemic heart disease. They are show in Figures 
15 and 16.  
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Figure 15. 2D graph of the resulting PCA (Higuchi Fractal Dimension). 

Frame=1,000 and Overlap=100. 
 

 
Figure 16. 3D graph of the resulting PCA (Higuchi Fractal Dimension). 

Frame=1,000 and Overlap=100. 
 

On the other hand, as a result of the calculation of Katz´s 
Fractal Dimension for the case of frame equal to 1,000 and over 
equal to 100, the graphic representation in 2D and 3D of the main 
components of te 4 signals studied show a greater combination 
between them, making their separation and identification more 
difficult. They are show in Figures 17 and 18.  

 
Figure 17. 2D graph of the resulting PCA (Katz Fractal Dimension). 

Frame=1,000 and Overlap=100. 
 

5. Conclusions 

The Butterworth high pass filter was used for the elimination 
of the variations of the baseline, which allowed to filter the 
frequencies below 0.5 Hz, range in which they are present 
unwanted signals. In addition, the algorithms of Katz and Higuchi 
were adapted to the programming language of Matlab, for this 
purpose the corresponding equations were used, which were the 
basis of calculation for these algorithms. 

 
Figure 18. 3D graph of the resulting PCA (Katz Fractal Dimension). 

Frame=1,000 and Overlap=100. 
 

PCA algorithm was used optimally, since it was possible to 
reduce the FD, obtaining the main components that represent the 4 
types of signals (heart failure, hypertension, ischemic heart disease 
and normal signal). 

The results were graphically represented with the principal 
components in two and three dimensions for the Katz and Higuchi 
algorithms. Finally, the algorithm of Higuchi gave a better 
performance and this is because Higuchi's algorithm calculates the 
FD through summations and repetitive averages of the segment or 
distance at which the FD was calculated, while Katz uses the basic 
form of the calculation proposed by Mandelbrot when define a 
fractal, which consists of a division of logarithms to calculate the 
FD. This performance results when refer to the observation of the 
variance of the FD averages, which are shown in Table 4. 

In addition, the results improve when the size of the frame and 
the over are reduced to 1,000 and 100, respectively. This 
improvement is due to the fact that the components of the PCA do 
not appear dispersed, and on the contrary they remain grouped 
which facilitates their differentiation. In this way, despite using a 
frame size equal to 10,000 and an overlap equal to 1,000, the 
Higuchi algorithm achieved a better separation of the PCA 
components from the databases: normal signal y heart failure, as 
show in figures 11 and 12. For the other hand, by reducing the 
number of frames to 1,000 and the overlap to 100, again the 
Higuchi algorithm achieves a better grouping of the components, 
as show in figures 16 and 18. 

On the other hand, the result of the work of [20] shows that 
Katz’s algorithm is the most consistent method for discrimination 
of epileptic states from the intracranial EEG (IEEG), likely due to 
its exponential transformation of FD values and relative 
insensitivity to noise. For this reason, the content of this article 
differs in terms of the results achieved with respect to Higuchi’s 
algorithm. 

Finally, it can also be concluded that the use of fractal 
dimensions plus other techniques such as artificial neural 
networks, frequency analysis, principals components analysis, 
among others, offer greater applications of identification and 
classification on ECG and EEG signals allowing the early 
detection of Alzheimer's, identifying cardiovascular diseases, 
predicting sudden deaths due to heart problems, classifying heart 
signals [3], [7], [11], [12], etc. 
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 The Universidad Nacional Tecnologica de Lima Sur (UNTELS), like all universities, has as 
one of its objectives the training of professionals with skills that the changing working world 
requires. One way to establish the relevance of what UNTELS offers to its students is to 
know relevant information from graduates that entails, to their authorities, establish 
policies for continuous improvement of educational quality and improve the training of new 
professionals. In this context, the purpose of this research project is to collect information 
from graduates of the Professional Careers of Systems Engineering, Environmental 
Engineering, Mechanical and Electrical Engineering, Electronic Engineering and 
Communications, Business Administration from the National Technological University of 
South Lima of the second academic semester of the year 2017; To evaluate the satisfaction 
with regard to their professional training, receive a physical questionnaire with questions 
aimed at knowing their professional competencies, teaching staff, environments, library 
services, laboratory services, computer center services, administrative service of the 
Faculty and Professional School, University support services and personal and social 
attitudes that support decision-making for the improvement of educational quality at the 
National Technological University of South Lima. 
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1. Introduction  

The satisfaction of the educational quality of students or 
graduates of higher education institutions (IES) becomes more 
relevant because of the social relevance of higher education and 
the competition between the different study options of the most 
affluent or most talented students [1] 

In a study of student satisfaction of the Ana G. Méndez 
University System, it tells us that the average level of overall 
satisfaction towards university services worldwide is 78% [2] 

Likewise, according to Llanes Castillo and collaborators, it 
was evident that the satisfaction of the graduates in a Mexican 
university in terms of the training received, ranged between 54 
and 65%, was evaluated regularly by 17% and good by 58.5%. 
Another similar study carried out in a medical university in 

Colombia, when exploring the aspects to improve in training, 
found teaching deficiencies (7.0%), deficiencies in practical 
activities (19.5%), deficit of texts in the library (0,9%). While a 
study of graduates in Peru, I detected 6.2% dissatisfaction, and 
59.1% reported satisfaction, so that more than 80% of respondents 
rated between 4 and 5 the general training received in relation to 
performance as professionals [3]. 

Satisfaction with the training received is a subjective concept, 
since it depends on the fulfillment (or not) of the expectations and 
wishes of the students [4] In addition, it is a broad concept, whose 
study is conditioned by a great quantity of characteristics, as well 
as the existence of different points of view to address its 
measurement [5]. 

Among the latter, there is the vision provided by Lapeña and 
González (1996), which indicate that the degree of satisfaction of 
a student with the training received is related to their opinion on 
it (which highlights the subjectivized commented) [6]. According 
to these authors, it would be an attempt to see to what extent the 
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student considers training in the performance of their work or 
training useful and if they liked it [7]. 

Thus, the continuous improvement of university quality is not 
only due to increasing resources and infrastructures in academic 
units, but mainly by launching trained professionals with optimal 
academic performance and, above all, satisfied with the 
preparation received [8]. 

In this sense, the National Technological University of Lima 
Sur (/UNTELS) aims to have information on the satisfaction of 
graduates regarding their professional training, so that the 
managers of the National Technological University of Lima South 
support the taking of decisions to adapt their professional training 
of students to the existing demand of the productive environments. 

The present work is structured as follows. Section 2 presents 
the methodology used in this research work; this methodology 
will be descriptive / correlational, with which the relationship of 
the indicators that present the highest level of dissatisfaction will 
be found. Section 3 shows the results obtained after the surveys 
carried out. In Section 4 he presents the statistical analysis. Finally, 
in Section 4 the discussion of the results obtained is presented. 

2. Methodology 

2.1. Kind of investigation 

The research is basic; the level is descriptive/ correlational. 

2.2. Population and Sample  

The population is made up of the 160 graduates of the second 
academic semester of 2017 of the professional careers of Systems 
Engineering, Mechanical and Electrical Engineering, 
Environmental Engineering, Business Administration and 
Electronic and Telecommunications Engineering of the National 
Technological University of Lima Sur. 

The sample is equal to the population and is not probabilistic, 
because it was only considered, to apply the questionnaire to 
graduates of the second academic semester of 2017, which 
corresponds to a number of 160 graduates; these results were 
obtained as part of the application of a questionnaire made to all 
graduates. It should be noted that UNTELS University is an 
institution with few years of operation specifically founded in 
2007, and its first graduate promotion is registered in 2011, to date 
the University has no report or reference base or point Starting 
that allows taking actions in relation to the satisfaction of the 
graduates. 

Then the type of non-probabilistic sampling that was used is 
"deliberate, critical or trial sampling", which is a technique in 
which the members of the sample are chosen only on the basis of 
the knowledge and judgment of the investigator. As the 
knowledge of the researcher is instrumental in creating a sample, 
there are chances that the results obtained are highly accurate with 
a minimum margin of error. This type of sampling is more 
effective in situations where there are only a limited number of 
people they possess the same qualities that a researcher expects 
from the target population [9]. 

There is no bias in the data because the questionnaire was 
applied to the entire population formed by the 160 graduates of all 
professional careers, without considering any distinction; the self-
selection was possible since the presence of the 160 graduates was 
counted, thus having a form of control over the possibility of their 
participation. Due to this control it was possible to obtain all the 
answers requested in the questionnaire. 

2.3. Applied Techniques in the Collection of Informacion and 
Measuring Instruments 

A questionnaire with opinion questions about the satisfaction 
of the graduate of the quality of the different services offered by 
UNTELS was used as an instrument, considering indicators 
regarding knowing their professional competencies, teaching staff, 
environments, library services, laboratory services, services of 
computer center, administrative service of the Faculty and 
Professional School, support services of the University and 
personal and social attitudes; Because it is the first time this type 
of research is carried out, it was decided to opt for a simple, easy 
to understand and low cost tool for the collection of information. 

Questionnaires were used to measure satisfaction, since 
according to Franklin and Walker (2010), the use of 
questionnaires has the advantages of speed, moderate cost, and 
can cover a wide variety of potential problems ranging from 
spelling errors, grammar or of writing up problems with the 
concepts that are being operationalized in the questionnaire, 
additionally covers cognitive aspects of the respondents, can 
reveal potential difficulties for the interviewer (if there is one) and 
can reveal possible problems for data analysis. (Landa, M. & 
Ramírez, M., 2017). [9] 

 
Figure 1: Sequence of the investigation procedure  

Satisfaction and 
dissatisfaction 

analysis

Identification of the 
dimension with the 

greatest dissatisfaction

Identification of the 
indicador with greater 

dissatisfaction

Clasification of 
university service 

dimensions

Clasification of the self-
perception dimensions of 

the graduate

Correlation level 
determination

http://www.astesj.com/


O. Chamorro et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 151-157 (2019) 

www.astesj.com     153 

There are other methods to measure student satisfaction, such 
is the case of the SERVQUAL method, but according to the 
empirical studies carried out by Cronin and Taylor, this is not the 
most appropriate evaluations, due to the frequent interpretation 
problems that it poses to the people to whom questions are 
administered; They also represent a redundancy within the 
measuring instrument, since perceptions are influenced by 
expectations, while the questionnaires are one of the most 
economical ways of obtaining quantitative data and a wide scope; 
They also allow you to analyze the results easily with integrated 
tools, without having to have knowledge of statistics or scientific 
research. 

The following figure shows the sequence of the procedure 
that the present investigation has. 

3. Results 

The results obtained from the application of the data collection 
instrument of the “Graduate Satisfaction Survey”, for the second 
academic semester of 2017, are shown below. 

The following Figure 2 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the 
Professional Competencies dimension. 

 
 

 

 

 

 

 

 

 
 

Figure 2: Indicators with the highest dissatisfaction levels by specialty of the 
dimension professional competences 

As can be seen in Figure 2, the indicator that shows the highest 
percentage of dissatisfaction is “To have research skills” 
equivalent to 64.29% in the specialty of Environmental 
Engineering in the Professional Competencies dimension. 

The following Figure 3 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the Teaching 
Plan dimension. 

As can be seen in Figure 3, the indicator that shows the highest 
percentage of dissatisfaction is “Proficiency in the subjects of the 
courses it develops” equivalent to 64.29% in the specialty of 
Environmental Engineering in the Teaching Plane dimension. 

The following Figure 4 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the University 
Environments dimension. 

 
Figure 3: Indicators with the highest dissatisfaction levels by specialty of the 

teaching flat dimension 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Indicators with the highest dissatisfaction levels by specialty of the 
dimension environments of the University 

As shown in Figure 4, the indicator that shows the highest 
percentage of dissatisfaction is “Availability of Hygienic 
Services” equivalent to 81.82% in the specialty of Systems 
Engineering in the University Environments dimension. 

The following Figure 5 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the Library 
Services dimension. 

 

Figure 5: Indicators with the highest dissatisfaction levels by specialty of the 
dimension library services 
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As shown in Figure 5, the indicator that shows the highest 
percentage of dissatisfaction is “Virtual library availability” 
equivalent to 61.11% in the specialty of Environmental 
Engineering in the Library Services dimension 

The following Figure 6 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the Laboratory 
Services dimension. 

 
 

 

 

 

 

 

 

 

 

 
 

Figure 6: Indicators with the highest dissatisfaction levels by dimension specialty 
laboratory services 

As shown in Figure 6, the indicator that shows the highest 
percentage of dissatisfaction is “The implementation of 
laboratories” equivalent to 83.33% in the specialty of 
Environmental Engineering in the Laboratory Services 
dimension. 

The following Figure 7 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the Computer 
Center dimension. 

 
Figure 7: Indicators with the highest dissatisfaction levels by specialty of the 

dimension computer center 

As shown in Figure 7, the indicators that show the highest 
percentage of dissatisfaction are “Internet service and availability 

of specialized Software” equivalent to 63.64% in the specialty of 
Systems Engineering in the Computer Center dimension. 

The following Figure 8 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the 
Administrative Service dimension of the Faculty and Professional 
School. 

 

 

 

 

 

 

 

 

 

 
 

Figure 8: Indicators with the highest insatisfaction levels by specialty of the 
dimension administrative service of the school and professional school 

As shown in Figure 8, the indicator that shows the highest 
percentage of dissatisfaction is “Presence of administrative staff 
during working hours” equivalent to 66.67% in the specialty of 
Environmental Engineering in the Administrative Service 
dimension of the Faculty and Professional School. 

The following Figure 9 shows the results of the Indicators with 
the highest levels of dissatisfaction by specialty of the Support 
Services dimension of the University. 

 

 

 

 

 

 

 

 

 
 
 

Figure 9: Indicators with the highest dissatisfaction levels by specialty of the 
dimension support services of the University 

As can be seen in Figure 9, the indicator that shows the highest 
percentage of dissatisfaction is “Registries and enrollment” 
equivalent to 90.91% in the specialty of Systems Engineering in 
the Support Services dimension of the University. 

 
Internet service 

 
 
 
 

The availability of specialized 
software 

 

 
The speed and capacity of 

computers 
 

53.66%

81.82%

81.82%

57.14%

83.33%
68.18%

La implementación de los
laboratorios.

Suficientes mesas de trabajo o
capacidad.

La modernidad de los equipos e
instrumentos.

ING.MECANICA ING.AMBIENTAL ADM. EMPRESAS

ING.SISTEMAS ING.ELECTRONICA

 
 

The modernity of equipment and 
instruments 

 
 
 

Enough work tables or capacity 
 
 
 
 

The implementation of the 
laboratories 

39.02%

39.02%

65.91%

66.67%

42.86%

ING.ELECTRONICA

ING.SISTEMAS

ADM. EMPRESAS

ING.AMBIENTAL

ING.MECANICA

La información que brindan al estudiante es pertinente.

Presencia del personal administrativo en horario de trabajo.

La eficiencia del trabajo del personal administrativo.

The information they provide to the student is relevant. 
 

 

Presence of administrative staff during working hours 
 

The work efficiency of administrative staff 

87.80%

90.91%
53.57%

36.11%

40.91%

40.91%

40.91%

Servicios de transporte.

Bienestar Universitario.

Registros y matrículas.

Talleres extracurriculares de
Extensión - Universitaria.

Centro de Idiomas.

ING.MECANICA ING.AMBIENTAL
ADM. EMPRESAS ING.SISTEMAS

Language Center 

 

 

Extracurricular University 
Extension Workshops 

 

Registrations and Registration 

 

http://www.astesj.com/


O. Chamorro et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 151-157 (2019) 

www.astesj.com     155 

The following Figure 10 shows the results of the Indicators 
with the highest levels of dissatisfaction by specialty of the 
Personal and Social Attitudes (Self-perception) dimension. 

 

 

 

 

 

 

 

 
 

Figure 10: Indicators with the highest insatisfaction levels by specialty of the 
dimension personal and social attitudes (Self-perception) 

As shown in Figure 10, the indicator that shows the highest 
percentage of dissatisfaction is “With the respect you show for the 
authorities, teachers and administrative staff” equivalent to 
27.27% in the specialty of Systems Engineering in the Personal 
Attitudes and social (Self-perception). 

4. Statistical Analysis 

Initially for this analysis we will classify the dimensions into 
two groups dimensions by university services and self-perception 
dimensions of the graduate. This classification is shown in the 
following table.  

Tabla 1: Clasification of dimensions 
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For this analysis we will see the correlation that exists between 
the indicators that present the highest percentage of 
dissatisfaction, for this we will be guided by the results obtained 
in the previous point; being our indicators to analyze: 
implementation of laboratories, records and enrollment, research 
skills and respect that students show towards the authorities, 
teachers and administrative staff; corresponding to the 
dimensions: laboratory services, University support service, 
professional skills and personal and social attitudes (self-
perception), respectively. 

To analyze the correlation you have the following 
interpretations: 

There is no correlation = 0 

Moderate positive correlation Strong +0.5 

Perfect positive correlation +1.0 

The results obtained in relation to the correlation of the 
indicators implementation of laboratories and research skills are 
shown below. 

Table 2: Pearson correlation of the implementation of laboratories and 
research competences 
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Laboratory 
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Pearson 
correlation 1 ,651 

N 160 160 

Competitions_ 
investigative 

Pearson 
correlation ,651 1 

N 160 160 

 

The above table shows a moderate positive correlation of 
0.651, in relation to the dissatisfaction of the graduates towards 
having investigative competencies, because there was no 
adequate implementation for the professional development of the 
student of the National Technological University of Lima Sur. 

Table 3: Pearson correlation the registrations and registration and personal 
and social attitudes 
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The results obtained in relation to the correlation of the 
registration and enrollment indicators are shown below, and the 
respect shown by the students towards the authorities, teachers 
and administrative staff. 

The above table shows a moderate positive correlation of 
0.502, in relation to the dissatisfaction of the graduates towards 
the respect they show towards the authorities, teachers and 
administrative staff, this because the graduates during their years 
of study have always shown discomfort of the registration system, 
whose processes were carried out manually and the lack of 
technological tools was evident.  

5. Discussion 

In relation to the results of this research, the following 
discussions are held below: 

• Regarding the indicators “Implementation of laboratories and 
the modernity of equipment and instruments” which show a 
level of dissatisfaction of 83.33% and 81.82%, respectively, 
it can be said that these agree with the study conducted by 
(Salinas & Martínez , 2017) which concludes that at the 
UPM, regarding the workshops where the students' practices 
are carried out; a highly dissatisfied degree of 30% is shown; 
This is reflected, because he did not have the necessary 
implements for the professional development of the student 
of the National Technological University of South Lima [10]. 

• Regarding the “Registries and enrollment” indicator which 
shows a level of dissatisfaction of 90.91%, it can be said that 
these agree with the study carried out by (Coveñas, 2017), in 
his thesis entitled Study of student satisfaction with services 
education provided by PROEDUNP - Sullana 2016, 
concludes that: Regarding administrative services; a 
dissatisfaction degree of 58.75% is shown; This is reflected, 
due to the delay in the enrollment process, since there was no 
enrollment system, which controls and optimizes the service 
of the students of the National Technological University of 
South Lima [11]. 

• Regarding the indicator “Availability of hygienic services” 
which shows a level of dissatisfaction of 81.82%, it can be 
said that they agree with the study conducted by (Coveñas, 
2017), in his thesis entitled Study of student satisfaction with 
students educational services provided by PROEDUNP - 
Sullana 2016, concludes that: Regarding sanitary facilities; a 
dissatisfaction degree of 44% is shown; This is reflected, 
because there were cases of lack of cleanliness, as well as the 
availability of permanent drinking water in the hygienic 
services of the National Technological University of South 
Lima. [11] 

6. Conclusions 

• It is concluded that it was possible to determine the levels that 
present the greatest satisfaction of the graduate in relation to 
the quality of the educational services of their professional 
training at the National Technological University of South 
Lima, which are to assume a self-education (self-learning and 
continuing education) and I treat students in and out of the 
classroom; The two indicators present 85.71% satisfaction 

and belong to the dimensions of Professional Competencies 
and Teaching Plan respectively. 

• It is concluded that it was possible to determine the highest 
levels that present dissatisfaction of the graduate in relation 
to the quality of the educational services of their professional 
training at the National Technological University of South 
Lima, which are Registries and enrollments with 90.91%, 
Implementation of the laboratories with 83.33% and 
availability of hygienic services with 81.82%; These 
indicators belong to the dimensions of University Support 
Services, Laboratory Services and University Environments 
respectively. 

• Finally it is concluded that it was possible to determine the 
highest levels that present dissatisfaction of the graduate 
according to professional careers in relation to the quality of 
educational services in their professional training at the 
National Technological University of Lima, which are: in 
Electronic Engineering and Telecommunications, Services of 
Transportation with 87.80% and Availability of hygienic 
services with 63.41%, in Systems, Registries and Enrollment 
Engineering with 90.91%, Modernity of equipment and 
instruments with 81.82% and Implementation of laboratories 
with 81.82%, in Business Administration, Availability of 
hygienic services with 67.86% and Availability of books of 
their specialty with 57.14%, in Environmental Engineering, 
Implementation of laboratories with 83.33%, Presence of 
administrative staff in working hours with 66.67% and 
Availability of hygienic services with 75%, and in 
Mechanical and Electrical Engineering ica, Implementation 
of laboratories with 68.18%, The efficiency of the work of 
administrative staff with 65.91% and Internet service with 
61.36%. 
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 The purpose of this research is to develop an android application named "TANYA MEOW" 
which can be used by cat owners to detect the diseases that their cats suffer based on visible 
symptoms. The cat owners need to answer questionnaire to detect what disease is suffering 
by their cat. The result of the disease is also accompanied by the first treatment that cat 
owners can do to treat their cats. In addition, this application also has a feature that 
provides information, tips and tricks in cat care. The research methods used to analyze the 
development of this application are literature study through books, journals and e-books. 
Furthermore, observation, distribution of questionnaires for data collection and interviews 
to ensure data accuracy. We also make comparisons with applications that have similar 
concepts and features similar to our application. The research method used for the 
development of this application is waterfall that has five stages, requirements definition, 
system and software design, implementation and unit testing, integration and system testing 
and operation and maintenance. The results obtained from this writing show that the owner 
of the cat can feel the ease in detecting and knowing the disease from their cats who are 
sick, also getting knowledge on how to take care of cats in a good way. 
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Cat 
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Android Application 

 

 
1. Introduction   

In the era of rapid development of smartphones, where pet 
owners are now so enthusiastic to see the behavior of their pets 
and capture this moment through the camera on the smartphone. 
Animal owners also often use smartphones to access various 
articles on the internet to recognize the nature, behavior, and 
symptoms of the disease [1]. However, some articles are not 
actual and true for the health of their pets. Animal owners need a 
good source and useful media to see the condition of their pets. 
Thus, we developed an app that focused on cat that could allow 
users to find ways to prevent and perform first action on their 
beloved cat when strange symptoms seen in cats or cats are 
already infected by an illness as well as providing tips and tricks 
in the form of actual information in the care of cats [2]. Therefore, 
this application can be one of an application or a media to help cat 
owners in doing the right action based on the illness suffered in 
the form of useful and actual information for their cat [3]. 

Therefore, the formulation of our problem in making this 
research is how cat owners can know the diseases suffered by cats 

based on visible symptoms, how cat owners can find information 
about handling the disease, first aid on what to do when the cat is 
sick, how cat owners can find information about the prevention of 
diseases that must be done when the cat is sick and how cat owners 
can find out information about tips and tricks in cat care using 
android based smartphones [4]. From the problems in, it can be 
concluded that our goal in making this application is to create an 
application that can help cat owners to know the type of cat disease 
based on visible symptoms, provide information that can help cat 
owners to know easily about the handling and first aid against cat, 
providing information that can help cat owners find out easily 
about cat's disease prevention and provide information on android 
smartphones that can help cat owners find out easily about tips and 
tricks in cat care [5]. The benefits of the for cat owners to rapidly 
diagnose cat diseases, accurately and interactively, help cat owners 
to take early action against diseases suffered by cats, provide 
detailed information on cat disease prevention and increase 
knowledge to owners cat about tips and tricks in cat care. 

2. Why Cat? 

Cats are animals that have many advantages. His fur is soft, 
his body shape is adorable, his spoiled nature always makes him 
love to stroke and play with him. In addition, the behavior of cats 
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that are very funny while joking makes their lovers entertained. 
Initially, cats come from the wild, then slowly undergo the process 
of dosmetication. Now, cats become pets that are very close to 
humans [6]. 

According to ref. [7], the following are examples of diseases that 
can be suffered by cats: 

• Cat Diarrhea 

This disease is a disease of increased fluid in the stool and 
increased frequency of defecation. Mild diarrhea is usually caused 
by changes in food, too much eating, and stress disorders. 
Conversely, severe diarrhea is caused by an increase in peristaltic 
movements of the intestine so that the food material comes out 
faster, food does not have much time to digest properly. 

Clinical symptoms include: runny diarrhea, very runny stools. Cat 
feces smell bad. The cat vomits and refuses to drink. To prevent 
diarrheal disease, clean the place to drink and place food with 
disinfectants. For treatment you can use worm medicine and can 
be injected with vitamin B12 to increase appetite. 

• Cat Lice 

Lice in cat are caused by Ctenocephalides felis. Adult fleas 
can live up to around 115 days in a cat's body, and will die soon 
if they are not in the cat's body for only 1-2 days. The survival of 
adult lice depends on environmental conditions, including 
humidity, cat's breath, and cat's body vibration.  

The initial symptoms of cat lice are just normal itching. All fleas 
will irritate your cat's skin. Sometimes because of the large 
number of fleas and itchiness, cats scratch their bodies, especially 
in the nape of the neck, ears and base of the tail. Prevention and 
treatment efforts can be with flea drugs and with lice exterminator 
shampoo. 

• Cat Mite 

This disease is generally caused by Otodectes cynotis. The 
life cycle from eggs to adults takes around 21 days. Mites often 
attack young cat ears. They eat secretions in the ear canal or 
flaking skin. The initial symptoms of cat mite are shaking their 
heads and scratching their ears, sometimes cats rub their ears, 
walls, or soil. For symptoms that are severe the cat bends and loses 
balance and sometimes rolls over. In the ear hole there is dry or 
damp blackish brown dirt and thickening of the skin.  

Symptoms can continue with the release of a runny or thick liquid 
from the foul-smelling cat's ears and yellow to greenish red. 
Prevention efforts that can be done is by washing or changing the 
cat's bed, every 3-4 weeks the cat's ear is given drops, mite 
exterminator, cleaning the hole.  

• Cat Otitis  

This disease is an infection of the ear canal, which is a 
connecting area between the outside of the ear and ear drum. 
Symptoms of itching in the ear. The cat tries to shake its head, 
scratch, and sometimes rubs the ear against the cage wall until a 

wound appears, the ear hole swells, and the cat feels pain when 
the part is held. The skin of the inner ear is reddish, the skin will 
thicken and scaly, pus and bumps sometimes appear. 

Prevention that can be done is by eradicating ticks and fleas that 
attack the cat's cage. Clean cat ears once a week. Treatment can 
be adjusted to the cause. For bacteria given antibiotics, for fungi 
given antifungals, for allergies can be given antihistamine drugs. 

• Cat Constipation 

The first cat constipation is found in food quality. Cats are 
very short of crude fiber and drink less, including eating too much 
meat. Another cause is the age of the cat, where the intestinal 
muscles have started to weaken so that the activity decreases. 

The symptoms are difficulty defecating Anus swells, reddish 
dirt and sometimes accompanied by blood and during bowel 
movements, cats always try to push, but dirt fails to come out. 
Prevention that can be done is to provide a balanced diet that is 
sufficiently like rough fiber. Always provide clean and fresh water 
so the cat is not short of fluids. The first treatment for mild 
constipation is to give laxative medication. Use laxatives to 
remove hard feces quickly. 

3. Problem Statement and Preliminaries 

The first research method used is data collection methods, 
including literature study conducted to find sources and references 
related to the development of Android-based mobile applications. 
Second, observations made by observation to animal clinics. 
Observation is done by recording the implementation of activities 
in the field, especially at the time of the interview. Third is the 
distribution of questionnaires conducted as a method of data 
collection. Fourth is interview conducted to the veterinarian to 
ensure the truth of data about the disease as well as symptoms in 
the cat and asking information that is needed to be implemented in 
the application so that the data obtained are actual. Then an 
application is formed using an expert system [8]. The last is the 
comparison of applications performed by taking reference 
applications that have the same characteristics and within the same 
category that will be an important source for the progress of this 
research. 

4. Analyze User Needs  

In the process of collecting data for the needs of users, we 
used questionnaire method. The questionnaire are distributed to 
124 respondents on September 11, 2017 to September 14, 2017. 
Here are the results of the questionnaire: 

1. 100% of respondents have cats. 
2. Of the total 100%, 39.5% have domestic cats, 33.9% 

have Persian cats, 6.5% have cats, 2.4% have Maine 
Coon cats and 17.7% have cats other races. 

3. 78.2% of respondents keep cats inside their house and 
21.8% keep outside their house. 

4. 73.4% of respondents answered that their cats rarely get 
sick, 21% are quite frequent and 5.6% are often sick. 

5. 41.1% of respondents were browsing about diseases and 
handling it by their own when their cats were sick, 35.5% 
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were taken to the doctor, 15.3% asked the closest relation 
that had a cat and 3.2% answered to be silenced until 
healed by itself. 

6. Of 100% of respondents as much as 83.9% responded 
confused when their cat changed behavior and as much 
as 16.1% answered "No". 

7. 38.5% of respondents know the disease in cats and 
symptoms and as much as 61.5% do not know the 
disease and the symptoms in cats. 

8. With a total percentage of 100%, 96% are interested in 
using application that can detect disease, provide tips and 
tricks and first aid information on cats. 

Table 1: Similar Application Comparisons 

Comparison Cat care Pet care 

Platform 

type 
Android Android 

Internet Requires internet No need for internet 

Notification Do not have tutorial Do not have tutorial 

Article 
Does not have article 

features 
Has article features 

Background 

Music 

Do not have 

background music 

Do not have 

background music 

Disease 

Diagnosis 

Does not have a 

diagnosis of disease 

features 

Does not have a 

diagnosis of disease 

features 

Handling 

Disease 

Does not have a 

disease handling 

feature 

Does not have a 

disease handling 

feature 

User 

Interface 

Easy to understand 

interface and 

interactive menu 

Simple and easy to 

understand interface 

Advantages 
Contains news about 

cats 

Contains articles, tips 

and tricks about pets, 

including cats 

5. Similar Application Comparison Analysis  

Comparison of similar applications is adopted from ref. [9], 
this model is a comparison of features to the advantages possessed 
by each application analyzed, so that the application made can be 
developed in accordance with the results of comparison of similar 
applications. 

Based on comparison of similar applications, the target is the 
Android platform, to make it easier for users of the application to 
not need the internet, to have tutorials, to feature articles, and to 
make music background interesting, then to diagnose diseases, to 
treat diseases and to make the user interface easy to understand, 

interesting and interactive. So overall the advantages possessed 
compared to other applications are having a feature of disease 
diagnosis, disease management and containing articles about tips 
and tricks in maintaining cats. 

6. Architecture Software 

Architectural models that are made almost similar to 
architectural ref. [10], what is different is the content in it, where 
there is an expert system to detect cat disease. Then, for the user 
experience, use the model created by ref. [11, 12]. 

7. Software Functions 

1. Cat’s Registration 
This feature is used for cat registration by filling in data 
on registration form such as name, gender, month of 
birth and race. Users can register one cat or more. 

2. Tanya Meow (Diagnosis of Disease) 
This feature is used to diagnose the disease in cats based 
on visible symptoms. First, the user will choose what 
parts of the body that cause symptoms of the disease. 
Then, users are given some questions based on these 
symptoms and given the diagnosis of a cat-like disease 
and the first aid on what to do to treat their cat. 

3. Info Meow 
This feature contains information, articles and tips and 
tricks how to care for a good and true cat. The menu is 
divided per-category for easy user in navigating. 

4. P3K 
This feature contains treatment of the diseases that can 
be suffered by cats. The menu is divided per-category for 
easy user in navigating. 

5. Cat Disease’s History 
This feature is used to view the list of selected cat 
catastrophes that users have previously done in the menu 
“Tanya Meow”. 

8. Main Results 

Below is the display of features or app results of Tanya 
Meow:  

• Fig.1 The main menu contains the Registrasi, Pilih Kucing, 
Tanya Meow, Info Meow, P3K, Riwayat, and Pengaturan 
menu. This page provides information to users about what 
features can be used on the main menu page.  

• Fig.2 This page contains forms to fill with the names of cats, 
gender, month of birth, race of cats, and also choose the cat 
icon. The cat registration page helps the user create a cat 
profile. On the Pilih Kucing page, the user can see the 
registered profile and choose the desired cat profile. This 
page allows the user to choose the cat that will be used. 

• Fig.3 Choosing a cat profile or deleting a pre-registered 
profile can be done on the Konfirmasi Pilih Kucing page. 
This page helps the user to make choices based on the user's 
wishes. 

• Fig. 4 Tanya Meow page is a diagnostic page that helps the 
user to know the cat's disease. 
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• Fig 5. In the Pertanyaan Tanya Meow page, user can choose 
the answer option based on the given question by choosing 
"Yes" or "No" button until Pertanyaan Tanya Meow page 
result appears. 

• Fig. 6 Hasil Tanya Meow page is the result page of the answer 
to the question the user chose. This page provides 
information about the results of diseases suffered by cats 
based on the answers to questions that users choose. 

• Fig. 7 Info Meow page is a page that displays articles that 
contain information on how to take care of cats. This page 
allows users to get articles quickly because they are organized 
by certain categories. 

• Fig. 8 P3K is a page that displays articles that contain 
information about the first handling and prevention of cat 
diseases. This page provides users with information about 
what actions a user can take when their cat is sick. 

• Fig. 9 Riwayat page will show a list of cat diseases that have 
been diagnosed. This page allows users to see the diagnosis 
of the disease that has been done. 

9. Evaluation 

After produced “Tanya Meow” application, The evaluation 
was done by distributing questionnaires to 30 respondents (users) 
based on the measurable 5 human factor theory and the conclusion 
that 91% users are satisfied with the features of the “Tanya Meow” 
application and assisting them in knowing cat's disease, adding 
insight on cat care and prevention and first aid to do when the cat 
is sick. 

10. Evaluation 

Based on analysis and evaluation conducted, the conclusion is as 
follows: by using “Tanya Meow” application, users can easily 
know the illness of their ailing cat based on the symptoms seen, 
get proper handling and first aid on their sick cat, can help users 
to get information about disease prevention should be done by the 
owner of the cat. For future work, there are some suggestions that 
need to be added to the “Tanya Meow” application as the 
following: Make data statistics about diseases that are often 
infected by cats based on users of Tanya Meow application that is 
connected online, and provide question and answer features with 
veterinarians and provide information on experienced 
veterinarians. 
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Plants are living organisms that can hear and recognize the environment around them
but cannot communicate to inform their needs. Thus, in the past, humans thought that
it was impossible to communicate with plants. However, in this modern era, humans
can be able to communicate with these plants. In this paper, we propose a model that
can interact (Chat) with plants cultivated in the automated farm system based on
Internet of Things (IoT) and Fuzzy Logic. According to the communication of plants
and humans, we apply a chatbot algorithm for sending/receiving messages between
users and automated smart farming. The messages are processed by the natural
language processing (NLP) to parse and interpret the meaning of the conversation.
The experimented plant in this paper is orchid, namely Dendrobium Sonia (Bomjo).
The result from the evaluation shows that the average accuracy (Harmonic mean) of
chatting between the user and the orchid is equal to 0.71, the precision and recall
are 0.75 and 0.6 respectively.

1 Introduction

What happens if we can talk to trees or plants? The answer
is that we can know what they want, which will help us to
respond to their needs accurately and precisely. For example,
if the temperature rises, the moisture in the soil is decreased;
as a result, plants need more water. If they are not watered
at the right time, they will gradually wilt and eventually die.
Besides, there is another exciting thing about plants, that is,
the sound waves of different frequencies can affect the growth
of different trees [1, 2]. Fahmi Huda et al. [3], for instance,
discovered that acoustic waves could help stimulate the ab-
sorption of plant nutrients more efficiently, resulting in height,
leaf area, stomatal opening, chlorophyll content, absorption of
nitrogen, etc. of mustard Pakchoy are also higher.

The basic principle of chatting between plants and hu-
mans is applied and derived from the communication between
ordinary and voiceless people. The deaf-mute can perceive
various environments by looking, hearing, taste and touching,
except for pronunciation, which is similar to the nature of
plants. In fact, plants can recognize the various dangers that
are approaching them, but they cannot response to aggressors.
For example, the Mimosa pudica will shut their leaves if they
are vibrated, or Morning glory flows will bloom or fold as the
light intensity, etc. Therefore, we have adapted the principles

mentioned above to apply to our chatting technique. Several
researchers contributed methods for controlling and ordering
various devices using the chat method via chatbots. Cyril Joe
Baby et al. [4], for example, proposed a way to control various
electrical devices in homes using a chatbot, working with IoT,
that allow users to control devices within their house in a
manual only. The system has not yet evaluated the errors re-
garding conversations via a chatbot and is not yet automated.
Similar to Cyril’s method, Muslih [5] introduced techniques for
controlling electrical appliances in the workplace with IoT via
Telegram Chatbot program in a smartphone. They claimed
that the system can handle appliances correctly and also re-
duce the energy used, but they did not show the pros and
cons that occurred from the communication between the IoT
controller and the chatbot program. Besides, Angeline et al.
[6] apply a chatbot implemented by Python to chat with cus-
tomers when they need to buy goods in supermarkets, but
it is only an extension, not an essential part of the system.
Chatbots are applied to several ways [7], for example, Kaed
et al. [8] developed an integrated system which collects data
obtained from multiple IoT platforms running in the back-
ground, with a chatbot acting as a communication against
the users in the foreground. Such a system is an intermediary
that allows different IoT platforms to communicate with each
other via a chatbot.
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In this paper, we propose techniques to chat with plants
(Orchids) cultivated in the automated smart farming. The
proposed techniques are based on IoT and Fuzzy logic using
natural language processing (NLP) via the Python chatbot
program. This paper is an extension of work initially presented
in 2018 International Conference on Information Technology
(InCIT) [9].

The rest of the paper is organized as follows: Section 2
depicts the background and related work. We articulate our
methodology in section 3. The performance evaluation shows
in the section 4. The system development is described in
section 5. Section 6 shows our experimental results, and the
last is the summary of this paper.

2 Background and Related Work
2.1 Stimulation and Recognition of Plants
Naturally, plants can recognize the stimulus from both inside
and outside their bodies, which is a mechanism that occurs
from the functioning of hormones or the various mechanisms
of cells to make plants grow [10]. The stimuli influence the
response of plants, which can be divided into two groups:
external and internal stimuli. Plant’s responses are different
depending on these factors, such as the duration of stimula-
tion of stimuli, the age and cell types that the sensory unit
(Receptor), and the amount or concentrations of stimuli, etc.
When plants are stimulated by stimuli, they can respond in
several ways, such as movement, chemical release and tissue
changes. For example, the leaves of Mimosa will be folded
if there is a vibration near their leaves, as shown in Figure
1 (a). In this research, we are only interested in orchids be-
cause they are economic crops and have a high export value.
Orchids (Dendrobium shown in Figure 1 (b)) can grow well
if the natural stimulation factors: sunlight is 60 percent, the
temperature is between 25 - 35 degrees Celsius, the relative
humidity is between 60 - 70 percent and soil moisture is in the
range of 60 - 70 percent [9].

(a) Mimosa (b) Orchid (Dendrobium)

Figure 1: Specimens of Mimosa and Orchid

2.2 Smart Farming with IoT
Smart farming is modern agriculture, which works with new
technologies (IoT), robots, machines, etc. It has high accuracy
for resolving problems of farmers by being friendly to the
environment, being safe for consumers and using resources
efficiently. For instance, Anukit and et al. [11] developed

an alternative electric power supply from solar energy for a
smart agricultural greenhouse, called the smart photovoltaic
system, which is applied to the Lingzhi mushroom farm for
saving energy costs. Besides, they [9, 12] used IoT to control
the environment for the growth of orchids inside a smart farm
due to unstable weather conditions, which allows farmers to
plan production precisely. Hydroponics is another popular
method today because farmers can get vegetables that are safe
and easy to grow. Boonnam et al. [13] proposed a method of
growing vegetables on a hydroponic farm controlled by IoT
via mobile phones. The overall evaluation result from users’
confidence in their system is higher than 70%. Next, farmers
can make accurate decision making while undesirable events
occur inside their farms based on real-time data using Agri-
IoT [14] running on the semantic web technologies. IoT is
not only restricted to use for crops, but it is also used for
animal farms. For example, Memo et al. [15] adapted IoT to
monitor various environments inside an animal farm, such the
animal’s waste, fire, water, animal’s behaviours and others via
a smartphone. The interesting researches related to IoT and
the smart farming: [16, 17, 18].

2.3 Automatic Smart Farming with Fuzzy Logic
The automatic smart farm is a farm which can control vari-
ous environments to suit each plant within the farm by itself
without human intervention. For example, orchids grow well
at a relative humidity (humid) ranging from 60 to 70% If
humid around the farm is now 59%, therefore, the automatic
smart farm must control the humid back to 60 to 70% by
fogging automatically. To make any farm to be automated,
there are a variety of methods, for a prevalent method, that is
Fuzzy Logic (FL) [19]. Because of FL can explain ambiguous
information so that humans can understand, especially the
various environment information of plants. For example, three
farmers choose unequal orchid growing temperatures, such as
25 - 30◦C, 26 - 32◦C and 25 - 32◦C respectively. Therefore,
these ambiguous data will be calculated using Fuzzy Logic.
As a result, the appropriate temperature data range for orchid
cultivation is 25 - 30◦C. The output evaluated by the FL from
multiple input levels is finite. There are four steps, as shown
in Figure 2.

1. Fuzzification translates inputs, called crisp inputs into
Fuzzy sets, and splits each crisp input into multiple lev-
els, i.e., five levels = NH (Negative High), NL (Negative
Low), Z (Zero), PL (Positive Low) and PH (Positive
High) or three levels = L (Low), M (Medium) and H
(High),

2. Knowledgebase creates rules that correspond to the
problems being considered in the IF-THEN format,
for example, IF humidpresent=L AND humidT arget=M
THEN Fogging,

3. Inference engine simulates human reasoning by using
Fuzzy inference and knowledge base in conjunction with
inputs,
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4. Defuzzification transforms the Fuzzy set acquired from
inference engine into a crisp output.

Figure 2: Fuzzy Logic workflow

2.4 Chatbots
A chatbot or virtual assistant is an artificial intelligence pro-
gram [4, 7] which can simulate a conversation (Chat) with a
user in natural language through messaging applications, web-
sites or smartphones. Chatbot’s structure consists of two parts:
user request analysis and returning the response, as shown
in Figure 3. Generally, chatbots work on three classification
methods:

1. Pattern Matching: chatbots use a pattern match-
ing method to group messages and create relevant re-
sponses from users. Artificial intelligence Markup lan-
guage (AIML) is a standard structured model to create
an interface which can be easily understood by humans
response to users with the appropriate format, as shown
in Figure 4.

2. Natural Language Understanding (NLU): NLU is
a subset of Natural Language Processing (NLP) which
examines the group of texts or speeches (Sentences) and
interprets the meaning specified. For example, a query
for asking temperature inside Orchid smart farming on
the 20th of July. NLU algorithm breaks down the query
something like this: Orchid [intent] / need: temperature
[intent] / inside farm [location] / July 20th [date].

3. Natural Language Processing (NLP): NLP uses
algorithms to analyze text so that the machine under-
stands how humans speak. It is commonly used for text
mining, machine translation, and automated question
answering. NLP uses the machine learning algorithms
which has the following steps: Tokenization, Sentiment
Analysis, Normalization, Named Entity Recognition and
Dependency Parsing, respectively [20].

Figure 3: Chatbot’s workflow

Figure 4: Artificial Intelligence Markup Language(AIML)

3 Proposed Methodology

Figure 5 illustrates the research procedures in order to build
a chatbot for automated smart farming of Orchids. There are
eight steps (1 to 8) as:

3.1 Collect information about orchid cultivation
from farmers

The first step (1), we collect as much information as possible
about the environments which are used to plant orchids from
farmers including temperature (T), humidity (H) soil moisture
(S) and sunlight (L). Information collected from orchid farmers
in this research has eight sources listed in Table 1.

Table 1: Information on orchid cultivation from Orchid farmers

Farmer Environment variables
Temperature

(T)
Humidity

(H)
Soil moisture

(S)
Sunlight

(L)
F1 25-30◦C N/A N/A N/A
F2 25-35◦C 60-80% 60-80% 60-70%
F3 25-35◦C 60-80% 60-80% 50-60%
F4 N/A 60-80% N/A N/A
F5 25-35◦C N/A N/A N/A
F6 25-35◦C 50-70% 50-70% N/A
F7 N/A N/A N/A 50-60%
F8 25-30◦C N/A N/A 50-70%

Where Fi as any farmer, and N/A is unavailable.

According to Table 1, the first farmer (F1) recorded only
temperature (T) ranging from 25 to 30 degrees Celsius. Other
information, the farmer does not record (N/A). In contrast,
the farmer F2 and F3 recorded all the information of the en-
vironment variables: T ranges from 25 - 35 ◦C, H and S are
between 60 - 80%, L is in the range of 60 - 70% and 50 -
60% respectively. Each type of information is calculated to
determine membership values by the intersection operator (∩),
except the N/A as follows.

Tm = TF1 ∩ TF2 ∩ TF3 ∩ TF5 ∩ TF6 ∩ TF8

= [25, 30] ∩ [25, 35] ∩ [25, 35] ∩ [25, 35]∩
[25, 35] ∩ [25, 30] = [25, 30]

(1)

Tm is an intersection result of TFi , where i ∈ [1, 8].
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Figure 5: Block diagram for research methodology

Hm = HF2 ∩HF3 ∩HF4 ∩HF6

= [60, 80] ∩ [60, 80] ∩ [60, 80] ∩ [50, 70]
= [60, 70]

(2)

Sm = SF2 ∩ SF3 ∩ SF6

= [60, 80] ∩ [60, 80] ∩ [50, 70] = [60, 70]
(3)

Lm = LF2 ∩ LF3 ∩ LF7 ∩ LF8

= [60, 70] ∩ [50, 60] ∩ [50, 60] ∩ [50, 70] = [60]
(4)

Hm, Sm and Lm are the intersection results of HFi
, SFi

and LFi
, respectively.

3.2 Translate crisp inputs to Fuzzy sets
The second phase (2), crisp inputs are converted to Fuzzy sets,
which are obtained from the first step. Theoretically, crisp
inputs can be multiple levels, but in this research, only three
levels are selected: T, H, S and L ∈ {LOW, MEDIUM, HIGH}
because orchids are not very sensitive to climate changes. The
membership functions are used to map crisp inputs to Fuzzy
sets. They quantify linguistic term and demonstrate Fuzzy set
graphically. A membership function for a Fuzzy set T on the
universe of discussion X is defined as µT:X −→ [0, 1]. Here,
each element of X is mapped to a value between 0 and 1. Each
membership function of T, H, S and L are illustrated in Figure
6 (a to d) respectively.

3.3 Create knowledge base rules

Next step, we map each membership function from the sec-
ond step to a matrix, which is determined how we proceed
if environment variables in smart farming occur in different
situations. For example, from Figure 6 (a), if a current tem-
perature (Tcurrent) inside a smart farm is now equal to 24◦C,
but a target temperature (Ttarget) for planting orchids is in
the middle (T ∈ [25, 30◦C] = M); thus, the system needs to
immediately reduce the current temperature to be the middle
level (M) as shown in Table 2.

Another example, if the current relative humidity
(Hcurrent) is low about 58%, but the humidity suitable (H
target) for orchid planting is 60 - 80% (Middle). Therefore,
the system will have to carry out fogging (Fog) to increase the
humidity at an appropriate level immediately shown in Table
3. For other environment variables as S and L are mapped
into a matrix, shown in Table 4 and 5 respectively.

Next, we build a set of rules of T, H, S and L of each
matrix in order to build the knowledge base in the form of
IF-THEN structure like in Table 6. According to Table 6 rule
No. 4, if the current humidity in the farm is high (H) and the
orchids need moderate humidity (M), the system must turn
on lamps to reduce the humidity inside the farm, and order
the fans to suck moisture away from the farm simultaneously.
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(a) Temperature (T)

(b) Humidity (H)

(c) Soil moisture (S)

(d) Sunlight (L)

Figure 6: Membership function of each crisp input

Table 2: The decision matrix of temperature

Ttarget
Tcurrent

Low Medium High
Low No change Cool Cool

Medium Heat No change Cool
High Heat Heat No change

Ttarget = target temperature for planting orchids, Tcurrent =
current temperature inside a smart farming

Table 3: The decision matrix of humidity

Htarget
Hcurrent

Low Medium High
Low No change Heat/Fan Heat/Fan

Medium Fog No change Heat/Fan
High Fog Fog No change

Htarget = target humidity for planting orchids, Hcurrent = current
humidity inside a smart farming

Table 4: The decision matrix of soil moisture

Starget
Scurrent

Low Medium High
Low No change No water No water

Medium Water No change No water
High Water Water No change

Starget = target soil moisture for planting orchids, Scurrent =
current soil moisture in planting pots

Table 5: The decision matrix of sunlight

Ltarget
Lcurrent

Low Medium High
Low No change Curtain Curtain

Medium Lighting No change Curtain
High Lighting Lighting No change

Ltarget = target lighting for planting orchids, Lcurrent = current
lighting inside a smart farming

3.4 Simulate human reasoning

Fuzzy set operations evaluate rules created in the previous step
(Section 3.3). AND (∧) and OR (∨) are used for describing a
minimum (MIN) and a maximum value (MAX) respectively.
Combine all results of the evaluation to form a final result,
called a Fuzzy value. For example, the membership function
of temperature shown in Figure 7 has three output Fuzzy sets:
“Low”, “Medium” and “High”. Assuming that the tempera-
ture in the current orchid farm is equal to 23 ◦C, thus the
membership value of the Fuzzy set “Low, Medium and High”
are 0.35, 0.75 and 0, respectively. The Fuzzy set value is 0.35
∨ 0.75 ∨ 0 = 0.75 (MAX). As a result, the Fuzzy value is
Medium (M).

3.5 Transform the Fuzzy sets into a crisp output

Fuzzy set transformation to a crisp number is commonly called
Defuzzification. It is a procedure that converts a Fuzzy set or
Fuzzy number into a crisp value or number. The weighted aver-
age method (z∗) is the most popular used in fuzzy applications
since it is one of the more computationally efficient methods
and valid for symmetrical output membership functions. The
algebraic expression gives z∗:

z∗ =
∑n

i=1 µci
(xi).(xi)∑n

i=1 µci
(xi)

(5)

Where c1, c2, ..., cn are the output Fuzzy sets, and (xi) is
the value where the middle of each symmetric membership of
the Fuzzy set ci is observed.
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Table 6: Fuzzy rule base of T, H, S and L

Rule No. Condition Action
1 IF Tcurrent = {L} AND Ttarget = {M} THEN Heat
2 IF Tcurrent = {H} AND Ttarget = {M} THEN Cool
3 IF Hcurrent = {L} AND Htarget = {M} THEN Fog
4 IF Hcurrent = {H} AND Htarget = {M} THEN Heat/Fan
5 IF Scurrent = {L} AND Starget = {M} THEN Water
6 IF Scurrent = {H} AND Starget = {M} THEN No water
7 IF Lcurrent = {L} AND Ltarget = {M} THEN Lighting
8 IF Lcurrent = {H} AND Ltarget = {M} THEN Curtain

Figure 7: Fuzzy defuzzification

In Figure 7, if µci(xi) = 1, xLow = 10◦C, xMedium =
27.5◦C and xHigh = 45◦C, we can estimate a crisp output of
the temperature by using the z∗ as follows:

z∗ = (1).(10) + (1).(27.5) + (1).(45)
(1 + 1 + 1)) = 27.5◦C

Also, the crisp output of humidity, soil moisture and sun-
light: 65%, 65% and 60% respectively.

3.6 Control actuators
After the defuzzification process is executed successfully, the
Fuzzy set value and crisp output will be used to control the ac-
tuators inside an orchid farm. For example, if the environment
variables inside the orchid farm are now: Tcurrent = 21 ◦C (L
= Low), Hcurrent = 54% (L), Scurrent = 54% (L) and Lcurrent

= 66% (H = High), the equipment (Actuators) inside the
orchid farm must carry out the following tasks: Light bulbs =
on (Heat), Fogs = on (Water), Sprinkles = on (Water) and
Curtain = on (Sheltered greenhouse). The overview of the
demonstration farm for orchid cultivation is shown in Figure
8. The methods of controlling the system can be done in
two ways: allowing the system to operate automatically or
manually via the Blynk software [21] on the mobile phone.

3.7 Loop control
The system is designed to work automatically, based on the
knowledge that has been created from the previous steps, but
users can still control the system by manual handling. The
system reads various environmental data from the sensors in
the fourth step and then uses such data to evaluate a Fuzzy
value in the fourth step and a crisp value in the fifth step. The

Fuzzy value will be calculated with the appropriate knowledge
based rules (IF-THEN rules from the third step) for orchid
planting. After that, the result will be taken to control actua-
tors inside the smart orchid farming. The system works in a
continuous loop without interruption.

(a) Controlling the system via a smart-
phone

(b) Actuators inside the demonstra-
tion farm

Figure 8: Overview of demo orchid farming

3.8 Chat to Orchids (OrchidChatbot)
At the last phase (8), we design and create a chatbot to be
used for talking to orchids to inquire about how healthy or-
chids are. The overview of chatbot’s work is shown in Figure
9. According to Figure 9 (A), we use ChatterBot [22] running
on Python version 3.7 to chat with orchids, which are grown
inside the farm (D), through Blynk servers on the cloud (B),
which act as intermediaries for communication. Communi-
cation between our chatbot (OrchidChatbot) and the Blynk
servers to retrieve the environment information of the orchid
farm, we use the Blynk library for Python [23]. OrchidChatbot
starting from the smart farm control system (D) sends a Fuzzy
value of the temperature (T), humidity (H), soil the moisture
(S) and sunlight (L) to store in the Blynk servers by using
Blynk libraries (C), these Fuzzy values must be evaluated
by Fuzzy Logic already (C). Next, OrchidChatbot retrieves
environment information (T, H, S and L) from Blynk serves
for processing natural language like Figure 3 together with
the Orchid corpus as shown in Figure 10. The format of the
ChatterBot corpus explains in Table 7, and OrchidChatbot
program, which is coded in Python, is shown in algorithm 1.

Referring to the chatbot program in algorithm 1, the first
line loads Blynk libraries to a chatbot for communicating
against Blynk servers on the cloud. Line number 2 is im-
porting the Chatbot module from the chatterbot library to
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build our chatbot program. The user authentication to Blynk
servers by a key is shown in the line number 3. Creating
virtual pins to send/receive the temperature, humidity, soil
moisture and light between our chatbot and the Blynk servers
shows in the line 4 to 7 respectively. Next, the line number
8 and 9 creates a chatbot and trainer object; and the line 10
points to the address of the Orchid corpus for training data.
The chatbot retrieves the environment values from the Blynk
servers from the line number 13 to 16. Last, line number 17
to 30 are used to respond between users and the chatbot; and
when users want to leave the chat, type "bye" (line number 31
- 33).

Figure 10: Examples of Orchid corpus

4 Performance evaluation
The performance evaluation in this research is divided into
three components: 1) growth rate of orchid inflorescence length
(cm./a week) planing inside the smart farming for ten weeks; 2)
satisfaction from users who control and view the information
via smartphones by the average (x̄); and the accuracy of the
conversation between the users, chatbot and the orchids by Di-
alogue specification and Harmonic mean, which the equations
are shown as follows:

The average (x̄):

x̄ = 1
n
.

n∑
i=1

xi (6)

Where x1, x2, ..., xn are the observed values of the sample
testers, x̄ is the mean value of these observations, and n is the
number of observations in the sample. In this research, the
number of testers (n) is thirty.

Algorithm 1 OrchidChatbot
1: import Blynk libraries
2: import ChatBot libraries
3: SET auth_token by ’AuthToken’
4: SET Temperature by Blynk_virtual_pin(1)
5: SET Humidity by Blynk_virtual_pin(2)
6: SET Soil_moisture by Blynk_virtual_pin(3)
7: SET Sunlight by Blynk_virtual_pin(4)
8: Create a chatbot object from ChatBot module
9: Create a trainer object from ChatterBotCorpusTrainer
10: SET the Orchid corpus path directory (namely orchid.yml)
11: Training Orchid corpus
12: while True:
13: Temp ←− get temperature from Blynk server
14: Humid ←− get Humidity from Blynk server
15: Soil ←− get Soil_moisture from Blynk server
16: Light ←− get Sunlight from Blynk server
17: message = input(’you:’)
18: if message.strip()!=’bye’:
19: if Temp != NULL:
20: reply = chatbot.get_response(message+Temp)
21: print(’ChatBot :’, reply)
22: if Humid != NULL:
23: reply = chatbot.get_response(message+Humid)
24: print(’ChatBot :’, reply)
25: if Soil != NULL:
26: reply = chatbot.get_response(message+Soil)
27: print(’ChatBot :’, reply)
28: if Light != NULL:
29: reply = chatbot.get_response(message+Light)
30: print(’ChatBot :’, reply)
31: if message.strip()==’bye’:
32: print(’ChatBot: bye’)
33: break

The Dialogue specification:

Dialogue specification =
∑m

j=1 wcj∑n
i=1 wai

;n >= m (7)

Where wcj are the words that chatbot answered correctly, and
wai are all the words that chatbot answered.

The harmonic mean:

H =
(∑n

i=1 x
−1
i

n

)−1

= n∑n
i=1

1
xi

(8)

Where x1, x2, ..., xn are positive real numbers. For example,
suppose that the user and chatbot chat together, as shown in
Table 8, the results from the calculation with equation 7 and
8:

Table 8: Examples of conversation between the user and chatbot

User asked Chatbot
answered

Possible answers
in Corpus

How are you? I am cold.
I am feeling cold.
I am feeling warm.
I’m feeling hot.

Are you hot? Yes, I am hot
No, I am so happy.
Yes, I am very hot.
No, I am so so.

The dialogue specification of question 1 and 2 are equal to
1.0 because the chatbot can answer both questions correctly.
The harmonic mean of both questions:
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Figure 9: The working process of chatbot in Orchid demo farm

Table 7: The format of ChatterBot corpus

Syntax Description Example

categories: Category of questions categories:
- health

conversations: Start the conversation of each question category
conversations:
- - How is your health?
- I’m fine.

- - the question[?] Questions that users ask to Chatbot - - Hello
- - How are you?

- the answer[.] The answers which the Chatbot replies to the users - Hi
- I’m also good.

[X:Y] Fuzzy value of each environment variable - [T:L]
- [H:M]
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H = 2∑2
i=1

1
xi

= 2
1

x1
+ 1

x2

= 2
1
1 + 1

1
= 1.0

We also use the precision and recall methods, which are
the classic techniques to evaluate a chatbot chatting. We
create a total of 60 questions (Orchid corpus) in the discussion
between users and orchids in this research listed in Table 10.

5 System development
5.1 Hardware for smart orchid farming
The devices such as sensors and actuators used in the orchid
farm are as follows. Arduino Mega 2560 and Esp8266 mod-
ule is used to control the entire system of automated smart
farming. According to the sensors: the temperature and hu-
midity (DHT11), soil moisture and LDR photo-resistor sensor
as illustrated in Figure 11. The actuators are water pumps
(12V DC), cooling fan (220V 50Hz), light bulbs (220V 50W),
motors (12V DC), LED bulbs (220V 400 lumen), fogs and
sprinkles as illustrated in Figure 12.

(a) Maga2560 (b) esp8266 (c) DHT11 (d) LDR (e) Soil

Figure 11: Arduino Mega, ESP8266 and sensors

(a) Light/LED (b) Fan (c) Pump (d) Sprinkler (e) Fog

Figure 12: Actuators working in smart farm

5.2 Software for smart orchid farming
Orchid smart farming is controlled by a software developed
from Blynk [21] application. It can be configured in two modes:
the automatic and manual mode. According to the manual
mode, orchid farmers can command the system via a smart-
phone by themselves. Another mode can operate automatically
by itself. The sample interfaces of Blynk represent in Figure
13. For example, Figure 13 (a) displays the information in
the Guage style, the operation buttons of various devices are
shown in Figure 13(b) and Figure 13(c) shows usage statistics
in the graph style.

5.3 OrchidChatBot hardware and software
The hardware and software on the chatbot side consist of the
Linux operating system running on the Raspberry PI, Python
3.7, Blynk libraries for Python and ChatterBot for Python as

illustrated in Figure 9 (A). The OrchidChatBot algorithm is
explained in Algorithm 1.

(a) Gauge reports (b) Manual control (c) Graph reports

Figure 13: Blynk software for controlling the orchid farming

6 The experimental results
The results of the system evaluation are divided into three
parts:

6.1 Results of system control via a mobile
Controlling smart orchid farming via mobile phones has been
tested against 30 users. The results from the following tests
shown in Table 9. Overall, the control system developed from
Blynk has an average above 4.5 almost every item because the
interfaces are developed to be exciting and easy to use.

Table 9: Satisfaction evaluation of users

Topic of evaluation Satisfaction value
(x̄)

System design satisfaction
1. Interesting system 4.8
2. Modernization of the system 4.7
3. Easy to use and easy to understand 4.9
4. System simulation is appropriate 4.4
Satisfaction in using the system
1. Accuracy of the system 4.7
2. Appropriate to needs of users 4.6

6.2 Results of orchids planting inside the smart
farming

The orchid farm is tested for a total of eight weeks from April
to May 2018. We evaluate the growth of the inflorescence
length of the orchids inside the farm every day. At night, the
lighting system stops working to allow the orchids to get rid
of the carbon dioxide. The growth statistics obtained from
the experiments are shown in Figure 14. According to the
line chart, the growth rate of the inflorescence length under
a traditional farm is not stable because orchids proliferate
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during the rainy season. The length of the inflorescence in-
creases by an average of 34.3 centimeters (cm.) within ten
weeks. In contrast, orchids are grown under an automatic
smart farm; the growth rate is relatively constant at about
27.38 cm. only. Although in the overall, the growth rate
of orchids inflorescence length raised in a traditional farm is
higher than automated smart farm, the steady growth rate
inside an automated smart farming can control the yield of
orchids better than in practice. Since farmers can evaluate
the production of orchids more precisely.

Figure 14: Comparison of the growth rate of the orchids inside the
traditional farm against an automated smart farming

6.3 Results of chatting between orchids and our chat-
bot

The conversation between the orchids and chatbot is carried
out through the command-line interface of Python shell, shown
in Figure 15. Messages used to chat are related to the health
of the orchids based on the information that the sensors can
detect. Examples of questions and possible answers used in
this research listed in Table 10.

The conversation is evaluated using the dialogue specifi-
cation [24] and harmonic mean in the equation (7, 8). The
average accuracy (Harmonic mean) of chatting between the
user and the orchid is equal to 0.71, the precision = 0.75 and
recall = 0.6 respectively.

7 Conclusion and future work
In this paper, we propose a chatbot which is used to chat
with orchids planting inside the automated smart farming
controlled by IoT and Fuzzy Logic, namely OrchidChatBot.
The results of the system testing are divided into three parts:
the average satisfaction of users using the mobile application
to control an automated smart farming is equal to 4.68, the
average growth rate of orchid inflorescence cultivated in the
smart farm is 27.38 cm., and the average accuracy of the con-
versation between the chatbot and orchids are 0.71 (harmonic
mean), 0.75 (precision) and 0.6 (recall) respectively. Besides,
the significant advantages of automatic smart farming are
reducing fertilizer, water, chemicals, insects, and yield control.

Figure 15: Chatting between Orchids and the chatbot by the command-
line interface

Table 10: Examples of questions and possible answers

Question Possible answers

How are you?

I am feeling cold.
I am feeling warm.
I’m feeling hot.
I am feeling dry.
I am feeling cool, being good.
I am feeling wet.
I am feeling that my roots are dry.
I feel that my roots are fine.
I feel that my roots are too wet.

Can I help you?

Yes, I want the warm weather.
No, it is already warm.
Yes, I want you to fog to reduce my heat.
Yes, I want more heat.
No, I am already invigorating.
Yes, I want a blanket to increase warmth.

How do you feel now?
I feel that I’m going to be cold.
I feel that I’m very comfortable.
I feel that the weather is getting hotter.

Do you need more?
Yes, I want more sunlight.
No, I do not more.
Yes, I want to reduce the sunshine.

... ...

Are you hot?

No, I am so happy.
Yes, I am very hot.
No, I am not hot, it is quite cool.
No, I am so so.

Moreover, chatting with orchids will help farmers to recog-
nize the health of orchids, and to resolve problems that will
occur with orchids more accurately.

In the future, we will enhance the conversation between the
chatbot and orchids by using voice instead the command-line
interface.
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 This paper is an extension of research work originally presented in 2018 IEEE fifth 

International Congress on Information Science and Technology (CiSt). The research consists 

on developing method to diagnose electrical defects affecting wind turbine doubly-fed 

induction generator DFIG which constitutes a crucial part of wind energy conversion chain. 

First off all, we create a model of a non-defected wind conversion system based on 

mathematical equations introduced in Matlab Simulink. Then, we apply an indirect vector 

control stator field orientation in order to increase wind energy performance. With the aim of 

diagnosing the defects attacking wind turbine generator, we propose a method based on 

grouping of fast Fourier transform spectral analysis and Lissajous curves performed to 

generator stator and rotor currents. This diagnosis technique is applied to wind turbine in 

normal operation (non-defected generator) in order to have a reliable reference data for 

asynchronous generator behaviour. However, connected to the grid, wind turbine generator 

is affected by various faults occurring in electrical power networks. Therefore, the diagnosis 

method is applied also to a defected generator. Considering diversity of grid defects, we deal 

in the current paper with open stator supplying phases and open rotor feeding phases due to 

rotor side converter legs opening. Indeed, this diagnosis method allows diagnosing generator 

defects type and severity by comparing the resulting frequency spectrum analysis and 

Lissajous curves under abnormal condition operating to reference data obtained in case of 

non-defected generator. So, our proposed method contributes to DFIG defects identification 

and anticipation. The simulations had been accomplished using Matlab Simulink. These 

results proved the efficiency and effectiveness of the proposed DFIG diagnosis method for 

wind energy conversion chain. 
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1. Introduction  

 To satisfy the world increasing energy demand we need to add 

new capacity to the grid while reducing global CO2 emissions and 

conserving our environment. Without doubt renewable energy in 

general and wind power in particular can form pillar supporting 

economic development and growing energy needs.   

Indeed, the 51.3 Gigawatts of new installations bring total 

cumulative installations up to 591 Gigawatts by the end of 2018 [1]. 

This worldwide capacity showed that wind sector continues to 

progress, draining investments in wind energy. 

Morocco take advantage of the latest technology in wind field 

and increase installed wind power to 2 Gigawatts by 2020 [2]. 

Actually, the overwhelming majority of Moroccan wind farms 

house horizontal axis wind turbines. For these wind turbines 

variable speed industry, the doubly fed induction generator DFIG is 

the most used [3]. Thanks to its excellent operational and control 

features [4], the DFIG makes wind energy integration with electrical 

networks easy and effective. In fact, much research focused on how 

to improve the integration of wind energy in the grid. This 

problematic have double face. 

On one hand, wind power is intermittent energy source. So, 

integration of the wind energy can unfortunately affect the power 

system negatively. Furthermore, the electrical grids have been 

conventionally conceived for unidirectional energy flows from 

power stations going to cities. The use of dispersed wind energy 
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generators is more likely to result in bi-directional flow and may 

exacerbate problems with voltage and fault management [5]. Hence, 

in order to inject wind power to the grid, wind turbines generators 

must have the ability to contribute to both the voltage and frequency 

control in stabilising the power system following disturbance [6]. 

On the other hand, wind turbines generators must be connected to 

reliable distribution networks. So, grid operators need to ensure that 

electric networks operate continuously in a safe way [7]. But, faults 

in electrical power networks are inevitable and unpredictable 

events. As, wind turbines are connected to grid, they are 

consequently exposed to various grid faults. Unfortunately, faults in 

electrical grids can immediately paralyze electricity production in 

wind farms and sometimes lead to a loss of total structure. Actually, 

when grid fault occurs wind turbine is disconnected in order protect 

the structure and reconnected when normal operation has been 

resumed. However, for large wind energy capacity disconnection 

from the grid could generate problems in the control of frequency 

and voltage in the system [8]. Thus, wind turbines generators must 

be able to avoid excess fault levels while still contributing to fault 

identification and stop their propagation to save money and time. 

For this reason, it is necessary to know behaviours of DFIG wind 

turbine when grid faults are detected. 

Consequently, the effectiveness DFIG defects diagnosis remains a 

necessity. 

 In the current paper a diagnosis method is developed for wind 

turbine doubly-fed induction generator. This method is based on 

analysis of frequency spectrums and Lissajous curves of DFIG 

stator and rotor currents. 

Firstly, we present the wind energy chain modeling based on 

mathematical equations created in Matlab Simulink. 

Then, in order to increase performance of wind system, we chose to 

control stator flux by the application of an indirect field oriented 

control (IFOC) to DFIG. Afterwards, we use stator and rotor 

currents to establish frequency spectrums analysis and to draw 

Lissajous curves. This diagnosis method was applied in the first 

phase to a non-defected generator in order to have a reliable 

reference data in healthy case of DFIG. The second phase consists 

on using the method while generator is under most known abnormal 

condition operating due essentially to grid faults. 

In the last part, the resulting Lissajous curves and frequency 

spectrums in case of defected generator are compared to Lissajous 

curves and frequency spectrums obtained when generator is under 

normal operating conditions (reference data: presented in previous 

article). 

This method allows diagnosing wind turbine generator defects type 

and severity; thereafter, anticipating serious damage affecting wind 

energy conversion chain. 

2. Wind Energy Chain Conversion Modeling 

2.1. Wind Turbine Modeling 

The essential components of wind turbine installed in Moroccan 

parks are presented in the figure bellow. The modeling is about 

horizontal-axis wind turbines HAWT using DFIG. In fact, the wind 

turbine generator is asynchronous machine doubly-fed: the stator 

and rotor are both connected to power supply. The DFIG stator is 

connected to national grid through protection contactor. The rotor is 

connected to the grid using the transformer and converters “back-

to-back” composed of rotor side converter (RSC) and grid side 

converter (GSC). A capacitor is placed between two converters to 

reduce the voltage ripples. Indeed, regardless of the rotor power 

magnitude and direction, the GSC has to keep the dc-link capacitor 

voltage at a set value and to guarantee a converter operation with 

unity power factor (zero reactive power) [9]. 

 
Figure 1: Main Components of Wind Turbine. 

We introduced sum of different sinusoidal signals: varied 

amplitudes and frequencies in order to create wind speed model in 

Matlab Simulink as showed in the figure 2, which reflects 

approximately a recorded wind speed in Moroccan wind farms 

[10]. 

 

Figure 2: Wind Speed Model (m/s). 

We assume that frictions are neglected and with the use of 

equations presented in previous paper [11], the wind turbine Matlab 

Simulink model is created.  

Also, the DFIG modeling is based on equations of the stator and the 

rotor voltages (Us, Ur) in Park reference (d, q) as presented below: 
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.r s P w = −                                                                  (2)      

In park reference, the flux equations can be expressed as follows: 
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(3) 

The electromagnetic torque is expressed according to equation 

below: 

 

( . . )em ds qs qs dsT p i i = −
                                           

(4)  

Where p represents pole pairs number of the DFIG.  

We chose to control DFIG by stator flux. We seek to cancel the 

indirect stator flux in order to keep that direct stator flux. In this 

mode of DFIG operating conditions, control of the torque and flux 

is decoupled. This method is applied to improve the DFIG active 

and reactive power control performance, which allows controlling 

flux and torque dynamically and separately.  

 Based on equations (3) and (4) we have:  

 

1
( . )

.

. .

ds s dr
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em s qs s qr

i M i
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M
i i
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= = −
                                                    

(5)

 
In general, for large wind turbine, the generator stator resistance is 

negligible. 

Also, it is supposed that the electrical network is stable and the 

field is constant. Thus, by using equation (1) we get: 

 

0ds

qs s s

U

U  

=


=                                                                             

(6) 

 

So, the DFIG active and reactive powers of can be written as 

equations below: 

 

. .

. .
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(7) 

 

We get the expression of the active and reactive powers: 
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(8) 

So, the equation (8) shows that the control of the active power is 

independent of the reactive power. Indeed, the active power is 

controlled by iqr the quadrature rotor current whereas the reactive 

power can be controlled by idr the direct rotor current. 
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(9) 

Also, to perform the machine control power there are two 

approaches for the field oriented control direct and indirect: 

• Direct field oriented control is simple to implement : it 

consist on ignoring the terms of  coupling  in equation (9) 

and  to establish an  independent  regulator  in each axis to 

control the active and reactive power independently. But 

the direct field oriented control is not the most efficient 

[12]; 

• Indirect field oriented control: in this control we consider 

the coupling terms in equation (9) and we look for 

compensating them to control the powers and rotor 

currents. The indirect field oriented control is being more 

frequently used as it guaranties the easy operation over all 

the speeds range [13]. 
 

Table 1: Symbols and Abbreviations for generator Modeling 

 

Symbol Quantity 

s (d, q) 

r  (d, q) 

Stator flux components  in Park reference 

 

Rotor flux components  in Park reference 

Rs 

Rr 

Stator resistance 

Rotor resistance 

Ls 

Lr 

Stator cyclic inductances  

Rotor cyclic inductances  

ls Stator leakage inductances  

lr 

Ms, Mr 

Rotor Leakage inductances  

Mutual inductances between stator and rotor phases 

respectively 

M 

 

si  (d,q) 

ri  (d,q) 

Tem 

sU (d,q) 

Ur (d,q) 

sP  

sQ  

Maximum mutual inductance between stator and rotor 

stage (the axes of the two phases coincide) 

 

DFIG stator current components in Park reference 

DFIG rotor current components in Park reference 

 

Electromagnetic torque 

 

Stator voltage components in Park reference 

 

Rotor voltage components in Park reference 

 

DFIG active power  

 

DFIG reactive power  

 

For DFIG modeling, we chose in this study to orient the stator flux 

of generator according to the direct axe. Moreover, we use the 

indirect vector field oriented control (IFOC) to increase the system 

performance. The wind energy conversion chain model created in 

Matlab Simulink is illustrated in figure 3 below. 
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The figure 3 presents the model of wind turbine created in Matlab 

Simulink which is composed of: 

 

Figure 3: Wind Turbine Model in Matlab Simulink. 

• The blue bloc at the bottom in the left contains modeling 

equations of wind turbine. In order to have maximum Cp 

we take  = 0. Also, the wind speed model introduced as 

illustrated in figure 2;  

• The yellow bloc at the top on the left includes the DFIG 

stator and rotor flux and currents equations. This bloc is 

linked to the power supply (orange bloc); 

• The chosen control of generator is implemented in the 

pink bloc at the top on the right. Actually, the DFIG 

indirect field oriented control allows us to control 

dynamically and separately flux and torque. The bloc is 

connected to the grey bloc of  Pulse Width Modulation 

PWM; 

• We use the Concordia transformation in order to obtain 

DFIG currents Lissajous curves as figured in green blocs; 

• We use mathematic equations in red blocs in order to get 

the DFIG slip g. 

2.2. Simulations and Results 

The graphs below represent the simulation at the first thirty 

seconds of the wind turbine model created in Matlab Simulink. We 

suppose that frictions are neglected.  

 
Figure 4: Wind Speed (m/s). 

 
Figure 5: Power Captured by Blade (w). 

 
Figure 6: Specific Speed λ. 

 

Figure 7: Cp Coefficient of Performance at  =0. 

In fact, figure 4 represents the variable wind speed which we apply 

to wind system conversion. The figures 5 and 6 show the system 

performance. Actually, the power captured by blade follows the 

same pace of wind speed. 

The figure 7 shows coefficient of performance as a function of 

specific speed λ and the angle of orientation of the blade β. The 

coefficient reaches its maximum value which is 0.56 when β is zero 

and λ is optimal. Using the indirect vector field-oriented control 

(IFOC), we got the following figures representing asynchronous 

generator performance.  

 

 
Figure 8: DFIG Indirect Stator Field φqs (wb). 

 
Figure 9: DFIG Direct Stator Field φds wb. 
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Figure 10: Comparison between Ps and Psref. 

 
Figure 11: Comparison between Qs and Qsref. 

In figures 8 and 9 the indirect field values of stator machine reached 

to zero and the direct stator field is constant since the stator flux of 

DFIG is chosen to be oriented following the direct axe. 

Furthermore, we choose Psref a reference for active power as a 

three steps form applied in different time. As illustrated in figure 

10, the real active power pursues Psref. In addition, as showed in 

figure 11, the system reactive power follows Qsref which around 

zero value. 

 

A zoom is presented in figure 12 of doubly-fed asynchronous 

generator three-phase stator currents. 

 
Figure 12: DFIG Three Phase Stator Currents. 

It is shown that DFIG three-phase stator currents isabc have exactly 

sinusoidal shapes. 

 

3. DFIG Diagnosis Defects Method 

Nowadays, the electricity generated from wind turbines keeps 

increasing. However, faults in electrical power networks are 

inevitable events. According to data collected from yearly defects 

study of wind turbines Moroccan park [14], wind turbine connected 

to grid is exposed to various grid faults: 22% of defects are due to 

grid faults as presented in figure 13 (a). Also, grid defects can cause 

significant losses to wind system even if grid defects frequency 

remains less than other defects frequencies figure 13 (b) . 

 

 
            (a)                                                    (b) 

Figure 13: Wind Turbines Defects: (a) type and (b) frequency. 

 

The figure 13 shows defects type and frequency according to yearly 

Moroccan park data defects inspection. 

Indeed, as indicated in sector graph figure 13.a wind turbines suffer 

from various internal electrical faults (48%), we mentioned for 

example over-current in DFIG stator phases, overvoltage in 

crowbar, overcurrent phase in GSC, thermal tripping in yaw drive 

motor because of cable isolation failure, etc . Also, linked to the 

electrical network, wind turbines are exposed to several grid faults 

(22%) such as lack of grid voltage, variation in the voltage 

magnitude and time duration and overheated generator due to the 

short circuit in the power supply, etc. The third defects type which 

represents 17% of total defects types is mechanical defects that 

occurs mainly in gearbox, electrical generator bearings, yaw motor, 

and also blades bearings. The rest defects types are essentially due 

to strong wind and other types. 

The histogram above in figure 13.b shows different defects 

frequencies. It proves that the electrical defects are the most 

recurrent: they occur more than 194 times during a year in this park. 

In the second place come the mechanical defects with 152 times, 

followed by strong wind (89 times), grid faults (83 times) and 

others less than 20 times.  

 

Usually, when fault occurs in the grid wind turbine is 

disconnected to avoid loss structure; however, for large wind 

energy capacity disconnection from the grid could generate 

problems. For this reason, multitudes of techniques are used to 

monitor the wind energy conversion chain health continually [15, 

16]. 

In this current paper we propose diagnosis method for wind turbine 

DFIG electrical defects. The method is based on association of Fast 

Fourier Transform introduced and Lissajous curves analysis. 

Indeed, Fast Fourier Transform (FFT) allows a conversion of a 

signal from its original domain to a representation in the frequency 

domain. The FFT analysis is applied in this paper to generator 
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stator currents in order to determine the harmonic components 

amplitude and to get the maximum amplitude spectrum of the 

wavelet coefficients. The resulting spectrum offers a source of 

defects information [17]. 

 

To FFT analysis we associate Lissajous curves analysis. Currently, 

in the field of Lissajous curves, recent developments are realized 

in different domains such as the rotating machinery field [18], and 

defects diagnosis [19]. The method to get Lissajous curves of stator 

and rotor currents was explained in detail in previous paper [20]. 

Thanks to the curves obtained we will have an idea about defects 

kind impacting generator in wind conversion energy chain. In fact, 

when the defects appear, the Lissajous curves will be deformed 

depending on defects kind. 

 

In the next part diagnosis method will be applied firstly to a non-

defected generator.  

 

4. Diagnosis Method Applied in Case of DFIG Normal 

Condition Operating  

In order to have a reliable reference data for behaviour of DFIG 

in healthy case, the diagnosis method is developed for generator 

during defects-free operation.  

As showed in figure 14, the FFT diagram of the stator three-phase 

current is implemented in Matlab Simulink. 

 

 
Figure 14: Fast Fourier Transform Spectrum of Stator Currents. 

The signal fundamental frequency is at 50 Hz and the Total 

Harmonic Distortion (THD) which measures harmonics content is 

equal to 0.58%. In addition, harmonics are detected at frequency 

equals to 150 Hz and at 250 Hz. These harmonics are due to the use 

of PWM Pulse Width Modulation in the system, they represent the 

third and fifth harmonics. Also, magnitude percentages are 

respectively 0.1% and 0.05%. 

 

Also, Lissajous curves of DFIG stator and rotor three-phase 

currents are simulated in Matlab Simulink. 

 
Figure 15: DFIG Stator Currents Lissajous Curves. 

 
Figure 16: DFIG Rotor Currents Lissajous Curves. 

The figures 15 and 16 illustrate DFIG stator and rotor currents 

Lissajous curves when generator is under normal operating 

condition. In this case, Lissajous curves have the form of three 

circles. These circles are the result of reference active power Psref 

which had been chosen as a signal of three steps presented in figure 

10. Also, the rotor currents Lissajous curves have six petals flower 

shape (figure 16). This shape is explained by the fact that the rotor 

generator power supply is realized through the inverter with 6 

switches. 

In the next part we apply diagnosis method to defected DFIG.  

 

5. Diagnosis Method Applied in Case of Open Stator 

Feeding Phases 

As mentioned previously, larger wind turbines were developed 

and installed in windy world parts. Currently, the wind power 
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generated is comparable to conventional fossil-fuel energy. 

So, the impact of grid faults on wind power plants is considerable 

and could lead to blackouts if we allowed disconnection of wind 

turbines from grid. To keep wind turbines connected to the grid 

despite the presence of faults, we need to monitor and diagnose 

continuously the structure. Indeed, wind turbine generator is 

subjects to grid faults [21, 22]. We mentioned lack or variation of 

the voltage grid magnitude and frequency, and short circuit. Some 

recurrent grid faults are diagnosed by using the proposed diagnosis 

method [23]. 

Considering diversity of grid defects, we deal in this part with the 

problem of open stator feeding phases. This defect occurs rarely. 

However, when it occurs, it mainly affects generator and can cause 

significant losses. 

In fact, when the stator is fed from two phases, the generator will 

continue to operate but the phase imbalance will cause its heating 

which can lead to eventual damage to DFIG, thereafter the loss of 

the whole structure. 

 

5.1. Open stator supplying phase ‘a’ 

The figure 17 represents FFT of stator currents in case of generator 

fed from two phase power supply (phases ‘b’ and ‘c’).  

 

 
Figure 17: Stator Currents FFT Spectrum  in Case of Open Stator Supplying 

Phase ‘a’. 

In addition to harmonics at frequency equals to 150 Hz and at 250 

Hz (case of defects-free generator), peaks appear in new frequency 

(at 25 Hz and 75 Hz). Also, Total Harmonic Distortion THD passed 

from 0.58% to 22.65% in case of defected generator. Indeed, higher 

THD means increase of generator heating and peak currents. As 

showed in figure 9 fundamental magnitude was 0.32%. But, when 

one feeding stator phase ‘a’ was opened, this fundamental 

magnitude value increases and passed to 24%. 

 

The following figures show Lissajous curves respectively 

generator stator and rotor currents in case of open stator supplying 

phase ‘a’. 

Comparing stator and rotor Lissajous curves obtained in cases of 

defects- free and defected generator, we see clearly in figures 19 

and 20 that stator and rotor curves are deformed and the currents 

values increase. 

 
Figure 18: DFIG Stator Currents Lissajous Curves in Case of Open Stator 

Supplying Phase ‘a’. 

 
Figure 19: DFIG Rotor Currents Lissajous Curves in Case of Open Stator 

Supplying Phase ‘a’. 

In fact, the opening of one stator feeding phase (phase ‘a’) generates 

an increase of the currents in the other phases. Also, the stator 

currents beta reach higher values than alpha currents. The curves 

have now elliptical shapes according to the vertical axis (stator 

currents beta). Also, curves circumference and thickness increased, 

which makes difficult observation of three separate curves. 

The same for rotor currents Lissajous curves showed in figure 19 

they are superimposed on each other because of increasing curves 

thickness. Which makes impossible detection of the three separate 

curves as Lissajous curves obtained in case of normal condition 
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operating. Also, curves have six petals flower shape but they are 

deformed comparing to the reference curves. 

 
Figure 20: Stator Currents FFT Spectrum in Case of Open Stator Supplying Phase 

‘b’. 

5.2. Open stator supplying phase ‘b’ 

As illustrated in figure 20, the Fast Fourier Transform spectrum of 

DFIG stator currents when supplying phase ‘b’ is opened has 

approximately the same magnitude of fundamental in case of 

opened phase ‘a’. Also, harmonics at frequency 150 Hz, 250 Hz 

and 350 Hz appear in the FFT spectrum. 

 

In term of Total Harmonic Distortion THD in this case, the value is 

18.22%, a little less comparing to open supplying phase ‘a’. 

 
Figure 21: DFIG Stator Currents Lissajous Curves in Case of Open Stator 

Supplying Phase ‘b’. 

In case of open stator feeding phase ‘b’, stator and rotor Lissajous 

curves obtained respectively in figures 21 and 22, are deformed 

comparing to the case of opening phase ‘a’. 

 
Figure 22: DFIG Rotor Currents Lissajous Curves in Case of Open Stator 

Supplying Phase ‘b’. 

Indeed, the stator currents curves have elliptical shapes. But, for 

open phase ‘b’ stator currents alpha reach higher values than stator 

currents beta. Also, we note an inclination angle of 2π/3 of 

Lissajous curves compared to open phase ‘a’. 

 

For rotor currents Lissajous curves showed in figure 22, we note 

that the curves have the same shape as figure 19 case of open phase 

‘a’ with a slight increase in rotor currents. 

 

Figure 23: FFT Spectrum of Stator Currents Case of Open Stator Supplying Phase 

‘c’. 

5.3. Open stator supplying phase ‘c’ 

As showed in figure 23, the FFT spectrum of stator currents in the 

case of open supplying phase ‘c’ has approximately the same 

magnitude of fundamental in case of open phase ‘a’ or phase ‘b’. 

In addition, the THD in the case of open supplying phase ‘c’ is 

17.89 %, it has approximately the same value comparing to open 

supplying phase ‘b’. 
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Figure 24: DFIG Stator Currents Lissajous Curves in Case of Open Stator 

Supplying Phase c. 

 
Figure 25: DFIG Rotor Currents Lissajous Curves in Case of Open Stator 

Supplying Phase ‘c’. 

The figures 24 and 25 represent in that order stator and rotor 

Lissajous curves. Curves are deformed comparing to reference 

Lissajous curves the case of defects-free operation. Also, the stator 

beta currents reach higher values than alpha currents as curves 

when phase ‘a’ is opened, but in this case the stator beta currents 

have higher values. 

As showed in figure 25, rotor currents Lissajous curves have kept 

the same shape as case of open phase ‘a’ and phase ‘b’. 

 

We summarize that, the opening of one feeding DFIG stator 

phase generates an increase of the currents in the other phases and 

overheating of generator. Indeed, the resulting FFT spectrums 

analysing of stator currents help determine the amplitude of the 

harmonic components. These peaks amplitude, give us an idea 

about the defects severity affecting the wind energy chain.  

Furthermore, the stator and rotor Lissajous curves are deformed 

according to defected generator supplying phase. So, we can detect 

DFIG defect types and know exactly which feeding phase is faulty. 

 

6. Diagnosis Method Applied in Case of Defected Rotor 

Side Converter  

Situated between the wind turbine generator and distribution 

networks, the back-to-back power converter has to satisfy both the 

generator side and grid side requirements [24].  As mentioned in 

paragraph 2.1, the control performed is indirect stator field oriented 

control. This way, DFIG is controlled by the rotor side converter. 

Owing to high voltage and a large transient current in the rotor 

windings, the power converter switching devices may be damaged 

due to their low power ratings of the switching devices [25]. So, 

connected to rotor circuit, a defected converter can cause generator 

damages. Hence, to diagnose DFIG rotor defects we apply a DFIG 

diagnosis method in case of open rotor side converter legs. 

The figure below presents rotor side converter RSC components. 

 

Figure 26: Rotor Side Converter with 3 Legs. 

In the following part, we applied diagnosis method to DFIG in case 

of one rotor side converter leg opening. 

The figures hereafter present the simulations results obtained in 

Matlab Simulink when RSC legs respectively (S1, S2), (S3, S4) and 

(S5, S6) are opened. 

6.1. Open rotor feeding phase ‘a’ 

The figure above exposes the FFT spectrum of stator currents in the 

case of opened RSC leg (S1, S2). The fundamental magnitude value 

reaches 4782, and THD is 89.45%. Comparing these values to 

reference frequency spectrum in the case of DFIG defects free 

operation, we note that the fundamental magnitude exceeded the 

reference fundamental magnitude. Also, we observe an absence of 

harmonics at 150 Hz and 250 Hz due to defected RSC. 

In term of total harmonic distortion, his value passed from 0.58% 

to 89.45% in case of one open feeding rotor phase. This high THD 

level of harmonics in stator currents waveforms cause increasing 

of DFIG temperature which reduce generator life and subsequently 

lead to the loss of generator. 

The following figures show Lissajous curves respectively generator 
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stator and rotor currents in case of open rotor feeding phase ‘a’. 

 
Figure 27: Stator Currents FFT Spectrum in Case of Open RSC Leg (S1, S2). 

 

 
Figure 28: DFIG Stator Currents Lissajous Curves in Case of Open RSC Leg 

 (S1, S2). 

 

Comparing stator Lissajous curves obtained in cases of defects- free 

and defected generator, we see clearly in figure 28 that stator 

Lissajous currents curves have kept the circular shape whereas 

circumference and thickness increased because of stator currents 

increasing which makes harder the differentiation of three separate 

curves. 

Lissajous rotor curves, as presented in figure 28, are totally 

deformed and the rotor currents increase. In fact, the opening of one 

rotor feeding phase (phase ‘a’) generated by opening of one rotor 

side converter (S1, S2) increase the currents in the other phases and 

cause the curves superimposition on each other. Which make 

impossible detection of the three separate curves as Lissajous 

curves obtained in case of generator under normal condition 

operating. 

 
Figure 29: DFIG Rotor Currents Lissajous Curves in Case of Open RSC Leg 

 (S1, S2). 

Also, the curves have now two deformed petals flower shape 

instead of six petals obtained in reference data. The rotor currents 

ir alpha in this case are located on the positive part of Lissajous 

curves. 

In the next part, we apply diagnosis method to DFIG in case of open 

RSC leg (S3, S4). 

 
Figure 30: Stator Currents FFT Spectrum in Case of Open RSC Leg (S3, S4). 

 

6.2. Open rotor feeding phase ‘b’ 

The figure 30 presents the FFT spectrum of stator currents in the 

case of open rotor feeding phase ‘b’. The fundamental magnitude 

reaches 4896 which is more than case of opened leg (S1, S2). The 

THD remains high with 87%. As the first case in paragraph 6.1 the 

harmonics at 150 Hz and 250 Hz did not appear in this frequency 

spectrum. 
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Figure 31: DFIG Stator Currents Lissajous Curves in Case of Open RSC Leg 

 (S3, S4). 

 
Figure 32: DFIG Rotor Currents Lissajous Curves in Case of Open RSC Leg 

 (S3, S4). 

 
Figure 33: Stator Currents FFT Spectrum in Case of Open RSC Leg (S5, S6). 

When rotor feeding phase ‘b’ is opened the stator Lissajous curves 

obtained in figure 31 have kept the circular shape. They are similar 

to the first defected rotor case.  

For rotor currents, the opening RSC leg (S3, S4) as presented in 

figure 32, generates Lissajous curves with shape of two petals 

flower. But these two petals are inclined by 2π/3 compared to the 

case of opening rotor phase ‘a’. For the last part of this paper, our 

proposed DFIG diagnosis method is applied in case of open RSC 

leg (S5, S6). 

6.3. Open rotor feeding phase ‘c’ 

In the case of open rotor feeding phase ‘c’, we obtain the FFT 

spectrum of stator currents showed in figure 33. The fundamental 

magnitude reaches 4332 which is less than case of opened legs (S1, 

S2) and (S3, S4). 

The THD reaches a maximum percentage with approximately 98% 

comparing to the previous opened phases. 

According to the FFT spectrum graph and as foregoing cases, we 

note that the harmonics at 150 Hz and 250 Hz did not figure out.    

 
Figure 34: DFIG Stator Currents Lissajous Curves in Case of Open RSC Leg 

 (S5, S6). 

 
Figure 35: DFIG Rotor Currents Lissajous Curves in Case of Open IGBT Leg 

(S5, S6). 
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As opened feeding rotor phases ‘a’ and ‘b’, the stator Lissajous 

curves showed in figure 34 have similar shape.  The generating 

Lissajous curves in figure 35 form two petals flower which are 

inclined by 4π/3 compared to the antecedent cases.  

We deduct that, when one feeding DFIG rotor phase is opened the 

generator currents in the other phases increased. These high 

currents cause overheating of generator and can lead to the loss of 

generator. Through the frequency spectrums analysis of stator 

currents we determine the peaks amplitude, which show us the 

severity of the DFIG defects. And thanks to the stator and rotor 

Lissajous curves we detect exactly which feeding phase is faulty by 

means of deformation curves.  

 

7. Conclusion 

In this research paper, the method to diagnose wind turbine 

DFIG defects is developed through studying and analysing 

frequency spectrum and Lissajous curves of generator stator and 

rotor currents. 

We start with creating wind energy conversion chain model in 

Matlab Simulink. Then, we apply indirect field oriented control to 

have separate and dynamical control on system flux and torque. 

Besides, the IFOC granted to have optimal, easy and efficient 

generator system operation over all the speed levels. Afterwards, 

based on studying generator currents frequency spectrum analysis 

and Lissajous curves, the method was developed with the aim of 

diagnosing and anticipating the potential DFIG wind turbine 

defects. 

In the first step, this method was applied to generator under normal 

operating condition to get reliable reference data of generator 

behaviour. 

In the second step, the technique was performed in case of open 

stator and rotor feeding phases. The results were compared with 

reference data obtained in case of defect-free operation. 

Actually, according to defects types and by using Fast Fourier 

transform analysis, peaks appear or disappear at defined 

frequencies. Also, the maximum amplitude spectrum of the wavelet 

coefficients increasing, gives us an idea about the defects severity. 

Moreover, stator and rotor currents Lissajous curves are deformed 

considering shapes: thickness, circumference and direction of 

Lissajous curves in case of normal condition operating generator. 

We deduct that Lissajous curves are deformed according to the kind 

of defects attacking generator in wind turbine. Hence, the proposed 

DFIG diagnosis method allows recognition and prevention of 

potential defects attacking wind turbine.  

Using Matlab Simulink, all the simulations had been realized. 

These results confirmed the efficiency and effectiveness of the 

proposed DFIG diagnosis defects method in the wind energy field. 
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 This research focussed on assessing the impact of using upgraded biogas from chicken 
waste on the performance of a gasoline generator. In the study, the characteristics of raw 
biogas were determined and a biogas upgrading device was developed before assessing the 
generator performance on upgraded biogas. A Geotech GA 2000 plus gas analyser was 
used for biogas characterization and a slightly modified Elemax SH 2900 gasoline 
generator (5 HP) was used. The findings revealed that biogas from chicken waste 
comprised of 57% CH4 and 41% CO2 with small amounts of H2S, O2 and NH4. During 
biogas upgrading, the highest solvent to biogas flow rate used was 0.80. NaOH excelled 
with 93.0% CO2 reduction followed by KOH at 82.5% and lastly water at 63.0%. Using 
upgraded biogas improved the generator’s brake thermal efficiency from 14.2% for raw 
biogas to 17.6% for upgraded biogas. A locally fabricated scrubbing device significantly 
upgraded the biogas quality.  
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1. Introduction   

      Biogas is a renewable energy gaseous fuel produced from 
anaerobic digestion of biological wastes such as   cattle dung, 
vegetable waste, sheep, poultry droppings, municipal solid waste, 
industrial waste water, land fill, etc. in the absence of oxygen and 
the presence of anaerobic microorganisms [1]. The process is 
achieved at elevated temperature range of 30 to 60oC. The 
produced biogas comprises of mainly methane (CH4) and carbon 
dioxide (CO2) with smaller amounts of hydrogen sulphide (H2S) 
and ammonia (NH4). Biogas is an excellent fuel for a large 
number of applications including production of heat and steam, 
electricity production, vehicle fuel and production of chemicals. 
In Uganda, the most common applications for biogas are cooking 
and lighting. Conventional gas burners and gas lamps can be 
modified to suit biogas by changing the air to gas ratio.  
      In this study, Okweru Poultry Farm was used as a case study. 
Apparently, biogas from chicken droppings was being used for 
lighting the chicken houses, heating the brooder and cooking by 
the farm workers. The researchers explored alternative uses for 
the biogas produced with focus on electricity generation using a 
gasoline generator.  
Although biogas can be used as a fuel, it has an extremely low 
energy density on volume basis. This is because of the presence 

of CO2 at higher quantities that reduce its calorific value, flame 
velocity and flammability range compared with other fuels [2]. 
The high CO2 levels in biogas can be lowered through biogas 
upgrading. Global upgrading technologies include: absorption, 
membrane, absorption and cryogenic technology. Applying these 
techniques to small scale biogas plants presents complexity and 
high costs of investment. This leads to utilization of biogas 
without upgrading for basic applications in developing countries.  
      The utilization of biogas in stationary engines is a   typical 
case where contaminants have to be removed for better 
performance. In dual fuel operation, increasing the ratio of biogas 
increases the brake specific fuel consumption while decreasing 
brake thermal efficiency and the brake engine power of a 
Compression Ignition (CI) engine [3].  It was reported in [4] that 
an improved thermal efficiency from 26.2% to 30.4%, when there 
is 21%     reduction of CO2 in biogas used in a Spark Ignition (SI) 
operation while a 15% CO2 decrease in the biogas increased the 
thermal efficiency to 22% for dual fuel    operations. However, 
there are other factors that influence the performance of a gas 
engine. 
     Various factors responsible for the low thermal efficiency of 
engines run on biogas were reported in [2]. These include; the 
long pilot ignition delay and high self-ignition temperature of 
biogas. These factors delay the fuel combustion process while the 
low burning velocity due to presence CO2 leads to incomplete 
combustion. This increases the brake specific energy 
consumption and exhaust gas temperature of dual fuel modes.  
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    This research aimed at ascertaining the performance 
improvement of a generator when upgraded biogas was used. 
This was carried out by analysing the characteristics of raw 
biogas and later developed a biogas upgrading unit. The 
performance of a generator was done using Model Elemax SH 
2900 gasoline generator. Biogas upgrading reduces the levels of 
CO2 which improves the burning velocity and calorific value of 
the gas among others. Through several experiments, the generator 
brake power output, brake specific fuel consumption and brake    
thermal efficiency were tested at different load profiles. 

2. Materials and Methods 

The experimental research included the determination of the 
biogas characteristics, biogas upgrading device design, 
fabrication and testing. Also experiments to assess generator 
performance were carried out for both raw and upgraded biogas. 
This yielded the primary data utilized in the analysis.  

2.1. Characteristics of Raw Biogas  

In line with biogas characterisation, a Geotech GA 2000 plus 
Gas Analyser was used to measure the percentage composition of 
the biogas constituents. The biogas      pressure was measured in 
kPa using a pressure gauge while a thermocouple was employed 
for temperature measurement in degrees Celsius. The gas flow 
rate was measured in litres/minute using an Omega HHF11A Air 
flow meter. 

2.2 Designing the Biogas Upgrading Device  

      The factors that influence the upgrading process     include 
the dimension of the scrubbing tower, gas pressure, raw biogas 
composition, water flow rate and purity of the water in use. 
According to [5], it is possible to produce high quality CH4 
enriched gas from biogas by chemical absorption, where a packed 
bed column and bubble column are used to provide liquid to gas 
contact.  

      Therefore, a low-cost upgrading system was designed to 
receive raw biogas from the bottom and force it through packed 
marbles to reduce its CO2 content. According to [6], for 
purification, the height to diameter ratio should be in the range 
10:1 to 130:1. For experimental purposes, a device of height to 
diameter ratio of 10:1 was made and utilized in this study. Based 
on recommendations by [7], the column was divided into three 
parts. The top part is half the height of the bottom part while the 
middle part contains the packing. Marbles were used as 
packaging material and they occupied 70% of the column height. 
Based on the data above, the upgrading device was designed with 
dimensions as shown in Figure 1 while Figure 2 shows the 
assembly of the device. 

2.3 Generator Performance 

In internal combustion engines, the combustion of a fuel 
occurs with an oxidizer (usually air) in a combustion chamber 
that is an integral part of the working fluid flow circuit [2].  Petrol 
engines can run fully on biogas whereas diesel engines require 
combination of biogas and diesel. In the diesel engine, the 
primary gaseous fuel is inducted with air into the engine cylinder 

and a small amount of diesel, called pilot fuel is injected for 
promoting combustion [8]. 

 
Figure 1: Design of the upgrading device (units in mm) 

 
Figure 2: Assembly of the biogas purification device 

To assess the generator performance, an Elemax SH 2900 
gasoline generator was used. Elemax SH 2900 generator was 
used because it has a spark ignition engine which can easily ignite 
the biogas using the spark plug unlike compression ignition 
engines. Therefore, biogas could be used as a fuel without 
blending it as it is with compression   ignition engines. Table 1 
gives the generator specifications. 

The gasoline generator was slightly modified to enable it run 
on biogas. This was done by inserting a wooden piece holding a 
10mm metal duct in between the generator    engine and 
carburettor. This duct was to direct biogas to the generator engine 
without necessarily changing its entire make-up. Therefore, as the 
generator run, the fuel could be swiftly changed from gasoline to 
biogas. 
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Table 1: Elemax SH 2900 Generator Specifications 

S/N Parameter Specification 

1 Model  Honda GX160 SH 2900 
Generator 

2 Engine type 4-stroke OHV 
3 Rated power 3.6 kW @ 3600rpm 
4 Cooling 

system 
Air cooled  

5 Ignition 
system 

Transistorized magnets 

6 Generator AC 
output 

2400VA @ 220V, 50Hz 

      During experiments, biogas was collected in a        polythene 
bag of capacity 1m3. The generator was       manually started on 
petrol and later biogas introduced. The supply of petrol was 
deliberately and steadily reduced as biogas was steadily 
introduced while regulating the air intake. Eventually, petrol was 
completely cut off and the generator ran on biogas. The 
experimental setup is shown in Figure 3. 
      The experiments were conducted under different   loading 
conditions. Compact fluorescent lamps were used as the test loads. 
These test loads were grouped in percentage of the total load 
which was made of 16 lamps connected in series and parallel. 
Test load one comprised of 25% of the total load, load two was 
made of 50% while loads three and four were made of 75% and 
100% of the total load respectively. 
      For each test load, various measurements were taken after 
stabilization. These include; current, voltage and fuel 
consumption. An ammeter connected in series was used for 
current measurement while a voltmeter connected in     parallel 
with the test load was used for voltage measurement. Current was 
measured in amps while voltage was measured in volts. An air 
flow meter was used to measure the biogas flow for a given 
period of time. The results were used to determine the biogas fuel 
consumed by the generator for each test load given the period it 
was run. A ball valve connected to the pipe on the biogas bag was 
used to control the flow rate. The results obtained for each test 
load were used in calculation of Brake Power, Brake Specific 
Fuel Consumption (BSFC) and Brake Thermal Efficiency (BTE), 
using the formulae obtained from [2]. 

Engine brake power output (Pb): 

          Voltage developed (V) x Current produced (I)      (1) 

Brake specific fuel consumption (BSFC): 

                     
(pb)output powerbrakeEngine

(FC)nConsumptioFuel            (2) 

Brake thermal efficiency (BTE): 

                               %100
LHVxFC

pbx3600 x                      (3) 

Where LHV: Lower Heating Value of the gas. 

Table 2 below shows the thermal content of biogas that was 
considered when calculating the Brake Thermal     Efficiency. 
Since CH4 is the only combustible gas in     biogas, it was used 
when considering the lower heating value of the gas. From the 
biogas characterization done and the results obtained from the 
upgrading process, the heating values of biogas were obtained 
from Table 2 below based on their CH4 content. 
 

Table 2: Methane Yield from Animal Waste [9] 

 

Animal 

Typical 
experimental 

yield/kg 
manure 

 

CH4% 

 

CO2% 

Thermal 
content 
MJ/m3 

Cattle 200 – 350 L 57.5% 46.5% 23 

Poultry 550 – 650 L 70.0% 30.0% 28 

Pig 400 – 500 L 65.0% 35.0% 26 

 

 

Figure 3: Experimental Setup for the Generator Running on Biogas 

3. Results and Discussions 

3.1 Characterization of Biogas from the Digester 

Biogas from chicken droppings was got from a 30m3 Fixed 
Dome Digester. It comprised of 57.3% CH4, 41.6% CO2, 0.2% 
O2, 332 ppm of H2S and a balance of 0.4%. These were read at a 
digester temperature of 28.1oC, pressure of 16kPa and maximum 
flow rate of 15litres/minute.  Biogas from poultry wastes can 
comprise 70% CH4 (Abdul Kareem, 2005). However, the 
variations exhibited can be attributed to numerous factors 
including the operating temperature of the digester, level of 
substrate mixing, the pH, carbon to nitrogen ratio (C:N) and 
toxins in the feedstock which may be as a result of the vaccines 
administered to the chicken. Biogas production can be increased 
by operating the    digester at thermophilic temperature ranges. 
The said   digester was run at mesophilic temperature ranges        
expected to be between 25-35oC. Factors such as, optimum 
substrate mixing, neutral pH and optimum C: N ratios can affect 
the biogas yield quantities and component distribution. 
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3.2 Experimental Results obtained from the designed Biogas 
Upgrading Device 

To establish the performance of the fabricated apparatus, 
different experiments were carried out to determine the device 
efficiency. This was done using three solvents   including; H2O, 
NaOH and KOH. At solvent to biogas flow rates of 0.20, 0.40, 
0.60 and 0.80, the data captured was relating to biogas 
composition, CH4 enrichment and CO2 reduction. The 
comparative data obtained for analysis of the three solvents using 
average values is given in Table 3. The findings in table 3 indicate 
that at the same ratio of solvent to biogas flow rate, the CO2 
reduction was lowest for water, followed by KOH and highest for 
NaOH. On the other hand, the same ratios of the flow rate for the 
solvent to biogas, highest CH4 enrichment was generated in 
NaOH, followed by KOH and lowest for H2O. This is because 
solutions of NaOH and KOH have enhanced scrubbing 
capabilities for CO2 removal. Figure 4 illustrates the percentage 
CH4 enrichment using the various solvents at varying flow rate 
ratios. 
     Graphically, for the three solvents, best performance was 
exhibited at a ratio of NaOH to biogas flow rate of 0.80 where 
CO2 reduction clocked 93% and the CH4    enrichment level was 
60.6%. The device thus performed better at higher flow rate ratios 
of 0.80 than at low flow rate ratios of 0.20 for all solvents. This 
is because there is more CO2 absorption when the volume of 
solvent interacting with a given biogas volume is relatively high. 
Although better results are obtained at high flow rates, further 
increasing flow rate led to flooding of the device. Higher columns 
can properly cater for higher flow rates hence delaying flooding. 
The height of the column can be technically increased by packing. 
Packaging materials greatly increase the surface area of the 
column and hence interaction time of the gas and solvent thereby 
delaying flooding. Packaging further allows for efficient contact 
between the water (solvent) and gas phases in a counter current 
absorption process [7]. It is recommended that almost 70% of the 
column height should be filled with packaging material for good 
results [10]. However, the kind of packaging material defines the     
impact on the performance of the column. This is because 
packaging material affects the uniform distribution of the solvent 
and biogas as they flow across the column cross section.  

3.3 Characteristic Generator Performance 
Having developed and tested the performance of the     biogas 

upgrading unit, control experiments were conducted to establish 
the performance of biogas in electricity          generation. This 
was done by replacing the generator fuel from gasoline with 
biogas. Both raw and upgraded biogas was used and varying 
results were obtained.  

3.3.1. Experimental Results of the Generator Performance 
on Raw Biogas  
In this experiment, raw biogas was used in the generator. 

Ammeter, voltmeter and flow meter readings were        recorded 

and used in Formulae 1 to 3, used to come up with data in Table 
4. From the biogas characterization done, the CH4 content was 
recorded at 57.3%. Therefore, the heating value of the raw gas 
was assumed to be 23MJ/m3 or 20MJ/kg as earlier noted in    
Table 2.  

3.3.2 Experimental Results of the Generator Performance 
on Upgraded Biogas  

In this set of experiments, biogas was upgraded before it was 
used in the generator. After the biogas upgrading    process, the 
CH4 content was enriched to 78% using plain water as the solvent 
at water to gas flow rate ratio of 0.80. Therefore, the heating value 
of the upgraded biogas was assumed to be 28MJ/m3 or 24.3MJ/kg 
since it had a higher CH4 content than that quoted for poultry 
wastes with 70% CH4 in Table 2. Ammeter, voltmeter and flow 
meter readings were recorded and used in Formulae1 to 3, and 
used to come up with data in Table 5. From Figure 5, the highest 
brake power is achieved at 100% loading of the generator with 
upgraded biogas recorded at 0.239 kW while the lowest brake 
power was attained at 25% electric load with raw biogas recoded 
at 0.060 kW. The current consumed increases with increase in the 
connected load. Therefore, the more loads connected, the higher 
the current consumed and hence an increase in brake power. This 
is in line with [2] where it is stated that increase in loading 
increases the combustion quality of the fuel and hence the power 
output of the generator. This is because the        generator output 
depends on its fuel burning efficiency. From Figure 6, Brake 
Specific Fuel Consumption (BSFC) decreased with percentage 
electric load. This was because BSFC decreases with increase in 
electric load as it depends on fuel consumption directly and brake 
power inversely which increases with increase in brake load [2]. 
BSFC is higher for raw biogas at 2.07 kg/kWh as compared to 
that of upgraded biogas at 1.45 kg/kWh. This is because a larger 
volume of biogas was required for the same load for raw biogas 
than for upgraded biogas. 

Upgraded biogas had a higher calorific value of 24.3 MJ/kg 
due to the high CH4 content of 78% and hence the less volume of 
biogas required for the same load. It is well known that the      
calorific value of the fuel has an impact on the amount of fuel    
required for running the engine. On the other hand, Brake 
Thermal Efficiency (BTE) of upgraded biogas is higher than that 
from raw biogas. This is because a drop of CO2 in biogas for dual 
fuelling      increases the thermal efficiency. The highest value of    
upgraded biogas BTE was 17.6% compared to 14.2% of raw 
biogas and the lowest value for upgraded biogas was 10.2% as 
compared to 8.7% of raw biogas. BTE increases with increase in 
brake power. It can be noticed from Figure 6 that BTE increased 
with increased load. This is the same pattern demonstrated by 
brake power in Figure 5 since it’s directly proportional with the 
percentage load. BTE further depends on brake power, fuel 
consumption rate and      calorific value of biogas. Since upgraded 
biogas had a higher calorific value of 24.3MJ/kg compared to raw     
biogas’ 20 MJ/kg and lower fuel consumption, it greatly 
contributed to the higher efficiency of upgraded biogas.  
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Table 3: Comparison of the Three Solvents on CH4 Enrichment and CO2 Reduction 

Flow 
Rate 
Ratio 

H2O KOH NaOH 

CH4 

enrichment 
CO2 

reduction 
CH4 

enrichment 
CO2 

reduction 
CH4 

enrichment 
CO2 

reduction 

0.2 18.3 42.8 26.4 54.8 43.5 76.4 

0.4 23.2 48.6 34.0 65.4 51.1 84.9 

0.6 30.7 58.7 40.1 72.8 57.6 91.8 

0.8 36.8 63.0 48.9 82.5 60.6 93.0 

 

 

Figure 4: Comparison of the Three Solvents on CH4 Enrichment 

 
Figure 5: Variation of Brake Power against Percentage Load for both Raw and Upgraded Biogas 
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Figure 6: Variation of Brake Specific Fuel Consumption and Thermal Efficiency with Percentage Load  

Table 4: Generator Performance on Raw Biogas 

S/N ELECTRIC 
LOAD 

25% 50% 75% 100% 

1. Voltage (V) 222.2 227 226.3 223.8 

2. Current (A) 0.27 0.52 0.80 1.05 

3. Pb (kW) 0.060 0.118 0.181 0.235 

4. Fuel consumption 
(kg/h) 

124.1 197.3 264.9 297.9 

5. BSFC (kg/kWh) 2.07 1.67 1.46 1.27 

6. BTE (%) 8.7 10.8 12.3 14.2 

Table 5: Generator Performance on Upgraded Biogas 

S/N ELECTRIC 
LOAD 

25% 50% 75% 100% 

1. Voltage (V) 225.9 232.7 235 227.6 

2. Current (A) 0.27 0.52 0.80 1.05 

3. Pb (kW) 0.061 0.121 0.188 0.239 

4. Fuel consumption 
(kg/h) 

88.6 140.0 183.2 201.2 

5. BSFC (kg/kWh) 1.45 1.16 0.97 0.84 

6. BTE (%) 10.2 12.8 15.2 17.6 

     During the start of experiments, the generator was run on petrol 
to heat up and later biogas introduced. This was because it was 
hard burning biogas at the generator start due to the high heating 
temperatures required. However, this wasn’t the case when the 
generator had been running because the generator would have 
heated up already. This further highlighted the impact of biogas’ 
low heating    value. BTE increases with increased load due to 
increase in combustion zone temperature. Increase in load 
increases the combustion zone pressure and heat release rate. This 

improves the fuel combustion quality hence increasing the power 
output of the generator. Therefore, the higher the generator power 
output, the better the BTE. 

4. Conclusion 

The performance of the biogas upgrading device not only 
depends on the biogas flow rate but also depends on the 
dimensions of the scrubbing tower, biogas pressure, packaging 
material and purity of the water (solvent) used in the process. 
Upgraded biogas had a higher calorific value of 24.3 MJ/kg due 
to the high CH4 content of 78% and hence the less volume of 
biogas     required for the same load. Increase in load increases the 
combustion zone pressure and heat release rate. This improves the 
fuel combustion quality hence increasing the power output of the 
generator. Therefore, the higher the generator power output, the 
better the BTE. Using upgraded biogas improved the generator’s 
brake thermal efficiency from 14.2% for raw biogas to 17.6% for 
upgraded biogas. 
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 Data mining is recognized as an effective technique for extracting and retrieving valuable 
information or decision from the vast available data. Because of the nature of the 
functionality of medical centers and hospitals, their data centers contain a collection of 
valuable information about their patients. By properly processing these data, different 
applications can be developed to utilize them. These applications could participate in 
predicting and diagnosing particular diseases. Two prime diseases realized to impact the 
overall health of society are heart diseases and diabetes. The presented work intends to 
develop and test a software application that helps doctors and practitioners predict the 
emergence of noncommunicable diseases (NCDs) such as diabetes and heart diseases. The 
application applies the predictive data mining model to the medical records which are 
collected from the Bahrain Defense Force Hospital (BDFH). The BDFH doctors evaluated 
the application and executed it on actual patients. The results obtained are accurately 
matching the expectation of doctors in BDFH. All kinds of risks are categorized 
appropriately according to the defined categories. As a conclusion, this application can help 
doctors in making proper decisions toward patient health risks. In addition, data mining is 
more supportive for the health sector and is essential for exploring the knowledge to be used 
in the health care sector. 
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1. Introduction 

The term data mining refers to the process of knowledge discovery 
discipline in databases (KDD). It is associated with various 
computing fields; such as databases, artificial intelligence, as well 
as software engineering. It can also be used to overcome various 
problems that emerge where a large volume of data is involved. 

The World Health Organization (WHO) is the world body that 
monitors international health. It showed that 68% of all mortality 
around the globe is due to noncommunicable diseases (NCDs), 
and the major killer NCDs are cardiovascular diseases (CVDs), 
diabetes, lung diseases, and cancer [1-2]. It added that heart 
diseases cause 12 million deaths globally. CVD comprises of 
various heart-related disease and its functioning problems that 
contribute significantly to the adult mortality in some countries. 

The (popular) disease or new-generation disease is diabetes. It 
has emerged as a consequence of inactivity, fewer movements, 
sedentary lifestyle, and unhealthy eating habits. Given the low 
activities and other lifestyle reasons, the pancreas produces 
insufficient insulin to control blood sugar, resulting in diabetes. In 
a small country in the population such as Bahrain, these two NCDs 
present a multifaceted problem that must be addressed [3]. 
Hospitals and health centers accumulate a massive amount of 
patient’s data. This data can be entered or fed to a data mining 
engine to help in predicting and diagnosing various types of 
diseases. 

The accurate and efficient prediction is a consequence of 
medical diagnosis. Therefore, it is an important task at that stage. 
Unfortunately, not all doctors hold expertise for various 
specialization. In addition, the number of specialized practitioners 
is also found to be insufficient in many health centers, especially 
when it is related to heart diseases. Hence, there is a great need to 
develop a system that assists in predicting and forecasting the 
patient’s diagnosis. It would certainly bring plenty of relief and 
help doctors. 
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This research is designed to assess the data of the patient 
concerning his health which is necessary to forecast NCDs using 
inferential data mining and KDD to assists the healthcare 
professionals in evaluating, as well as predicting, the recurrence 
or occurrence of NCDs. As a result, this research offers a platform 
for doing such a system to be able to develop all sets of rules and 
make them available to medical doctors and other practitioners to 
anticipate with a degree of correctness the prospect of NCDs 
among patients. To be able to detect the prime elements which are 
vital for NCD prediction, the development of an application takes 
place to compile the massive volumes of patient data for 
forecasting the potential future trends by employing data mining. 
Afterward, its testing occurs, which allows the physicians and 
experts to use the information pertaining to NCDs for improving 
its diagnosis and reducing the diseases. This project utilizes huge 
amounts of data obtainable from the BDFH to anticipate NCDs by 
employing data mining technique. 

The contribution that the study adds is that it develops a 
software which predicts the diagnosis and is tested by BDFH 
actual practitioners. Using the software, the practitioners were 
gratified with the study results. 

1.1. Purpose of the Study 

The purpose of the study is to apply KDD and execute the 
inferential data mining technique to examine health data, which is 
essential for predicting NCD. This assists doctors in analyzing or 
even predicting the recurrence or occurrence of NCDs in patients. 
Currently, BDFH has no tools or techniques to undertake this task. 
Hence, a Predicting NCD Application (PNCDA) software will be 
developed by applying the inferential data mining technique on 
the compiled huge volumes of available vital data. This 
application will be available for doctors to be able to predict future 
trends with accuracy, for the NCD potential among the BDFH 
patients. Following it, the application will be assessed for 
demonstrating the model which enables the clinicians and other 
stakeholders to have access to this facility and use it during their 
diagnosis process to improve patients’ health and to reduce such 
diseases. 

Because of the sensitivity of this project as it deals with 
confidential patient data, two types of data will be utilized: 
secondary and primary data. Secondary data will be extracted 
from the records of the BDFH, while primary data are gathered in 
person where the related data are organized as per the software 
requirements. The approach of the interview will be used for 
collecting primary data, which will recruit about 30 percent to 40 
percent of doctors, nurses, as well as BDFH paramedics.  

1.2. Study Significance  

The objective of this project is to experiment as well as assess 
different algorithms of data mining, which will assist in NCDs 
prediction, comparison, and contrast of the effective ways of 
predicting the disease. The experiment is assumed to serve as an 
instrumental tool for the doctors for predicting in complex 
medical cases related to NCDs and advice their parents as per the 
predictions generated through accurate algorithms, that will have 
a huge advantage for the field of medical science. This research 
would provide evidence that the technique of data mining is 
effective for physicians for predicting and forecasting risky 

medical cases as practiced across developed nations. This research 
is set to act as a predecessor for accumulating data for patients in 
the Kingdom of Bahrain in the future. 

1.3 Study Limitations  

The study has certain limitations such as it includes patients 
recorded in BDFH only in Kingdom of Bahrain. Once completed, 
the findings of the research would be communicated and 
discussed with the healthcare authorities in the kingdom, where 
additional comprehensive research can be conducted for covering 
the whole Bahrain population. 

This whole research is categorized into five sections; where 
section two presents a comprehensive review of the data mining 
methods and its implementation in the medical discipline. 
Following it, section 3 provides an explanation of the process for 
data mining, which is used for the prediction system for NCD. It 
also provides a description of the prediction software, which is 
developed. The developed software for prediction and its results 
are reflected and analyzed in section four. Lastly, section five 
briefly summarize the overall findings of the research and 
provides a direction to the future researches for expanding the 
research horizon. 

2. Theoretical Background and Literature Review 

In the present times, an increased acceptance of the data 
mining on the international forums is being recognized, across 
different medicine and life spheres. Considering the dynamics 
scope of data mining related to its efficacy for enhancing the 
healthcare outcomes, this section intends to highlight the 
theoretical basis which assists in NCD determination as well as 
the application of the data mining in forecasting. 

2.1. Non-communicable Disease  

At present, the unbridled growth of NCDs is recognized as the 
primary cause of mortality across the world. It is reasoned that the 
increase in sedentary lifestyle and lack of exercise has added to its 
increase. As it is well-recognized that an active lifestyle is vital 
for proper maintenance and functioning of the human body. 
According to 2016 WHO statistics, more than 15 million deaths 
occurred as a result of NCD such as diabetes and cardiovascular 
disease [1]. The most surprising and alarming finding of this 
statistics was that almost half of the deaths were of individuals 
who were less than 70 years of age. 

A.  Diabetes 

The statistical evaluation of World Health Organization 
(WHO) findings, and its comparison with the outcomes of 2014, 
it is found that diabetes had an increasing percentage of about 409 
percent for 34 years, ranging from 1980 to 2014. The main 
contributor to the increasing percentage is the changing world 
dynamics where the living status of the majority of the countries 
has changed for both developing and underdeveloped countries 
[1] 

As per the healthcare professionals, the disease of diabetes 
occurs when the gland of the body (pancreases) is able to release 
an adequate amount of insulin. It affects the human body function 
as insulin is responsible for carrying sugar from the bloodstream 
to numerous cells in order to be used as energy. The deficiency of 
insulin in the body makes its natural functioning difficult. As a 
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consequence, the body releases high levels of glucose in the urine. 
Its prevalence for a long-term can cause an organ to fail, cause 
CVD, and affect the other functions of the body. The deteriorative 
effects which emerge as a consequence of diabetes are the reason 
it is ranked as the fourth primary NCD by WHO [2].  It can also 
lead to the complication of CVDs. The WHO organization [2] 
documented that diabetes and CVDs were the reasons for more 
than 11 million fatalities that occurred before the age of 70, as 
shown in Figure 1.  

The primary factor which contributes to the occurrence of 
diabetes includes the uncontrolled level of blood glucose. Using 
data mining techniques, the healthcare professionals across the 
world would be able to forecast illness in an effective manner and 
will be able to integrate better management technique for patients 
at high risk. This adds to the significance and needs for the disease 
analysis and predictions for overcoming it and providing relief to 
the majority of the patients. 

Similar to other regions, Bahrain also lists diabetes as a major 
health concern. The prevalence of diabetes is found across 
different ages and populations comprising of different 
characteristics. The report by WHO for Bahrain documented that 
diabetes account to 13 percent of the deaths in the region.  It also 
indicates the increasing detrimental outcomes of diabetes, which 
continue to grow at an increasing speed [3]. 

Generally, diabetes is categorized into two types; namely, type 
1 and type 2. In type 1, the diabetic patient is required to be infused 
with artificial insulin using medicines and injections. Whereas, in 
type 2, the body gland (pancreas) produces insulin but is 
inadequate for the body. Majorly, type 2 diabetes is more 
prevalent among patients across the world. The population that is 
generally found to be affected by it comprise of adults, particularly 
people, in the middle-aged group, however, with the changing 
lifestyle and dynamics, its prevalence is found in children also. 

The low prevalence of Type 1 diabetes is due to its 
interconnectivity with the external environment, which affects the 
body insulin-releasing cells. Though, the change in the lifestyle 
such as regular exercise and maintenance of adequate body weight 
can help prevent diabetes of type 2. 

 
Figure 1: Primary Ten Causes of Death as Reported by WHO [1] 

International Diabetes Federation has listed down following 
practices for preventing against diabetes: 

1. It recommends that individuals must start a regime for losing 
some weight to overcome the effects of diabetes by 
enhancing insulin resistance and mitigating the prospects of 
hypertension. So, the people who are overweight are 
encouraged to sustain adequate body weight. 

2. The consistency of physical exercise is integral for sustaining 
weight loss. It is because the indulgence in the physical 
activity overcomes arrhythmia, hypertension, and insulin 
sensitivity; improving the composition of the body; and 
developing psychological health. 

3. Sustaining a healthy diet also overcomes the CVD related risk 
factors. 

4. Smoking, depression, stress, and inadequate sleep can also be 
considered risky behaviors; therefore, it is preferable to avoid 
them. 

B. Cardiovascular Diseases 

Cardiovascular diseases comprise a number of disorders that 
are related to the heart and blood vessels for example; 

Coronary heart disease which is caused by the clogging and 
narrowing or blockage of the blood vessels which supply the 
blood to heart muscles. 

Cerebrovascular disease is caused by the issues in the arteries, 
which can affect the supply of blood to the brain. Example of the 
cerebrovascular disease is a stroke. 

The peripheral arterial disease occurs due to plaque (calcium, 
fats, and other substances) that build up in the arteries supplying 
the blood to the head, limbs, and the other organs. 

Rheumatic heart disease is caused because of the streptococcal 
bacteria, which attacks the tissues of the body, particularly of the 
brain and the heart. 

Congenital heart disease is caused because of the anomalies of 
structure and the malformations at the time of birth. 

Deep vein thrombosis and pulmonary embolism are caused 
due to the clotting of blood in the veins of the leg, which might be 
transferred to the organs like the lungs. 

Myocardial infarction (MI) is the term which is used in the 
medicine for the NCDs in common, which also known as the heart 
attack. Cerebrovascular accident, which is also known as stroke, 
is also a kind of NCD and is a serious one. These illnesses or 
disease occur due to the defects and the faults of the heart and the 
arteries. The arteries are the vessels for the pumping of the pure 
blood from the heart into the body. Lack of exercise, bad eating 
habits, and fat accumulation in the body lead the fat cells to get 
deposited in the arteries’ inner walls. Misuse of alcohol, the use 
of irregular tobacco, habits of eating, hypertension, and a host of 
circumstances and conditions lead to the CVA or MI. 

Building up of fat inside the blood vessels and the arteries 
leading to the gradual vessel clogging. Without any treatment, 
medical care, or the changes in habits of eating or the lifestyles, it 
can lead to complete blocking of the blood flow. The unmanaged 
glucose levels in the blood, physical inactivity, and obesity are 
very common in the population nowadays. Formerly, people had 
a walking habit, they used to work in the farms, and the field were 
heavily involved in labor physically, which is rapidly reducing 
nowadays. Man, in search of comfort and the material gains, has 
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invented a lot of devices and machines, which has reduced the 
physical activity of humans. The emergence of the fast-food 
culture is also a danger to health and body, which most of us fail 
to understand. 

If once diabetes, hypertension or the cholesterol imbalance is 
diagnosed, it is the high time to make sure that the person has the 
information regarding the upcoming dangers which might lead to 
the NCDs. These intermediate-risk factors defined by WHO must 
be highlighted by the primary health center and the clinics. 

It is a general knowledge for the people who are having 
awareness that to stop or to reduce the dependency on the tobacco 
or the alcohol, to limit the oily and the greasy food that contains 
high fat and reducing sugar and the salt intake can help them in 
reducing the chances and the risks which are linked with the 
NCDs and the CVDs specifically. When a possible danger is 
detected, the patient should seek medical help immediately and 
make his lifestyles better. Further, people must use the proper 
medication for the control or restrict the damage that the factors 
can cause. 

In most of the cases, there are no clear and visible indications 
for the MI and the stroke as well. It happens all of a sudden, and 
are not aware of it. Most of the MIs occur when people are 
sleeping. When the people feel the discomfort, and the pain in the 
chest or an extreme pain shoots up in the area of the right shoulder 
or jaws or the elbow, it can be considered as a warning that it can 
lead to developing of MI or CVA. The only option in this scenario 
is immediate medical attention. 

The common symptoms which are linked with the CVAs are 
the insensitivity or the numbness in legs, arms, or face as well and 
it can be on one complete side of the body. There can be 
disorientation of speech, and even the difficulty in the vision as 
well. Severe dizziness or hallucinations or the headaches can 
happen, and in the intense cases, the patients got fainted too. 

The third world is mostly affected by the NCDs; it is populated 
by middle and the low-income groups. The records of WHO 
speaks for themselves only. There is the accessibility to the 
medical care for the rich people while the people with the low or 
middle-income groups, if we look at the profiles of the country, 
have no or little access to the primary health care. In the countries 
across Southern America, Asia, and Africa, to approach the 
medical center is costly, which causes the late detection of NCD 
for the poor people. 

According to the fact sheet of WHO [1], 26% of deaths in 
Bahrain are caused due to the CVDs. These statistics highlight the 
possibility of 13% deaths between the ages of 30 to 70 years and 
is caused by four NCDs. The physicians should record the factors 
of risks for the CVDs in order to reduce the strokes or the heart 
attacks by getting the right system for the storage of medical 
record and the analysis of the data. 

C. Diabetes and cardiovascular disease: double jeopardy 

Diabetes mainly contributes to the CVDs as proved by the 
clinical trials and the situation of the people who have suffered 
from CVDs. Due to the defects of crucial organs like kidneys and 
the liver, it becomes more difficult to pump the blood for the heart. 
The defects or the failure of kidney, liver, and the pancreas cause 
the threatening amount of toxins to sustain in the bloodstream. 

The world of medicine has the challenge to handle this double-
edged sword. This is the crucial time for the health centers and the 
governments to look at these two killers; CVDs and diabetes. To 
aid in reducing the deaths which are caused due to CVDs, data 
mining methods must be applied to predict the accurate 
occurrence or the reoccurrence of the CVDs and diabetes. 

2.2. Evolution  

Organizations nowadays produce a substantial amount of data 
specific to the institute. For improving the practicability 
concerning the use of data, researches have introduced algorithms 
which allow micro-focus on the data and position it as per the 
super-specific requirements. This advanced the efforts for the 
development and creation of the machine language algorithms 
which are useful in the analysis of the different analysis types and 
formation of decision without or little human supervision. Thus, 
the evolution of data mining is based on human needs, which 
assists in the identification of the relationship patterns and 
forecasting based on the presented layout of the program rules as 
well as stipulations.  

The data mining is described by the researchers and 
practitioners using various terms. The concept of discovering 
knowledge from databases has been evolved from data mining. 
Earlier research of Fayyad et al.[4] has defined data mining as a 
procedure in which the data sets are implicitly and which reveal 
previously unidentified but significant information for effective 
decision-making. This whole procedure is termed as knowledge 
discovery in database (KDD). 

This procedure can be applied in health care to predict the 
trends of many kinds of diseases and illnesses. Hence, instead of 
relying on the knowledge and experience, the data mining 
technique can be used by the doctors, more precisely for KDD to 
predict trends that would lead to better diagnoses. 

KDD increases the efficiency and effectiveness of doctors by 
allowing them to treat a large number of patients at a given period. 
Moreover, such a system increases the opportunity for doctors of 
the same specialization across multiple firms, locations, as well as 
countries to e-share medical reports for devising best possible 
diagnoses in a time-effective manner. 

The significance and usefulness of the data are evident from 
different perspectives. The logical alignment of the irrelevant data 
can be emphasized on the concealed or undiscovered correlations 
as well as patterns. This can provide valuable data which is critical 
for examining the individual as well as health being. The main 
notion is to briefly summarize the voluminous data and conclude 
its useful findings and information [5]. 

Data mining is regarded as a statistical interface, which is 
inclusive of other interference such as statistics, technology 
database, pattern recognition, data in machine-readable form as 
well as intelligent expert system [6]. 

Several definitions are set for data mining, which are raised 
according to the area of implication.  

According to Krishnaiah et al. [7], the facility of data mining 
enables the use of data for identifying and using the data set trends. 
The primary findings of this database are to identify the 
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mechanical or automatic patterns, which require less input as well 
as efforts from the user.  

Recently, the spectrum of data mining has enhanced, which is 
inclusive of artificial intelligence concepts which help in effective 
and fast-paced management and visualization of the data [8]. The 
other definition of data mining is provided by Han et al. [9], which 
states that it helps in the effective extraction of useful data. 

Generally, the actual task of data mining is linked with the 
mechanical analysis of the voluminous amount of data, that is 
used to attain information which is not yet discovered. It assists in 
the identification of the data patterns, its categorization using the 
cluster analysis, odd records identification which require 
anomalies detection as well as its associated mining rule or 
dependencies. 

Different statisticians’ information system communities, as 
well as data analysts, use the data mining term. The procedure of 
KDD is recognized as complete, which requires the attainment of 
the data or discovery of new information. KDD core concept is of 
data mining; hence, it can be defined as an application which uses 
specific algorithms required for the analysis and extraction of the 
data patterns. It is also recognized as the KDD focal hub. It is 
inclusive of the intellectual approaches required for the data 
patterns extraction. From a healthcare perspective,  the traditional 
methods are considered to integrate into statistical procedures for 
the process control comprising of numerous functions pertaining 
to the fundamental probability distribution which can be executed 
successfully for controlling the infection rate in hospitals [10]. 

Previously, in the 1960s, data mining was perceived to be an 
looked down by mathematicians as well as to statisticians alike. It 
was regarded as an unhealthy practice which improved its 
recognition using the term data fishing and data dredging, based 
on the hypothetical analysis of the data. 

The terms database mining emerged in 1980 by HNC, a San 
Diego–based company, for describing the Database Mining 
Workstation [11]. With increasing years such as 1990, the term 
data mining was appeared to have been accepted as a legitimate 
phrase for describing the harvesting methods employed at the 
available data for forecasting the happenings in the future. 
Actually, different words were used for data mining, such as 
information harvesting, data archeology, knowledge extraction, 
information discovery, and so on [12]. 

The term “knowledge discovery in databases or KDD” was 
first initiated by Gregory Piatetsky-Shapiro and Parker [13]. 
Though, the relevance of data mining attained relevance as well 
as acceptance from the communities concerning artificial 
intelligence and machine learning. Furthermore, this term was 
also recognized within the business domain for the fourth estate 
communities. At present, both the terms, such as “data mining” 
and “knowledge discovery” are used interchangeably. Later in 
2011, data mining was defined as data science. 

2.3. Knowledge Discovery in Databases (KDD) Process 

Knowledge discovery in databases (KDD) serves as a useful 
process that is used to extract important information from the 
expanded data. The information is gathered and filtered to extract 

only the required information. Information that has been collected 
is employed in the data set, which is further interpreted to attain a 
useful understanding regarding the given outcomes. 

According to Maimon and Rokach [14], the target goals serve 
as important factors to successfully employ the KDD process. The 
process begins through fir, considering over the objectives, 
however, the final product is achieved in the form of newly 
developed information. This marks an end to the loop. Next 
involves data mining segments, where final output is achieved in 
the form of changes involved in the application domain. The 
results of the process are evaluated by employing fresh data 
sources while putting an end to the given loop. The finalizing of 
the process restarts the KDD process. Han et al. [9] elaborated the 
overall process through the given figure below: 

 
Figure 2. KDD process (Maimon & Rokach 2011) 

Step 1. Develop a clear understanding of the application domains 

The understanding related to the requirements of the 
healthcare professionals, and end-users, is of foremost value. This 
helps in providing a clear-cut vision to data miner in meeting the 
expectations while illustrating important knowledge regarding 
things that need explanation. It is further important to provide 
important knowledge regarding things that may help in achieving 
the desired objective. However, these requirements could be 
modified after the first round as the end-user might want to add 
additional functionalities. After identifying important knowledge, 
it is important for people contributing to the KDD process to 
function in accordance with the below-given steps. The steps are 
important for indicating preprocessing measures in the KDD 
process. 

Step 2. Select data sets. 
Selection of data sets is important to elaborate on the idea of 

the target goal. It further helps in providing important details 
regarding the type and the amount of data that is needed to achieve 
the target goal. The stage is of greater importance, since any 
wrong selection of data may lead to several complexities in 
preparing data. In such cases, the process may result in providing 
unimportant inferences that may weaken the overall effectiveness 
of the process. 

Step 3. Perform preprocessing and cleansing. 
Before processing the selected set of data, it must be filtered 

and cleaned. The idea is to improve and augment the reliability of 
the chosen set of data. The factor is important in providing 
maximum reliability to the selected data set. The cleansing 
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process includes removing noise or barriers that may impede 
processing; hence, eradicating the given barriers are crucial here. 
This might serve as a time-consuming process; still, it is effective 
in indicating maximum surety in terms of validity and reliability 
of data. In certain cases, insufficient data sets are achieved. 
However, situations, where ineffective data set, is intervened with 
accurate predictions, conscious efforts are required to attain 
expected outcomes. Consider an example; where irrelevant data 
of patient may act as a barrier in the overall process. Therefore, it 
is important to remove any such data at this stage 

Step 4. Complete data transformation. 
The next step is to make the data project-specific. This step 

ensures the provision of accurate data in a format that produces 
the required outcomes or results that will be utilized by the doctors 
to provide accurate predictions. The step is of significant value to 
provide valuable outcomes in any KDD project. However, 
important provisions in this regard may help in restoring the KDD 
process. Two significant methods, including; attribute 
transformation and dimension reduction are suggested by authors. 
KDD process serves as a useful tool in providing useful 
transformations. This helps in indicating maximum validity and 
efficacy to the formulated results. 

Step 5. Choose the adequate data mining task. 
Following the above procedure, the next task is to select the 

data mining type as per the nature of the project. This selection is 
based on the expected outcomes. Moreover, the selection between 
regression, and classifications or clustering is based on the desired 
outcome. Normally, the data mining outcome can be either 
forecasted, where data mining is done under controls of 
supervision, or description, where data mining occurs under 
visualization. 

Step 6. Choosing the right algorithm for data mining. 
This stage is reflected as the one which discusses the tactics to 

be used for obtaining the strategic objectives. Is it sufficient to use 
neural networks? Or is it better to use decisions? In fact, the 
selection is based on the searching pattern type which is found 
consistent to the given project and the desired end result. Does it 
relate to the results precision or decipherability or 
understandability that forms the project objective? The preference 
is more towards the neural networks when the precision of the 
results is required, while the appropriateness of the decision tree 
is found when gaining an understanding of the patterns and trends 
is required. 

Step 7. Employ the algorithm of data mining. 

In this step, the algorithm of data mining is implemented. It 
could be applied several times for obtaining the best result. For 
instance, the algorithm could be iterated using different 
controlling parameters, i.e., the low number of occurrences in a 
certain leaf or probably executed until the desired accuracy is 
obtained. 

Step 8. Evaluate the mined data. 

The mined data evaluation is the core of this KDD stage. This 
is primarily related to the reasonable interpretation and findings 
with respect to the discussed and defined goals of the project.  This 

evaluation may promote the need to either add or remove a certain 
feature from the transformational stage of the data. This stage 
helps in achieving the usefulness of the data and its 
comprehension by the end user. Upon finalization, the found 
information is documented. When the found knowledge is being 
finalized by the KDD team, the whole data mining procedure is 
documented and assessed against the predetermined outcomes.  

Step 9. Use of the discovered knowledge. 

At this stage, the developed KDD process is evaluated for its 
effectiveness and efficiency by the end user, where refinement 
occurs in case the fine tuning of the data is required. Also, the 
created knowledge is being assessed for pilot-testing by 
practitioners and doctors for ascertaining the production of the 
desired outcomes. When a new product is being tested in a real 
environment, some conditions might variate from that at the 
laboratory. Therefore, these must comprise of the built-in ability 
to change, adapt, modify the derived knowledge in order to satisfy 
the end user. 

2.4. Data Mining Techniques 

Currently, an increased inclination of the researchers is 
concentrated on data mining. Generally, there are two types of 
data mining; namely, predictive model and the descriptive model. 
The two models are as follows;  

A. Predictive Model 

Prediction, as the name indicates constitutes of the correct 
envision of the future trend be logical computation of the data. 
The predictive model uses the previously available information 
for predicting future outcomes. This model is employed by 
various firms such as organizations who attempt to data mine the 
worth of an individual.  

The predictive model data mining applies several techniques 
encompassing regression, classification, time series analysis, and 
prediction. This model is used for identifying the model that 
effectively matches the identified ideas or data sets. It is also 
helpful for class prediction of the objects when there is no 
availability of the class objects. The achieved model is primarily 
focused on the assessment of the identification classes set. To 
assess the numerical values and forecast, the statistical model of 
regression is used.  

B. Descriptive model 

This data mining model is employed to identify the data 
patterns to understand the relationship between the data attributes. 
The fundamental feature of the data is represented and 
summarized using the descriptive model. For instance, the 
customer database and identification of different sets can be useful 
to the marketers. The identified method can be employed for 
devising effective marketing programs for targeting audience.  

The descriptive model applies several techniques such as 
clustering, summarization, association rules, and sequence 
discovery. In the clustering method, the analysis of the data object 
occurs without reference to the detected class label. Whereas, in 
the summarization, different properties and specialties of data 
values are to be considered as noise or outliers. 
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For the association rules, the same recreated rules are used for 
assessing the patterns and association among the different 
obtained characteristics. These are used for analyzing the data 
patterns for determining or forecasting their classification. Other 
systematic order identification is through sequence discovery 
which occurs for identifying the events in a timely manner rules 
and regulations.  Figure 3 demonstrates the classifications of data 
mining. 

 
Figure 3. Tasks of Data mining  

Among all the models presented in figure 3, the focus of the 
present study is on one named prediction-mining method. 

2.5. Medical Applications Data Mining, Forecasting 

Data mining has been widely used in medical applications to solve 
varies aspects. In this section we highlight some of them.  

A. Health care informatics 

Medical informatics is termed as dynamic because of the 
increasingly developing and shifting nature of both medical 
science and technology. According to Hersh and Hoyt [15], the 
discipline of health care informatics is related to the resources, 
materials, tools, and formal ways that are utilized for optimizing 
the storage, its management and retrieval of the needed 
biomedical information for effective decision-making, and 
problem-solving. Likewise, Athina and Konstantinos [16] 
highlighted that health care informatics employ modern 
communication, computer applications, as well as IT and 
computer system in medicine fields in the form of care provided, 
the delivered education, and research undertaken. Bronzino [17] 
stated that health care informatics uses different type of tool for 
using diverse which assists in utilizing and sharing information 
for improving the delivery of health care. Another term used is 
medical informatics whereas, it is also sometime referred by 
practitioners as clinical informatics or bioinformatics. Though, 
bioinformatics regard it as biological information analysis of the 
databases that are based on computer and statistical analysis of 
biological information in a speedy and improved manner. Clinical 
informatics concerns with maintaining data structure, data 
organization, and data search to make decisions using relevant 
data to conduct significant research in the medical discipline. 

B. Data mining in medical discipline 

Over the years, there is an increase in the computation analysis 
for deriving computer-based analysis and interference for 
improving the medical outcomes. The use of software and highly 
complex computation tools have increased. Previously, healthcare 
professionals majorly relied on their knowledge, skills, intuition 
and experience. However, at present, various channels have been 
developed across firms, regions, as well as states using both 
formal and informal sharing means for clinical experience which 
can be employed by the rest of the world. Data mining has 
provided great benefit to the medical field such as to forecast NCD 
and major other diseases. 

This proliferation of the data mining has increased its 
efficiency in the medical discipline, where the use of data mining 
has become a norm where healthcare firms and facilities are being 
encouraged for meeting the need to predict the trends in disease 
and their occurrence. The significance of data mining, particularly 
for information management, is well established. Acharya and Yu 
[18] the developers of various computer-aided algorithms, have 
made the health facility more effective and have tremendously 
improved health care outcomes. Such as, it has aided in 
informatics, monitoring systems, as well as epidemiology. The 
difference between the pathological and normal data has 
facilitated improvement in the diagnosis and decision making.  

Recent data mining techniques, as well as the essential 
statistical tools, can be used to assist doctors in diagnosing 
diabetes and CVDs. With the use of the statistical analysis, various 
CVDs encompassing stroke (cerebrovascular disease), cardiac 
arrests (coronary heart disease), congenital heart diseases, 
hypertension, peripheral artery disorder, arrhythmia, and heart 
failure with diabetes can be predicted. An overview of such 
systems is listed below. 

Khaing [19] proposed an efficient approach for assessing and 
predicting the risk of heart disease. The primary stage is the 
execution of the k-means clustering algorithm with K=2 for 
extracting relevant data through clustering the heart disease 
database. By using k-parameter the number of fragments is 
mastered. Consequently, the extracted data of heart disease mine 
the frequent patterns with the use of maximal frequent itemset 
algorithm (MAFIA). Afterward, the execution of ID3 training 
algorithm occurs to produce the heart attack level following the 
decision tree. Although the accuracy of the findings obtained was 
74% using k-mean–based MAFIA, there is a need to further 
increase this accuracy. 

Many real-world medical data sets suffer from overlapping 
information. Overlapping k-means (OKM) is extended from the 
conventionally used k-means algorithm, and it is recognized as 
one of the most real-world medical data sets that inherent 
overlapping information. This clustering method enables one 
sample to be related to one or more than one cluster. Though, the 
issue of sensitivity in OKM is prevalent to the initial cluster 
centroids. Khanmohammadi et al. [20] proposed a hybrid method 
which assimilates the k-harmonic means and overlapping k-
means algorithms (KHM-OKM). In this approach, the 
initialization of the cluster centers of OKM are obtained from the 
output of KHM. The performance of KHM-OKM is evaluated in 
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terms of completeness, homogeneity, and cluster size-quantity 
tradeoff, and it is found that it outperforms the OKM algorithm. 

Feature selection is one of the integral steps in data mining. 
When selected properly, it improves prediction accuracy. 
Orthogonal Feature Extraction (OFE) is proposed by Jiang et al. 
[21], which uses the feature ranking techniques. The technique 
proposed is applied to improve cancer prediction accuracy. To 
make sure that the attributes of the selected features are accurate, 
they developed an algorithm that selects the linearly independent 
vectors iteratively that belong to top-ranked attributes. The results 
are compared with the analysis of principal component, 
neighborhood component, and linear discriminant. These three 
methods are outperformed by OFE in terms of computational 
complexity and performance. 

Another heart disease prediction system is developed by 
Suvarna et al. [22]. This system combines optimization techniques 
and data mining. The optimization technique used is particle 
swarm optimization, which is modified by applying a constriction 
factor. In this inherently distributed algorithm, the solution is 
obtained through the interaction among several simple individuals 
called particles. The authors used de facto standard data sets for 
the reliability ranking of heart disease prediction. The three 
techniques used for comparing the result are: ID3, multilayer 
perceptron with backpropagation training and classification, and 
regression trees. The proposed approach outperforms these three 
techniques, producing accuracy of classification equal to 53.1%. 
But the accuracy is much lower than what is expected from actual 
practitioners. 

Rairikar et al. [23] applied the backpropagation technique in 
genetic algorithm to develop a system that predicts. This 
prediction system uses 13 attributes obtained from cardiovascular 
disease information. The results are compared in terms of time 
complexity with two well-known classification of data mining 
techniques, which are KNN and Naive Bayes. The results showed 
that KNN is much better in its performance. However, this 
method is lagging measuring the accuracy of heart disease 
prediction. 

 Tomczak and Zieba [24] applied classification data mining in 
machine learning to solve two issues that appear when applying 
machine learning to medical diagnosis. One issue deal with the 
implementation of interpretable models such as decision tree and 
classification rules. The other issue deals with the imbalance 
between classes with high number of examples such as healthy 
patients and a class with low number of examples such as ill 
patients. The proposed model is a probabilistic combination of soft 
rules. These rules are constructed by introducing a new random 
variable called conjunctive feature. In addition, a new estimator is 
introduced to incorporate the knowledge about imbalanced data. 
This approach is tested using oncology data set. The results show 
that soft rules can perform well on data sets with small number of 
examples. In addition, the outcome is comparable with expert 
oncologists. Meanwhile, this work needs to be examined against 
large data sets. 

Zhu and Fang [25] noticed that the current existing 
classification trees might not be able to properly provide 
classification for the provided predictor variables set, which may 

be categorized using a high error rate. To solve this, they 
proposed an algorithm that combines the logistic regression 
model and the trichotomous classification tree. This tree is used 
to split and establish the tree recursively until it meets the 
stopping rule of the tree splitting. The algorithm is tested on two 
real data sets: Pima Indian data set and Wisconsin Breast Cancer 
data set. The findings showed that the proposed algorithm is more 
accurate in predicting some diseases than the classification and 
regression tree. However, this technique suffers several 
limitations, including using binary response variable, the cost of 
variables used in classifications ignores the actual cost and 
thirdly, the variance-covariance between 2 categories use limited 
simulated normal distributions. 

Several algorithms and methods such as regression, 
clustering, classification, neural networks, artificial intelligence, 
genetic algorithm, association rules, nearest neighbor, and 
decision tree have been executed by researchers to assist 
healthcare practitioners in the effective diagnosis of heart 
diseases or diabetes to prevent further diseases. 

The above-mentioned research studies provide evidence for 
the effectiveness of the data mining concerning the field of NCDs 
prediction and correction. The objective of this research is to 
devise a practical model which can be executed by the healthcare 
practitioners in the main hospital of Bahrain, or where individuals 
belonging to particular demographics which adds to its 
generalizability across the worldwide health care centers. 

What features the developed PNCDA is that it allows realistic 
and timely mean to forecast the general NCD forms, particularly 
CVDs and diabetes. Rather than using pre-defined datasets, this 
approach uses real data obtained form BDFH. Further, the 
developed PNCDA has been tested by actual practitioners from 
the mentioned hospital and the results met their expectation 
obtained from the conducted questioner as will be explained later. 

3. Research Methodology 

As the major outcome of this research is the prediction 
software system that aids the doctors and practitioners of the 
BDFH to effectively predict the NCDs of their patients, the first 
stage of this project is to identify the most effective factors and 
classify them. These factors must provide good input data 
(parameter) using an adequate model for data mining. These 
factors can be identified by the users of the proposed system. 
Three main factors are included in this research, such as, 
prediction methods for data mining, patient database, and software 
application implementation, which are used to characterize and 
devise a model to predict the cardiac arrest diagnosis as well as 
diabetes risk among the patients that are listed in the obtained 
BDFH data set. This research will use both forms of data (primary 
and secondary). It will integrate in data mining, its significance in 
healthcare, and medical field application for developing a 
software system that will be assessed in real situations for 
evaluating its performance.  

3.1 Data Types 

In this research, two types of data are used; secondary data and 
primary data. 
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A. Secondary data 

Secondary data refers to the data that has already been 
assessed, used and collected by certain firms. In this research, the 
record of 23000 patients is obtained from BDFH, which are used 
for designing the required NCD prediction application. 

B.  Primary data 

The data that is collected for the first time as per the defined 
objectives of the research are termed as primary data. The primary 
data for the study is collected using a questionnaire which is 
distributed across 30 specialized healthcare professionals in the 
hospital. Since all the questionnaire were completed and received; 
therefore, the response rate is termed as 100 percent. The objective 
of the questionnaire is to gather the necessary requirement, NCD 
diagnosis for medical characteristics, which include CVD and 
diabetes, which are the commonly found forms of NCD. 

3.2 Data Collection Procedure  

A survey was conducted using the questionnaire as a primary 
form of data collection. While, for the secondary form of data 
collection, the health center record was used following the 
development of the software application.   
A. Primary data collection 

The questionnaire-based survey was conducted among the 
doctors to clearly understand the expectations they hold as well as 
ideas about the current situation concerning NCDs from one side 
and to examine the awareness and the level of utilization of having 
a new software application that will help them in predicting NCDs 
from the other side. To evaluate the current situation concerning 
NCDs prediction, the BDFH doctors who are either 
endocrinologists or cardiologists were requested to fill in a 
questionnaire survey. It was done to gain an understanding 
pertaining to their perceptions and opinions about the expected 
software application. 

B. Study Population and Sampling 

In BDFH, 13 cardiologists and 17 endocrinologists are 
present. The sample of the study is the entire population given the 
relative ease to work around. Therefore, the sample would 
constitute of all the related doctors. The structured questionnaires 
were administered by the researcher to assess their perception and 
opinion. 

4. Survey Data Analysis and Findings 

This section provides information concerning the 
questionnaire model, which was used in the survey. The survey 
aimed to establish the importance of predicting model concerning 
NCD trends among the end-user, and doctors. The direct 
interviews were held with the doctors to explain to them the 
significance of developing the software.  

The conducted questionnaire was aimed to examine the 
present scenario concerning the use of NCDs forecasting tools in 
the BDFH. The sample is formed by the total endocrinologists and 
cardiologists’ populations who are presently on the rolls of the 
BDFH. As the interviews are conducted on a one-to-one basis; 

therefore, no interview was missed. The following results were 
achieved by the questionnaire; 

The answers to the first question show that 70% of patients 
treated by these 30 doctors suffer CVDs and diabetes. This 
provides evidence that NCDs, more particularly, diabetes and 
cardiovascular disease are majorly found. The generic and 
common disease such as influenza cold, allergies, and sprain make 
a total of about 30 percent. The BDFH does not provide treatment 
for critical diseases such as cancer. 

The second question examines the primary NCDs causes, 
where the doctors mentioned unhealthy eating habits, smoking, no 
exercise, and consumption of high-fat food as the major NCDs 
reasons. 

Following third and fourth questions in the questionnaire are 
related to each other and are also analyzed together. Though 80 
percent of the doctors are aware of the prevalence of some form 
of NCD prediction mechanism across the globe, they firmly say 
(i.e., 100%) that BDFH lacks any such system, mechanism or 
facility. 

In the fifth and sixth questions, 24 among the 30 doctors (i.e., 
80%) showed agreement that presence of computer-based 
application would assist in predicting such NCDs, which aids the 
BDFH in notifying patients on a continuous basis. In addition, 90 
percent of them welcomed the idea of offering an application that 
can “correctly predict” the NCDs occurrence, which is essential. 

5. Proposed Application System 

The software system developed comprises of two main 
components; the prediction engine and the software application. 
The system functions as an intermediator (practitioner) between 
the prediction system and the user. The explanation of each 
component is presented in which first describes the data that is 
applied in the proposed prediction system.  

5.1 Data Mining Engine 

The application purpose is to assess the data of the patients to 
predict if the patient is at an NCD risk or not. The following tools 
are used for application programming; 

1. VS.Net:  Tool for writing the application. 
2. VB.Net: Tool for coding the application.  
3. Oracle DB: The database which is used for data storage and 

manipulation. 
4. Toad Oracle: Tool for gathering the code and retrieving the 

data from the database. 

Among various techniques for data mining, the research 
adopted the mining class comparison. This is used to mine a 
description which compares or distinguishes one class from 
another related class. It is used for meeting the project purpose 
based on stages which are followed for the process of mining 
comparison [9]. The stages are as follows;  

1. Data collection. It comprises a set of relevant and useful data 
that is collected by the use of query processing. The 
segregation of the data occurs in the target class along with 
contracted classes set.  
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2. Dimension relevance analysis. This is executed only where 
there are several dimensions and only a few relevant 
dimensions are to be selected for analysis.  

3. Synchronous generalization. This is applicable on the target 
class concerning the degree of control exercised by the user. 
The contrasting classes concept is to generalize the same level 
as those in the main target relation, to form the prime 
contrasting classes’ relation. 

4. Presentation of the derived comparison. The achieved class 
comparison can be represented in the form of tables, graph, 
and rules. 

5.2 Patient Data Set 

The researches, which tackle data mining for medical 
application use the available data sets such as heart-Statlog 
Medical data set [26], liver disorder, Indian liver patients, heart 
disease (Statlog), heart disease (original), hepatitis Parkinson’s, 
Parkinson’s, breast cancer Wisconsin (diagnostic), dermatology, 
and lung cancer [20]. 

This work is featured using the actual data set obtained from 
the BDFH, which contains the details and vitals of 23,000 
patients. 

Using the developed data set, that was extracted with the use 
of the discussed algorithm of data mining, the recognized pattern 
assists to predict the risk of getting heart disease and diabetes. 

The data of all the patients were processed through the 
elimination of the repetitive records and completion of the missing 
details. The dummy values were used for filling the personal 
details (name and ID number, etc.). Moreover, the recurring 
patterns are mined with the use of proposed process of data 
mining. The attributes of the patients gathered from the database 
are; sex, age, chest pain (CP), FBS (fasting blood sugar), test BPS, 
rest ECG (electronic cardiographic), smoking, diet, as well as 
alcohol. Following it, these are used for classifying the patients, 
which are modified from the study conducted by Khaing [19] as 
some of them are unavailable in the data set, we have. Afterward, 
they are adjusted as per the survey conducted with the actual 
practitioners in the BDFH. 

5.3 Application Process Description  

The overall exercise was conducted with doctors who will be 
the main user of the developed software. This is to ascertain that 
all the unnecessary data is removed so that the prediction of NCDs 
is barrier-free. The data of the patients is derived from the three 
tables by executing the second step of KDD. Figure 4 presents the 
diagram for the entity relationship (ER). The information record 
of the patients is presented in the first table, second patients’ vitals, 
such as, diet, blood pressure, chest pain type, smoking, and heart 
rate. The blood test collected from the lab is collected in table 3, 
where cholesterol and fasting blood sugar are its attributes. 

Reflecting that the target class are the lab results and vitals, the 
“if condition” is used for the constructing class, along with 
attributes such as sex, age, chest pain (CP), FBS (fasting blood 
sugar), test BPS, rest ECG (electronic cardio graphic), smoking, 
diet, as well as alcohol (Table 1). The data mining query language 
(DMQL) can be used for the data mining task, as follows;  

1. Used Patient_DB 
2. Mine comparison as “Patient_NCD_Risk_Level.” 

3. In relevant to sex, age, CP, chol, FBS, test BPS, rest ECG, 
smoking, diet, alcohol 

4. For “Vitals_View” and “Lab_Results” 
5. Versus “if_condition_rule” 
6. Evaluate sum 
7. Show as “risk level.”  

 
Figure 4. ER diagram of the proposed application 

Initially, the change in the query occurs in two forms such as 
in the two interrelated queries where the two sets of  relevant data 
tasks are accumulating; such as, one is obtained from Vital View 
table target class and Lab Results table, whereas the other is 
derived from the contrasting class, i.e., “if condition rule” which 
is written in the code classes.  

Secondly, the two tables, i.e., Vitals View and Lab Results, are 
analyzed for their dimension relevancy. Furthermore, the weakly 
relevant dimension are removed, i.e., the removal of the patient 
information from the found test classes. 

Thirdly, the synchronous generalization is applied from the 
target class to the controlling class level in order to produce the 
prime relation for the target class. With the use of “if condition” 
rule, the categorization of the attributes in the form of group is 
held. Initially, the ages are evaluated. In case, the age is less than 
40, it is grouped as young age, whereas, if it lied between 40 to 
60, it is grouped as medium age while for 60 or greater than 60, it 
is regarded as older age. Following it, smokers or alcohol drinkers 
are categorized. In case the patient is a smoker, he is characterized 
as group 1, and in group 2 if the situation is vice versa. Similarly, 
if the patient is an alcohol drinker then he is characterized in group 
1, and in group 2 if he does not.  

If the blood pressure (BP) of the patient is less than 80, then 
he is grouped into group 0, and group 1 if it is equal to or more 
than 80 and group 2 when the blood pressure is higher than 90. 
Likewise, for the classification of heart rate, if the heart rate is 
below or equal to 100, it is categorized in group 0 while if it is 
more than 100 and less then 150, it is categorized as 1. Similarly, 
in case the heart rate is greater or equal to 150, the patients are 
categorized in group 2. 

Table 1. Attributes and values used in the proposed application 

No. Attribute
s 

Descripti
on 

Cut-off 
Value  

Type 

1 Age Age of 
the 

Age <=40 
Age <=60 
and >40 

Young age 
Middle age 
Old age 
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patients 
in years 
 

Age >60 

2 Gender  Gender 1 
0 

Male 
Female 

3 CP Type of 
Chest 
Pain  

Value 1 
Value 2 
Value 3 
Value 4 

Stable Angina 
Unstable 
Angina 
Nonangina 
Pain 
Asymptomatic 

4 Test BPS Resting 
blood 
pressure 
(in 
mmHg) 

BP <80 
BP <90 
BP >90 

Normal 
Normal to high 
High 

5 Chol Serum 
Choleste
rol 
(mmg/dl
) 

Chol <5.2 
Chol <5.2 
and >6.2 
Chol >=6.2 

Normal 
High 
Severe 

6 FBS Fasting 
blood 
sugar 

1 
0 

True 
False 

7 Rest 
ECG 

Resting 
electro 
cardiogr
aphic 
results 

Val=0 
Val=1 
Val-2 

Normal 
Abnormal 
Probable 

8 Diet On a 
healthy 
diet 

0 
1 

True 
False 

9 Smoking Smoker 
patient 

0 
1 

True 
False 

10 Alcohol Alcohol 
drinker 

0 
1 

True 
False 

 
Figure 5. Comparison of condition for the age 

Lastly, Table 1 presents a comparison of the resulting classes 
in the rules form. Such as, in case the classes are equal to 0 when 
there is no risk for patients. While patients are at high risk when 
the classes are equal to 2. Likewise, the patient is at lower risk, 
when the classes are equal to one, where the other classes 
combination occurs based on the recommendation of the actual 
practitioners. 

Following the preprocessing, the previously mentioned 
attributes in Table 1 are utilized for the code application for using 
the IF condition. The classification of these values done in the 
form of cut-off value, following its comparison.  

 
Figure 6. Grouping smoke and alcohol 

The process of grouping the attributes are described by 
explaining the Figures 6–10 as follows: 

Figure 6 shows the comparison if patients smoke or drink 
alcohol. In case the patient is a smoker, he is characterized as 
group 1, and in group 2 if the situation is vice versa. The same 
situation is followed if the patients is an alcohol drinker than he is 
characterized in group 1, and in group 2 if he does not. 

Figure 7 presents the BP, for which if the patient BP is less 
than 80, then he is grouped into group 0, and group 1 if it is equal 
to or more than 80 and group 2 when the blood pressure is higher 
than 90. 

 
Figure 7. Grouping blood pressure (BP) 

Figure 8 demonstrates the grouping of heart rate. If the heart 
rate is below or equal to 100, it is categorized in group 0 while if 
it is more than 100 or less then 150, it is categorized as 1. 
Similarly, in case the heart rate is greater or equal to 150, the 
patients are categorized in group 2. 

Figure 9 displays the patients grouping as per his cholesterol 
level. The patient is grouped in 0, when the level of cholesterol is 
below 5.2, and in group 1 if the value of cholesterol is more or 
equal to 5.2. Similarly, these are grouped 2, when it is more than 
or equal to 6.2. 

Figure 10 provides a list of conditions for chest pain. As per 
the program, if the grouping of the chest pain is done as 1, the 
patient experience chest pain, and 2 in case a risk of cardiac arrest 
prevails. It is grouped as 3 if a patient is experiencing coronary 
artery disease. Whereas for being grouped as 4, the patient is at 
high risk of chest pain.  

Lastly, the class comparison results are presented in rules 
forms (Table 2) and process flow of the system is depicted in 
Figure 11. 
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5.4 Testing Results of the Application and its Predictive 
Performance  

As explained above, the resulting conditions provide a 
comparison of the prime target classes and the executed “if 
condition rule” (Table 2), where risk results are the outcome of 
applying the aforementioned rules. 

 
Figure 8. Grouping heart rate 

 
Figure 9. Grouping cholesterol 

 
Figure 10. Grouping chest pain 

The software application is implemented using VB, and the 
samples of the screenshots are depicted in Figures 12 to 15. These 
screenshots serve as evidence for the program utility concerning 
the NCDs prediction for the tested patients. These samples of 
NCD predictions are shown for different risk levels: no risk, low 
risk, medium risk, and high risk. 

5.5 Findings 
The results are examined on the basis of the response gathered 

through a questionnaire survey, which was held among the doctors 
and the results achieved from the use of the developed application. 

 
Figure 11. Flow diagram of the proposed application 

Table 2. Classes and Risk Results Comparison  

BP Heart 
Rate Cholesterol Chest 

Pain Age Risk 
Result 

0 0 0 0 0 No risk 
0 1 0 1 0 No risk 
0 2 0 1 0 No risk 
1 1 1 1 1 Low risk 
1 2 0 1 0 No risk 
1 2 0 1 1 No risk 
1 2 0 1 2 Low risk 
1 2 0 2 2 Medium risk 
1 2 1 1 1 Low risk 
1 2 1 2 1 Medium risk 
2 2 1 1 1 Low risk 
2 2 1 1 2 Medium risk 
2 2 1 2 or 3 2 High risk 
2 2 2 1 1 Medium risk 
2 2 2 2 or 3 2 High risk 

 

 
Figure 12. Sample of NCD prediction level: no risk 

A. Survey Based Questionnaire Inferences  

The questionnaire survey provides evidence that at present, 
there are no tools or the mechanism available in the BDFH, which 
is having almost 23,000 registered patients, for NCD forecasting 
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and prediction. The patient’s record provides a massive volume 
data, yet there is no examination or the analysis of such essential 
data for the purpose of forecasting. The survey highlighted that 
most of the doctors are aware regarding the tools which are being 
used somewhere else and they will like to have applications that 
can help them better in the prediction of a patient’s possibility for 
the occurrence or the recurrence of NCDs. 

 
Figure 13. NCD prediction level (sample): low risk 

 
Figure 14. NCD prediction level (sample): medium risk 

 
Figure 15. NCD prediction level (sample): high risk 

B. Analysis of the developed software Inferences 

The results obtained were discussed with the doctors and are 
considered as the levels of risks. The doctors were highly 
contented with the results as they accurately matched their 
expectations regarding the levels of risk. All kinds of risks are 
categorized appropriately according to the formerly mentioned 
categories. Additionally, they indicated high interests in the 
implementation of such applications live in their clinics. The 
application of the software has a proof for the accuracy and the 
efficacy of the suggested technique of the data mining for the 
forecasting of the NCDs for the patients of BDFH. However, the 

NCDs can lead to the possible mortality among the patients, the 
doctors who had a trial of the software feel excitement for its 
application as it can help them in the detection. As a matter of fact, 
they want to use it as soon as possible because they highly noticed 
that it supports quickly and gives better forecasting along with the 
briefing of the patient’s record. On the other hand, the statistical 
analysis is not applicable to this study as the results are evaluated 
manually by the consulted practitioners.  

Using the application, more savings in medical expenditure 
can occur avoiding loss of the duty timings and maximizing the 
utilization of the crucial medical facilities. This application will 
give the one-stop-shop to all the patients to get the accurate and 
the calculated information regarding their health. This application 
is considered to be an asset for the doctors so that they make sure 
that their detection or inferences are professional as well as 
correct. Further, such information can be utilized globally, for the 
patients having the health problems and have to travel abroad, the 
medical history and the forecasting for the NCD can be made 
online available or can be shared via emails. 

6. Conclusions and Future Work 

An application which uses the data mining algorithm for the 
class comparison has been invented to forecast the level of risk of 
occurrence or recurrence of NCDs such as diabetes and the heart 
diseases. Additionally, the outcomes of the application 
highlighted that the forecasting system could forecast NCDs 
efficiently, instantly, and effectively. This application helps the 
doctors to make the decisions regarding the health risks of a 
patient.  It also creates the results, which make it closer to the 
situations of real life. Data mining, therefore, is more supportive 
for the health sector and is essential for exploring the knowledge 
to be used in the health care sector. 

This research confirms that the health centers should have a 
software application or the system which can forecast the NCDs. 
To have raw data in a large volume is a must for the proper 
categorization rules which lead to the proper forecasting of NCDs. 
The forecasting is helpful for not only the physicians but for the 
patients too for their constant health check-ups. The application 
developed must be trialed on a constant basis, and the coding must 
be accurate in order to adopt the application across the various 
health centers and the clinics. Further, in the future, it can also be 
considered for the development of the mobile application for the 
patients where they can input their vitals and get the results 
instantly. 

The developed application and the software can be extended 
for assisting in forecasting the level of risks for the other NCDs, 
for example, cancer, Alzheimer, chronic lung disease, stroke, and 
the osteoporosis. This can be achieved more by highlighting the 
associated vitals and their analysis to set the appropriate rules by 
the consultation linked with the expert practitioners. Finally, the 
obtained results can be further analyzed once the approach is 
applied on predefined data set with previously known level of risk 
of each NCD disease. 
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 This paper presents a solution for question answering system for Vietnamese language by 
integrating diacritics restoration and question classification via deep learning approach. 
It could be said that this will be the first research integrating two phases into Vietnamese 
question answering system. Question classification has a critical role in the question 
answering system. However if the question has too many missing diacritics, this will make 
the classification extremely more difficult. In this paper, both automatic insertion of 
diacritics and question classification tasks are built to rely on deep learning approach. For 
diacritics restoration task, we apply the Encoder-Decoder LSTM model. The result of the 
first step will be the input of question classification. We use pre-train word embeddings in 
the Bidirectional LSTM model for Vietnamese question classification. The deep learning 
approach for both tasks is powerful and highly accurate model. By integrating diacritics 
restoration and question classification into Vietnamese question answering system – 
ICTbot of Binh Duong Department of Information and Communications Support System – 
it has produced remarkably positive results; thus proves the practicability of this proposed 
system. 
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1. Introduction  

     Internet allows the researchers to save data and make them 
available to the public. However, it also makes the search of 
information in such big data environment more complicated and 
expensive. Question Answering systems have been developed as 
a new advanced research tools for this issue.         

     An automated question answering system has several key steps 
to follow such as:  

• The user inputs the question through query interface. The 
question is analyzed, pre-processed and phrased into 
words.  

• Question classification identifies the type of the question. 
This step is rather critical to achieve the most appropriate 
answering type.  

• Finally, based on the result of Question classification, the 
system will choose the appropriate answer from the 
answer sets.  

     In the first step, if there are too many missing diacritics in 
questions, it will make it challenging for the second step - 

Question classification. A diacritic is a mark written either above 
or below a letter to alter its original phonetic or orthographic value. 
Diacritics are used in several languages’ orthography. 
Nevertheless, in daily conversation, as a matter of convenience, 
diacritics are usually ignored in many languages. The absence of 
diacritics in question text makes it extremely challenging for both 
Question Classification and Question Answering system. 

     The Vietnamese alphabet uses Latin script with diacritical 
signs. However, Vietnamese has seven modified letters including 
ă, â, đ, ê, ô, ơ, and ư and also six tone marks including unmarked 
tone (ngang), acute (sắc), grave (huyền), hook above (hỏi), tilde 
(ngã), and underdot (nặng). Due to its diacritical complexity, 
when typing on phones or computers, most of Vietnamese people 
prefer to type non-diacritic characters as a matter of convenience. 
As a consequence, it sometimes causes the confusion or mis-
interpretation for the recipients or readers. With that being said, 
integrating diacritics restoration into question classification is a 
critical task for Vietnamese question answering system. 

     We propose the Vietnamese Question Answering model with 
two phases in this paper. The first phase is automatically 
recovering the missing diacritics. And the second phase is 
integrating diacritics restoration into Vietnamese question 
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answering system. We use the Encoder-Decoder LSTM model for 
automatically recovering the missing diacritics and the 
Bidirectional LSTM model for Vietnamese question classification. 
We integrate diacritics restoration into Question classification of 
Vietnamese question answering system.   

     This paper consists of five sections. The related works are 
reviewed in Section 2. Our method is presented in Section 3. 
Section 4 mentions the procedure of constructing dataset, the 
experiment settings and discusses the outcomes of the 
experiments. Our work and possible future research are concluded 
in Section 5.  

2. Related Words 

     Firstly, diacritics restoration – as the first step – could be run 
following two typical approaches: character-based [1-2] and 
word-based [3-5]. For Vietnamese language, many researches 
propose their methods to restore accents such as [6-9]. In this 
research we choose the Encoder-Decoder LSTM model that 
proposed recently by Bui [6] because of the advanced approach, 
and high accuracy for Vietnamese diacritics restoration. 

     For question classification, there are three main approaches: 
Rule-based, Machine Learning and Hybrid ones [10]. Using a few 
manually handcrafted rules to match the question is the rule-based 
approach. One of key challenges here is to define too many rules. 
Machine-learning approach is to train a classifier and use the 
trained classifier to predict the class label. Combining the two 
above - the rule-based and machine learning - is the hybrid 
approach. In terms of question classification, the most successful 
approaches are Machine Learning and hybrid methods. Nguyen et 
al. [11] proposed a SVM based method for the same task. Firstly, 
the question was parsed and tokenized, parts-of-speech were 
tagged, data removed stop-words and was stemmed. Next they 
extracted a lot of features and selected features before passing the 
data into a support vector machine for training. For test questions 
they used the same pre-processing. Deep Learning approaches 
have proved that it is significantly beneficial for text classification, 
summarization, machine translation, etc. as well as for question 
classification [12-15]. Andreas et al. [12] proposed compose 
neural networks for question answering. Kim et al. [16] employed 
Convolutional Neural Networks (CNNs) and treated questions as 
general sentences to achieve remarkably strong performance in 
the TREC question classification task. 

      With regards to our research, what differentiates it from the 
others is the Vietnamese question answering system. This is the 
first research integrating two phases - diacritics restoration and 
question classification into Vietnamese question answering 
system. The diacritics restoration is the Encoder-Decoder LSTM 
model and Question classification uses the Bi-LSTM model. The 
result of the first step will be the input of question classification.  

3. Methodology 

     Our model includes two steps: Diacritics Restoration and 
Question Classification. In the first step, we use Encoder-Decoder 
LSTM model proposed by Bui [6] and in the second step, pre-
train word embeddings are used in the Bidirectional LSTM model 
for Vietnamese question classification. We integrate the result of 
the first step into question classification. An overview of our 

architecture is illustrated in Figure 1. We will describe more 
details of each layer in our model as follows:  

 
Figure 1: The proposed model 

3.1. Word Embeddings 

     Indeed, it has been discussed for quite a long time to use vector 
representation for words. And recently there has been more and 
more interest in word embeddings - a technique which maps the 
words to vectors. Tomas Mikolov’s Word2vec algorithm [17] is 
one driver for this which takes a big volume of text to create high-
dimensional representations of words. By this way, it could 
identify the relationships between words which are not supported 
by external annotations. Thus, it proves to succeed in getting lots 
of linguistic regularities with such representation. 

     In this research, we use word embeddings - Continuous Bag of 
Words (CBOW) [17]. In the CBOW model, a variety of words 
illustrate the context for a defined target word which stands for a 
modification of neural network architecture. For example, with 
“trèo” (climbed) as the target word, let’s use “mèo” (cat) and “trên” 
(on) as the words to describe the context. Figure 2 describes this 
model as below: 

 

Figure 2: Continuous Bag of Words (CBOW) 

3.2. LSTM 

     Long short-term memory (LSTM) [18] is a modification of the 
Recurrent neural networks (RNN). Thanks to the feedback loop 
in its architecture, this model has the ability to store the records of 
previous outputs.  
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     Figure 3 represents a diagram of a simple LSTM cell. As befits 
the term deep neural networks, all single cells are combined 
altogether to shape a huge network. The cell unit represents the 
memory with five main elements: an input gate i, an output gate 
o, a forget gate f, hidden state output h and a recurring cell state c.  
Given a sequence of vectors (x1 ,x2, …, xn), σ is the logistic 
sigmoid function, the hidden state ht of LSTM at time t is 
calculated as follows: 

              ht = ot ∗ tanh(ct)              (1)                                

              ot = tanh(Wx0xt + Wh0ht-1 + Wc0ct + bo)                      (2) 

              ct = ft ∗ ct-1 + it ∗ tanh(Wxcxt + Whcht-1 + bc)              (3) 

ft = σ(Wxfxt + Whfht-1 + Wcfct-1 + bf)                            (4) 

it = σ(Wxixt + Whiht-1 + Wcict-1 + bi)                            (5) 

 
Figure 3: The Long Short Term Memory cell (Source: [19]) 

3.3. Bidirectional LSTM 

     Bidirectional LSTM [20] could be seen as a suitable model in 
many tasks of natural language processing. This model is 
modified version of LSTM by combining forward and backward 
LSTMs. The Bi-LSTM model is shown in Figure 4. 

      

 

 

 

 

 

 

 

Figure 4: Bidirectional LSTM  

Assuming that above equations are abbreviated to  

ht =LSTM(xt ht-1 ).                     (6) 

The forward ℎ𝑡𝑡���⃗  and ℎ⃖�t the backward LSTM are defined as follows: 

                 ℎ𝑡𝑡����⃗  = LSTM(xt, ℎ𝑡𝑡−1����������⃗ )                                                 (7)  

                 ℎ𝑡𝑡�⃖�� = LSTM(xt, ℎ𝑡𝑡−1�⃖���������)           
 (8)  

Where → denotes the forward and ← denotes backward.  By 
taking the forward and backward LSTM as input, the 
Bidirectional LSTM  ℎ𝑡𝑡�⃖�⃗  at time t leads to further classification 
procedure: 

  ℎ𝑡𝑡�⃖�⃗ = [ℎ𝑡𝑡���⃗ , ℎ𝑡𝑡�⃖��]                                    (9) 

3.4. Diacritics Restoration 

     We used the Encoder-Decoder LSTM model proposed by Bui 
[6] for Vietnamese diacritics restoration. The Encoder-Decoder 
model was introduced by Kyunghyun Cho et al. [14]. This model 
learns to encode a variable-length sequence into a fixed-length 
vector representation and to decode a given fixed-length vector 
representation back into a variable-length sequence. This model 
is presented in Figure 5. 

 

 

 

 

 

 

 

 

 

Figure 5: Encoder-Decoder LSTM model 

In Figure 5, the input sequence is displayed to the network one 
encoded character at once. The output produced from this model 
is a fixed-size vector that shows the internal representation of the 
input sequence.  

3.5. Question Classifier 

The output layer is defined as follows based on the text vector 
studied from the Bidirectional LSTM model:                          

           y = (𝑊𝑊𝑑𝑑𝑥𝑥𝑡𝑡 + 𝑏𝑏𝑑𝑑)                                                          (10)      

where 𝑥𝑥𝑡𝑡: the text vector studied from the Bidirectional LSTM 
model; y: the degree of question class of the target text; 𝑊𝑊𝑑𝑑, 𝑏𝑏𝑑𝑑: 
the weight and bias associated with the Bidirectional LSTM 
model.  

The Bidirectional LSTM model is trained by minimizing the 
mean squared error between the predictive question class and 
true question class. The loss function is identified as follows: 

 𝐿𝐿(𝑋𝑋,𝑦𝑦) = 1
2𝑛𝑛
� �𝑛𝑛𝑘𝑘��ℎ(𝑥𝑥𝑖𝑖) − 𝑦𝑦𝑖𝑖�2

𝑛𝑛

𝑘𝑘=1
                  (11)        
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      X = {𝒙𝒙𝟏𝟏 , 𝒙𝒙𝟏𝟏 , 𝒙𝒙𝟐𝟐 ,…, 𝒙𝒙𝒎𝒎 }:  a training set of text matrix  

      y = {𝒚𝒚𝟏𝟏 , 𝒚𝒚𝟐𝟐 ,…, 𝒚𝒚𝒎𝒎 }: a question class ratings set of training 
sets 

4. Experiments 

      We used dataset in [6] for the first step. This dataset was 
crawled from the official newspapers website from various 
categories like sports, world, business and entertainment. The size 
of dataset is 150 MB. The training dataset is 1500000 sentences 
and testing dataset is 5000 sentences. We removed all diacritical 
marks following the rule presented in [6].  

      To enable a LSTM network to process and remember more 
effectively, we are going to break dataset down to a lot of n-grams. 
Also, Vietnamese tone marks for a word can be determined from 
the small surrounding  words in most of the cases; therefore  
something like a 5-gram or 7-gram model will rather fit for our 
purpose to some extent. So we have 11 million 5-gram with length 
varied mostly from 15-25 characters. In addition, as mentioned 
above, the easiest way to gather a lot of training data to add 
diacritical marks to Vietnamese text is to get a diacritical text then 
remove the diacritical marks.  

      As a machine learning framework, Keras with Tensorflow as 
a backend has been used. We used same parameters of [6] with 3 
LSTM layers, each layer has 256 neurons. We optimized by Adam 
Optimizer with learning rate 0.002. We used Accuracy score - 
Accuracy of Diacritics Restoration (ADR) to evaluate the first 
step as below equation:   

       ADR  = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑐𝑐𝑜𝑜𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑡𝑡𝑁𝑁𝑑𝑑 𝑤𝑤𝑜𝑜𝑁𝑁𝑑𝑑𝑤𝑤
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑤𝑤𝑜𝑜𝑁𝑁𝑑𝑑𝑤𝑤

                  (12) 

     We did experiements with the range of epochs, after about 300 
more epochs, or 16 hours we got 97% accuracy and reduced loss 
to 0.07. Figure 6 shows the Loss of Diacritics Restoration over 
epochs and Accuracy of Diacritics Restoration per epochs are 
shown in Figure 7.  

     Since  the used data was extracted from the newspaper 
websites, it might consist of unpopular words and a couple of 
errors. Therefore, the diacritic restoration in those cases usually 
will not achieve highly accurate results.   

 
Figure 6: The loss of Diacritics Restoration over epochs 

     For the second task, we collected question classification 
dataset from Binh Duong Department of Information and 
Communications. This data includes 4 areas with 42 types of 
provincial  administrative procedures [21]. The dataset has 560 
questions labelled as five primary categories and 270 sub-
categories. The main categories and their corresponding number 
of subcategories are listed in the Table 1. Table 2 shows the details 
our dataset for training and testing in Question Classification with 
ratio 8:2.  

 
Figure 7: Accuracy of Diacritics Restoration task per epochs 

Table 1: Describe of dataset of Question Classification 

Categories Number of Sub-Categories 
Journalism 35 
Postal 42 
Broadcasting 84 
Publishing 98 
General Information 11 

Table 2: Dataset of Question Classification 

Name of Dataset Number of Sentence 
The set of questions 570 
Sub- Categories 270 
Train 456 
Test  114 

     For pre-processing dataset, we used Pyvi (0.0.0.9 - Tran Viet 
Trung 2016) to tokenize Vietnamese, pre-train Vietnamese word 
embeddings by streetcodevn (Hung Le 2018). For our training 
models, we used Tensorflow and Keras libraries. The parameters 
of our question classification Bi-LSTM model are: Batch size: 
500, number of hidden nodes: 128, Drop out: 0.2, epochs: 300, 
Sigmoid Activate function, Adam Optimization function and 
Binary cross entropy function. We evaluated performance of 
question classification by Accuracy of Question Classification 
(AQC) following below equation: 

                   AQC =  #of correct predict questions
#of predict questions

                 (13) 

     To evaluate our proposed model, we compared our results with 
the result of LSTM model separately as illustrated in Table 3. This 
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result reveals that our proposed model – the Bi-LSTM deep 
learning approach get the best results.  From the result is shown 
in Table 3, it is obvious that the Bi-LSTM beats the LSTM model; 
therefore it could be said that the Bi-LSTM is the best-performing 
score comparing with the LSTM. 

Table 3: The results of question classification 

Model AQC 
LSTM  92% 
Bi-LSTM 95% 

      We made an application by integrating the automated question 
answering systems into Binh Duong Department of Information 
and Communications Support System. The name of this 
application is ICTbot. The ICTbot is used to support Binh Duong 
Department of Information and Communications in General 
Information and four management categories: Journalism, Postal, 
Broadcasting and Publishing. The ICTbot allows users to input 
new questions and the result is the answers that have the highest 
accuracy of question classification. Figure 8 shows the ICTbot 
application. 

 

Figure 8: The ICTbot of Binh Duong Department of Information and 
Communications Support System. 

Table 4: The results of question classification in different percentage of 
Accuracy of Diacritics Restoration 

Percentage of Accuracy 
of Diacritics Restoration 

AQC 

>= 90% 95% 
<= 75 and <90% 70% - 94% 
<= 50 and <75% 48% - 69% 
<= 25 and <50% 20% -47% 

<25% 0-19% 

To evaluate the differences in integrating diacritics 
restoration into question classification, we applied diacritics 
restoration by percentage into question classification. We counted 
the number of restoration words in test question dataset and 
integrated diacritics restoration in test question dataset by 
percentage of Accuracy of Diacritics Restoration. When 
percentage of diacritics restoration is equal or larger than 75%, 
question classification worked well, however when the 

percentage was so small question classification didn’t work well 
or made a false label of the predict question. The result also 
depends on the length of question test. Table 4 reveals the result 
in different percentage of Accuracy of Diacritics Restoration. As 
a result, it could be seen that integrating diacritics restoration into 
question classification improves the accuracy of the system. 

5. Conclusion 

     In this paper, we experimented our model by integrating 
diacritics restoration and question classification into Vietnamese 
question answering system. The result of the first step will be the 
input of question classification. It could be said that this is the first 
research integrating two phases into Vietnamese question 
answering system. We used the Encoder-Decoder LSTM model 
for Vietnamese diacritics restoration and the Bidirectional LSTM 
model for Vietnamese question classification. Our experiments 
proved that integrating diacritics restoration improves question 
classification. We also built a useful application based on 
Question classification – ICTbot and integrated in Binh Duong 
Department of Information and Communications Support System. 
In the future, we are looking to apply other deep learning approach 
and explore more features to improve the results.  
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 Manufacturing System (MS) sizing is a crucial task to complete in order to obtain the 
desired MS performance and efficiency. It involves selecting the required number of 
resources from each used type in a given planning horizon. In fact, different approaches 
coupling simulation/optimization tools have been developed to solve this issue and evaluate 
the MS performance.  One of these approaches is the Simulation Expert System Approach 
(SESA). Unfortunately, the application domain of this approach is limited in sizing only the 
production resources (machines and labor) but neglects the material handling system 
(MHS) components. Moreover, omitting the transferring problem is not viable in the real 
world due to its importance in each shop floor.  Thus, the aim of this paper is to describe 
the evolution of SESA, then, to check if the simulation optimization tools used in SESA are 
still relevant. This paper also investigates the importance of incorporating MHS in this 
approach and finally proposes some improvement opportunities for SESA including the 
tackling of the MHS fleet sizing problem. In fact, the wide literature review performed in 
this research indicates that SESA is still a pertinent approach but it must be improved. 
Therefore, it is expected that SESA improvement opportunities proposed in this work will 
greatly assist industrialists in enhancing the overall MS performance, providing a 
significant productivity increase and a minimization of the total production costs. 

Keywords:  
Manufacturing system sizing 
Handling Resources 
Production resources 
Simulation 
Expert System 
Performance 

 

 

1. Introduction 

     This paper is an extension of a work presented in the 6th IEEE 
International Conference on Advanced Logistics and Transport 
(ICALT) [1]. 

     Due to intense competitivity in the industrial sector and to 
demand fluctuation, companies need to ensure better performance 
of their Manufacturing Systems (MS). An appropriately selected 
number of resources can improve the overall system performance. 
On the other hand, too much chosen resources means needless 
investment, whereas an insufficient number of chosen resources 
can make the system unable to produce the required quantities in 
the desired due date, which constitutes a financial loss (ie. 

penalties, loss of customers, etc.). Therefore, MS sizing is an 
important issue that must be considered to obtain the desired 
system performance. In fact, this issue has attracted the attention 
of several researchers. Hence, many types of approaches have been 
used to solve machines, labor and MHS fleet sizing problems. The 
Simulation/Expert System Approach (SESA), is one of these 
approaches used to solve MS sizing. It was proposed by [2] and 
enhanced by other researchers either by considering other 
resources or by altering the used tools. However, SESA still needs 
improvements to be applicable in real cases. However, one of its 
shortcomings is the lack of consideration for the material handling 
system (MHS). In fact, appropriate MHS choice and sizing is 
crucial for the MS design task [3]. Its main role is transferring parts 
between the various components of a MS in the most economical 
way, to ensure an efficient material flow.  The interest of 
configuring and sizing the MHS is continually increasing in 
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manufacturing facilities. Therefore, this research proposes some 
opportunities to improve SESA framework considering the MHS 
fleet sizing problem to make this approach more pertinent and 
applicable in real-world cases. 

    The remainder of this paper is as follows: Section 2 presents a 
brief literature review on the MS sizing problems. The originality 
of SESA and its evolution are presented in Section 3. Section 4 
presents a survey of recent research studies to show the promising 
potential of SESA tools. Before concluding, section 5 suggests an 
improvement proposal for SESA.  

2. MS Sizing problem 

       MS sizing problem is defined as the selection of the required 
number of resources from each type to be used in a manufacturing 
process for a given horizon. 

2.1 Resources studied in literature 
      Several research studies dealt with the MS sizing problem, 
more precisely with the main manufacturing resources used in 
MS, such as (1) machines, (2) labor and (3) material handling 
system (MHS). 

2.2 Machine selection problem  
      Machines represent a fundamental industrial equipment that 
allocates a part, for a period, to generate changes by performing 
certain tasks (generating the Added Value). Finding the required 
number of machines is an important task in the MS to achieve the 
target performances.  Among the first research studies discussing 
the machine selection problem, we can cite [4] who developed 
neural networks to minimize the number of machines in each work 
center in a flexible manufacturing system.  In addition, [5] 
proposed a mathematical formulation and a heuristic algorithm to 
find out the required number of types of machines in a group 
technology system that reduce the manufacturing cost. More 
recently, [6] developed a new modelling approach combining 
simulation/optimization methods to find the minimum number of 
machines required in each MS type. Besides,[7] used an artificial 
neural network approach coupled with a simulation tool to estimate 
the minimum number and the best scheduling of machines that 
enhance the mean tardiness and the mean flow time. In fact, [8] 
used two analytical methods to firstly, determine the optimal 
number of machines and the quantities produced in each period 
and secondly, determine the production plan and the periodic 
preventive maintenance scheduling to reduce the failures and 
minimize the total costs. Moreover, [9] used Discrete-Event 
Simulation (DES) and OptQuest to find out the optimal machine 
number. Two objective functions were used: maximizing the 
machine utilization rate and minimizing the waiting time in the 
queue.  

      The continuous dealing with the machine selection problem 
proves the importance of this issue in the MS improvement. 

2.3 Labor selection problem  
      The human factor plays a crucial role in the creation, the 
responsiveness, the flexibility and the performance of industrial 

processes. The determination of the optimal number and quality of 
labor to be allocated is necessary in each MS. In fact, this issue has 
been the object of numerous research studies. For instance, [10] 
used Fuzzy AHP, TOPSIS and  Simulation tools to determine the 
optimal number and assignment of  labor in the system. Many 
performance measures have been used to achieve some objectives 
such as the average lead-time, the average labor utilization and the 
average waiting time. [11] used simulation and genetic algorithm 
to determine the optimum number and allocation of labor and the 
measure of the efficiency of their operation in an assembly shop. 
His aim is to maximize the throughput system. Similarly, 
[12]developed a simulation /optimization approach based on the 
genetic algorithm (NSGAII) to determine the required number of 
labor. [13] used CPLEX optimization software and DES (ARENA 
software) to determine the required number of operators in 
automobile chassis manufacturer while considering the labor 
fatigue in their attempt to satisfy the customer demand. 

2.4 MHS fleet sizing 
      MHSs are used to transport goods and materials between 
workstations of a manufacturing system. Therefore, the number of 
vehicles greatly influences the performance of the MS. MHS are 
usually expensive, thus determining the appropriate number of 
vehicles is very a very important task. Hence, due to the 
importance of this problem, many recent research works dealt with 
this problem using different approaches. For instance, [3] 
developed an analytical model to estimate the minimum number of 
automated vehicles required by a flexible MS. The results of the 
regression analysis were compared with simulation results to show 
that the regression technique is a promising approach to resolve the 
fleet sizing problem. [14] used a simulation tool to determine the 
optimal vehicle number and material flow rate in a semiconductor 
manufacturing systems. [15] applied a queuing model to determine 
the required number of automated vehicles in a flexible MS 
containing multiple pickup and delivery points. The objective was 
to minimize the waiting times. As for, [16] applied the queuing 
theory to specify the required number of MHSs in a MS in order 
to maximize their utilization rate and minimize the investment 
costs. Besides, [17] used the bees algorithm to estimate the optimal 
number of MHS operated at the MS to maximize the profit. This 
algorithm is inspired by the foraging behavior of honeybees. On 
the other hand, [18] used multi-class Closed Queuing Networks 
(CQN) based on a linear programming to model the movement of 
MHS in a MS and determine the minimum MHS number. More 
recently, [19] has developed two analytical methods to determine 
the AGV fleet size in different layouts of flexible MS. In fact, 
different factors, such as the processing time, job sequence, job 
mix, loading/unloading stations and the number of work centers, 
are included in the model. 

2.5 Synthesis 
     Table 1 presents a literature survey on the MS sizing problem 
the detailed analysis of which shows that the number of studies 
about the production resources selection area has grown 
considerably in recent years. In fact, the growing interest in this 
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subject shows the importance of the resolution of the resource 
selection problem in improving MS performance.  However, one 
of the gaps in these studies is the absence of a correlation between 
the three types problems related to the selection of machines, of 
labor (operators) and of MHS components, which affect one 
another. 

Table 1. Literature review on MS sizing 

Types of resources Research studies 
Machine [4-9] 
Employees [10-13] 
MHS [14-19] 
Machine and employees [20, 21] 

Recently, some studies have combined machine and labor 
selection problems but without considering the MHS fleet sizing 
problem. For example, [20] used  a simulation tool to size an 
effective automobile manufacturing process. The aim is to enhance 
the system throughput by determining the required number of 
repair stations, labor, machines and the best plan configuration. 
More recently, [21] has sized a functional MS to determine the 
required number of machines and employees that enhance the 
overall system performances for the purpose of respecting the Due 
Date (DD). 

2.6 Used methods 
      Due to the variety of resources used in the production systems 
and the influence of one over the other, the search for the optimal 
size becomes more and more difficult. To overcome this difficulty, 
many methods are employed in the literature to tackle the sizing 
issue, which are classified into two main categories:  

• Analytical methods; 

• Simulation-based methods. 

      The first category can be classified into two main types: exact 
and approximate methods. 

     In fact, the exact methods like Branch-and-Bound, linear 
programming and others provide an optimal solution, which is 
suitable only for small sized problems. Therefore, the major 
weaknesses of these methods are their static and deterministic 
character, their mis-consideration of the dynamic and stochastic 
aspects of the system and their inconsistency with the MS sizing 
problem. Since the number of feasible solutions rises exponentially 
when changing the total number of resources, it is impossible to 
use complete enumeration for large-sized problems. As a 
consequence, heuristic and meta-heuristic methods are widely 
approved by the researchers to efficiency deal with the MS sizing 
problems. 

Approximate methods, which are heuristic and artificial 
intelligence methods, as the expert system, artificial neural 
networks, genetic algorithm, Tabu search, particle swarm 
optimization, simulated annealing and others do not always 
guarantee the optimal solution. 

On the other hand, the simulation-based methods, which fall into 
the second category, are widely used to solve MS sizing problems. 
In fact, simulation can provide a detailed analysis of the system 
performance and help managers to take the right decision. 

Moreover, some studies developed approaches combining 
simulation and analytical methods to find out satisfying results (not 
optimal ones). Due to the effectiveness of this combination, [21] 
used an expert system simulation approach called “SESA” to look 
for the optimal number of two types of resources simultaneously: 
machines and labor. In fact, this work considers the stochastic and 
dynamic aspects. However, the major gap in this work is the 
neglect of transfer problem when sizing MS.  

In the next section, the evolution of SESA and its originality are 
presented. 

3. SESA Evolution 

 Originality of SESA 
      SESA is a prescriptive simulated approach developed by 

[2] to solve the MS sizing problem and more precisely, to identify 
the optimal number of machines in a simple static and 
deterministic MS. The framework of SESA is presented in Figure 
1. The two principal tools used in SESA method are the simulation 
and the expert system, which work in a closed loop and exchange 
data and results.  

 
Figure 1. The framework of SESA [2] 

The data of the studied MS and the typical order to be 
manufactured are the required inputs for the simulation step in 
order to establish the simulation procedure according to which the 
command type will be executed. This first step provides 
performance indicators such as the total operation time. For each 
scenario, the simulation model is run and the system performance 
measures are recorded. Then, the second step, it involves the expert 
system, which has as inputs the performance measures (provided 
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by simulation) and the performance limits. The main role of this 
step is to analyze the results provided by the simulator and 
establish one of these two cases: 

• The system performance, which is optimized according to 
the actual context, or; 

• The system performance, which needs to be improved 
according to the actual context. In fact, the expert system 
offers a problem diagnosis, according to the MS resources, 
in order to check if there is a lack or an excess of resources. 
Then, the ES provides a set of recommendations to adjust 
the resource number, which improves the system 
performance.  

The simulator used in this original version is a deterministic tool 
named "SICOP". It is a simple program developed by “C 
language”, which provides statistical results (performance 
measures). The expert system is “SEORAM”, which is intended to 
minimize the Mean Flow Time (MFT). The results of this study 
indicate that combining the simulation and optimization tool is 
quite competitive, in terms of precision, when compared to the 
simulation itself. This approach helps to avoid the “try-error” 
aspect. Enhancement of the system performance proves the 
efficiency of this approach. Accordingly, other researches were 
encouraged to extend the application of this approach to be more 
applicable in real MS. 
The weaknesses of this study are as follows: 

• Misconsideration of the stochastic and dynamic aspects; 

• Used tools and the total indices of performance chosen in 
this initiated approach are not used any more in research 
since they do not reflect any more the current tendencies of 
the industrialists;   

• Misconsideration of the labor and MHS selection 
problems. 

 SESA improvement 
Improvement of the Expert System used tool “ESMRS”  

In the follow-up research work, [22] developed an improved 
version of SESA and applied it for Job Shop machine selection 
problem. The studied MS grouped the same machine type on 
departments and supposed that the requirement of labor and 
material handling system are neglected. The main focus was on the 
development of a new ES prototype named expert system for 
manufacturing resource sizing (ESMRS developed by Kappa. PC) 
(see Figure 2). A set of generic diagnosis production rules is 
developed. The main objectives were to improve the structure of 
research mechanism, recommend resource modification according 
to performance indicators provided by the simulation and 
overcome the "try-error" aspect. The results provide significant 
insights into the effective application of the enhanced ES.  

Improvement of the simulation used tool 

      After that, [23]enhanced the framework of SESA, previously 
described, by using the simulation software “ARENA”. This tool 
considered the stochastic and dynamic aspects, governs 
Manufacturing Orders launching (MO) as well as machine 
operating parameters. Thus, all entities of the same product type 
enter the MS according to a stochastic inter-arrival time (random 

distribution). Then, the entities stay on the machine queue until the 
machine becomes available. After that, the entity will be treated in 
a randomly chosen processing time (see Figure 3). The same 
optimization loop presented previously is used in [23] but the 
differences are: 

• Use of a stochastic simulator tool; 

• Use of more relevant performance indicators and; 

• Considering the stochastic and dynamic aspect.    

 
Figure 2. Enhanced ES interface [22] 

 

Figure 3. MS “ARENA” simulation model[23] 

Despite improvements provided by [22, 23] to enhance the 
efficiency of SESA tools, this approach still limited in its 
application domain. It resolve only the machine selection problem.  

 Enlargement of SESA application domain  
      In an earlier work, [21] extended the application domain of 
SESA to select the optimal number of both machines and labor in 
a functional manufacturing system. This extension has already 
involved changes both in simulation model (see Figure 4) and ES 
interface (see Figure 5). 
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Figure 4. MS “ARENA” simulation model [21] 

To build the simulation model, two inputs are required: 
The MS data which represents the number of work center, 
Processing Time (PT) and Setup Time (ST) and; 
The demand patterns, which represent the inter-arrival times, 
product type, load size and sequence.  
 
Different performance indicators have been used to enhance the 
applicability of SESA. These indicators are: the rate of resource 
utilization, the average waiting time and waiting number of 
batches in resource queues, throughput, mean tardiness and mean 
earliness.  

 
Figure 5. Enhanced ES interface [21] 

The main target is to respect the DD in order to minimize the delay 
penalties and the storage costs. The DD indicator is more adequate 
for functional manufacturing context than MFT. The first objective 
is to minimize the Mean Tardiness (MT) and then minimize the 
Mean Earliness (ME), which is considered as the second objective. 
Besides, in order to avoid superfluous investment costs, all the 
resources should be fully utilized. The experiments with different 
levels of DD closeness indicate the important benefits of the 
approach improvements through the new performance measures 
and the enhanced ES interface. 
 
      The enhanced ES interface is divided into two main stages. The 
first stage is the machine selection problem without labor 
constraints and the second is the labor selection problem. 
 
In the first stage, the ES starts with the study of the MS machine 
situation (without labor constraints). Thus, this stage supposes that 
the number of employees is equal to that of machines (assigning a 
worker to each machine). If the simulated system performance 
needs to be improved, the ES will recommend modifications 
regarding machine number. These changes overcome the problem 
and enhance the system performance. Thus, a new cycle is run with 
the modified machine number until the ES can not suggest other 
modifications. This situation presents the end of this stage. In the 
second stage, the ES resolves the labor selection problem with a 
machine balanced MS (according to the first stage results). The 
same optimization cycles will be run until they reach a non-
improvable MS. 

The confines of SESA developed by [21] is the neglect of the 
transfer network and MHS constraints when sizing MS component 
resources. In fact, MHS is significant in MS that has an effect on 
the system performance [24].  It can account for 30 –75% of the 
total cost, and efficient material handling can be primarily 
responsible for reducing a plant operating cost by 15–30% [25]. 
Therefore, MHS is very important in reducing the total 
manufacturing costs and increasing profits. Consequently, it is 
necessary to extend the application domain of SESA by 
incorporating material handling system constraints when sizing 
production resources. However, it is necessary to demonstrate the 
relevance of SESA tools. Therefore, the next section will provide 
a detailed survey of recent research studies using simulation and/or 
expert system for solving resource selection problem. 

4. Is SESA a promising approach? 

 Is simulation always promising? 
     Simulation has been developing for a long time to became an 
essential tool for many disciplines. Its application fields may go 
from industry [26] healthcare [27, 28], urban design [29] military 
[30], among others.  It has been widely proven by the scientific 
community and practitioners as a flexible technique by allowing 
modelling, testing and analyzing complex dynamic systems, 
namely for models where structure and behavior change over time. 
The simulation model is a representation of the real system. It may 
reduce the risks related to the implementation of new system 
design, production cost, production time, etc. It is used to analyze 
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and process huge quantities of data. As shown in Figure 6, 
simulation is a solid approach with many years of application and 
is a rapidly evolving research field [31]. 

 
Figure 6. Evolution of simulation application 

Discrete-event-simulation (DES) is mostly used to solve MS 
problems. Numerous benefits to use DES defined by [32]include: 
simulate a real system in a short time, study the interaction between 
different components, reduce cost and risk, monitor and control the 
system and others. 

This approach has tackled different problems. A brief summary of 
DES applications to solve manufacturing systems is presented in 
Table 2. [33] revealed abundant references in more details about 
the simulation utilisation on other MS problems. 

Table 2. Publications related to simulation approach 

 

In all the above discussed studies, DES models have been proven 
as powerful decision support tools, which enables practitioners to 
accurately test, model, analyze and plan complex systems. 
Moreover, it is an efficient tool to search for optimal solution and 
evaluate the obtained results. Different DES tools have been used 
in literature.in this context, [44] compared these tools to identify 
the most popular and used ones. In fact, the ARENA commercial 
software has been the most popular and used tool for modeling and 
analyzing various complex MSs.   

    Nevertheless, the simulation tool may not be the first preferred 
in solving real-life system due to the “trial-and-error” nature of the 
development process and its lengthy computational requirements. 
This issue is particularly remarked when the solution space is 
mostly large and the time available to make decision and analysis 

is too limited. Thus, it is necessary to add an analytical method to 
the simulation tool to do an optimal decision-making. Therefore, 
the simulation tool has been coupled with an expert system 
approach.  

 Is the Expert system still promising?  
      The ES is an Artificial intelligence (AI) software application 
that attempts to simulate the knowledge and experience of human 
experts in a specific domain and make such expertise accessible on 
demand to the program user. This application was introduced by 
[45]for the first time in the 1980s. A growing interest in the use of 
ES has been seen for solving optimization problems in many 
domains such as Healthcare [46, 47], supply chain [48],transport 
[49], risk management [50] and others. 

According to [51], the expert system includes three principal parts 
(Figure 7): 

• User’s interface that enables the user to ask questions and 
provide advice corresponding to it; 

•  Knowledge base that consists of facts and rules, which are 
created from information which are provided to it; 

•  Inference engine that helps to match the user’s query with 
knowledge base and provides the result. 

 
Figure 7. An Expert system environment 

 
Table 3. Recent research studies used ES 

Authors Years ES applications 

[52] 2016 Evaluation of the performance of 
sustainable manufacturing 

[53] 2016 Material handling equipment selection [54] 2019 
[55] 2019 Layout designs 

[56] 2018 Optimization of Design and Manufacturing 
Process 

[57] 2019 Shift work 
[58] 2015 Machine tool selection 
[59] 2015  

Material Selection  [53] 2016 
[60] 2017 
[61] 2018 Risk management 

 
The main advantages of ES consist in reducing human error, 
always available, providing expertise at a minimum cost, which is 
used in any risky environment to solve complex decision problems 

Authors Years Simulation application 
[34] 2008 System and facility design  
[35, 36]  2015, 2017 Planning and scheduling 
[37] 2016 Production  planning and control  
[38]  2019 Supply chain design 
[39]  2016 Inventory management 
[40, 41] 2019, 2018 Maintenance 
[42] 2016 Controlling and analyzing energy 

and power consumption 
[43] 2018 Resource allocation 
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in different specific fields, obtain flexible and practical solutions, 
and respond at great speed, etc. 

The capability of ESs to acquire performance similar to the human 
ones makes current researchers used it to solve various types of 
problem in MS (see Table 3). 

 Is coupling Simulation/Expert System promising? 
       Simulator systems generate large and a high variety of data 
that make decision making so difficult. Therefore, novel 
approaches combined simulation and optimization have been 
developed in literature to eliminate this gap. In fact, simulation 
based optimization approaches have received considerable 
attention from many recent researchers to solve MS problems. [62] 
proposed an improvement framework using genetic algorithm and 
DES to investigate the buffer size and job sequencing optimization 
problems. [63] combined the DES models and artificial neural 
network models of the production system. This combination was 
realized through an ES in order to evaluate the stability of a 
production system and implement production plans. [64] 
developed a practical approach using bee colony to improve 
throughput while minimizing waste energy and environmental 
impact. [65] proposed a novel methodology using ant colony and 
DES to select better facility allocations that minimize fixed and 
transportation costs. 

Recent research studies applied the DES with ES in different 
application including industrial systems [66], food process [67], 
supply chain management [68], healthcare systems [69], risk 
management [70]and others.  

The main advantage of this combination is that the DES can 
integrate compound system dynamics and uncertainties. Then, ES 
helps in efficiently getting optimal parameter values. The 
methodology is that the ES accesses the output of a simulation 
cycle and, depending on the user's objective, selects and retrieves 
the pertinent data and provides a mechanism for exception 
reporting. A greater degree of integration would be for the ES to 
explain the recommendations. Thus, the incorporation of DES with 
ES improves the decision-making process. 

      The research studies, cited in the previous three sub-sections, 
have been conducted to assess the trends of SESA approach and 
its capability to solve highly complex systems with stochastic 
variables. We can conclude that SESA is still promising but can be 
improved. 

 Limits of SESA 
      The application domain of SESA is limited in finding the 
optimal number of machines and employees without taking into 
account the MHS, despite its importance. A MHS can be defined 
as a vehicle that moves work-parts at short distances and usually 
inside the building. [71] affirms that the MHS represents a major 
portion of the total manufactured product cost.  An efficient MHS 
can have a main impact on the operating cost, which reduces and 
increases the total throughput and department utilization. 
Moreover, a well selection of the required number of MHS is very 
important to significantly improve the efficiency of the MS. In fact, 

if the chosen number of MHS is less than the required number, the 
work-parts will saturate the storage areas between departments and 
their waiting time increases. Moreover, if the chosen number is 
higher than the required one, the MHS waiting time increases. This 
will cause an accumulation of vehicles, a saturation of the traffic 
lines and a system blockage. Besides, the MHS purchase cost is 
very high, so an accurate determination of their optimum number 
is required.  

     Consequently, considering MHS when selecting machines and 
labor, it is very important to significantly improve the efficiency 
of MS.  

5. SESA improvement proposal 

     From previous sections, it is clear that SESA is always 
promising seen simulation and ES benefits. Nevertheless, it is a 
priority to take into consideration the MHS. Our contribution in 
this section is to highlight the opportunities of SESA 
improvements. 

 Proposal to enlarge the application domain 
     To enlarge the application domain of SESA, we will propose 
some improvement opportunities and develop a new strategy of 
SESA by considering the MHS fleet sizing problem (see Figure 8). 

 

Figure 8. The new SESA framework 
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In the beginning, different characteristics related to the MHS 
will be integrated in simulation inputs. Then, new performance 
indicators related to the MHS will be considered to analyze system 
performance (see section 5.4). Finally, a new stage related to the 
MHS fleet sizing will be added to extend the expert system 
mechanism.  

 Improvement proposal of simulation model  
     To improve the simulation model developed by [21] and make 
the first investigation of taking into account the MHS when sizing 
MS, it is necessary to add different data related to the MHS within 
the MS data, which represent the simulation input. A 
representation of the improved model is presented in Figure 9.  

The MHS data requirements can be: 

• Type of material handling; 

• Direction of movement (orientation); 

• Transport distance; 

• Load size; 

• Loading and unloading time; 

• Speed of material handling; 

• Dispatching rule. 

The components of this proposed model are as follows: 

• Materials warehouse; 

• Five departments (each one group the machinery with the 
same process capability) ;  

• Parking (group the MHS); 

• Finished Pieces (FP) warehouse. 

 
Figure 9. MS model including MHS 

The MHS process, in this system, consist of four main steps:  

• The unloaded MHS starts from the parking and moves to 
the pickup point to pick the load and goes to its destination 
(P/D point) related to the work center; 

• The MHS stops to deliver the parts, picks up the new load 
if it exists;  

• The loaded MHS moves to the next point whatever its 
storage area or work center, then the same operations will 
be repeated until the end of the procedure; 

• MH returns to the parking.  

The traveling time depends on: (1) the type of transporter (speed, 
loading time, unloading time, etc.); (2) the transfer network 
constraints like dispatching rule, orientation, distance between the 
departments etc.  

 Use of better Performance indicators 
      The performance indicators used by [21] are divided in two 
types:  

• The main performance indicators are used to evaluate the 
global MS performance, in terms of tardiness, earliness 
and DD; 

• Diagnostic performance indicators: they are used to 
resolve resource lack/surplus problems in each work 
center, which are represented as follows (Table 4): 

Table 4. Indicators used by [21] 

Indicators Definition Objective 
Machine 
utilization rate 
(RUm) 

Machine 
availability within a 
period of time 

Maximize 
machine 
utilization 

Labor 
utilization rate 
(RUop) 

Labor availability 
within a period of 
time 

Maximize labor 
utilization 

Number of 
units in queue 
(WIP) 

Total number of 
parts in queue and 
under process 

Minimize WIP 
Parts in queue 
and parts in 
machine 

Waiting time 
of units in 
queue 

Total waiting time 
of parts in queue 
and under process 

Minimize the 
waiting time of 
Parts in queue 
and parts in 
machines 

Tardiness (Tr) 
Time at which the 
task is completed 
after its date. 

Minimize 
tardiness 

Earliness (Er) 
Time at which the 
task is completed 
before its date. 

Minimize 
earliness 

We can say that the performance indicators used by[21] are 
relevant but not sufficient to evaluate the performance of a MS 
including the MHS. The major shortcoming consists in neglecting 
the performance measure related to the MHS.  

On the other hand, to improve SESA, it is necessary to measure the 
efficiency of the MHS, which can be characterized by several 
performance indicators.  
In fact, previous research studies, in the field of fleet size, used   
different performance measures to analyze and evaluate the system 
performance. [18, 72-77]. 
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Most of the indicators, related to MHS performance are: 
• Vehicle utilization rate; 
• Throughput rate; 
• Vehicle waiting time; 
• Vehicle blockage time; 
• Empty vehicle traveling time; 
• Total number of delivered loads; 
• Number of units waiting to be transported; 
• Waiting time of units to be transported; 
• Availability/ unavailability of MHS. 

 Improvement proposal of the ES reasoning mechanism  
     The ES reasoning mechanism used by SESA is divided into two 
stages. The first stage aims at resolving machine selection problem 
without labor constraints (with a number of workers equal to the 
number of machines in each department). Then, the labor 
requirement problem resolution starts with a machine balanced 
MS.  

According to our literature review, there has not been yet any 
expert system developed to select machines, labor and MHS 
simultaneously. In this work, we try to improve further ES 
reasoning mechanism in order to select not only the production 
resources (machines and labor), but also the material handling 
resources (trucks, pallets, etc.).To attain this objective, it is 
important to add another stage, in SESA, to resolve MHS fleet 
sizing problem (see Figure 10).  

 
Figure 10. ES reasoning mechanism 

The resolution of MHS fleet sizing problem requires new 
knowledge based rules related to the MHS in order to make the 
right decision of adding or deleting a MHS. The new stage must 
be in coherence with the other stages.  We can take the example of 
the Lack and surplus of MHS resources. In fact, If the MHS 
utilization rate (ur) is less than the lower performance limits 
(supposed urmin=40%) there is a surplus of vehicles (the number 
of units waiting to be transported decreases but the MHS cost 
increases). In addition, If the MHS utilization rate (ur) is more than 
the higher performance limits (urmax=90%) there is lack of 
vehicles (the number of units waiting to be transported increases). 

Example of the generic diagnosis production rule related to the 
lack of resources (ur>urmax): 

MSS: Manufacturing system state. 

If [GlobalPerformance: MSS= = OK] AND [D: ur>= D: urmax] 
Then D: problem=lack 

The ES is a promising tool, as proved in previous section. It can be 
useful to various types of resource sizing problems. However, 
integrating an additional stage and finding an optimal order of 
three stages in the strategy structure is not an easy task. The 
feasible way to enhance SESA is to start with one problem, by 
giving a fixed number of resources for the others, then, using the 
solution of the first stage by solving the next problem, then, using 
the new information obtained from the second for solving the third 
problem. Each stage may have several iterations until satisfying 
results are obtained. In fact, it is necessary to identify the right 
ordering of selection problems because different ordering can 
provide different solutions.  Unfortunately, the chained stages can 
address the complexity of the problem when dealing with a high-
size problem. This approach becomes challenging to be applied. 

Note that it is possible to combine other useful optimization 
approaches with simulation, such as the Artificial Neural Networks 
(ANN) Tabu algorithm, Genetic Algorithm, Data Envelopment 
Analysis (DEA), Regression Metamodeling etc. to identify the 
required number of resources. 

6. Conclusion and Future Work 
      This paper discusses the originality and the evolution of SESA 
for sizing MS. The original version was created using static and 
deterministic tools to solve only the machine selection problems. 
Later research studies enhanced it by developing new stochastic 
and dynamic tools and enlarging its application domain by 
incorporating the labor selection problem. However, SESA is still 
limited, it neglects the MHS fleet sizing problem despite its 
influence on the machines and labor quantities. The provided 
literature survey indicates firstly that the MS sizing problem is 
continuously relevant due to its importance in ensuring the desired 
system performance. Secondly, the survey indicates that SESA is 
a promising approach for the MS sizing problem. The purpose of 
this study was to extend the application domain of SESA by 
integrating the MHS fleet sizing problem in the overall MS sizing 
task.  The new SESA framework is thoroughly explained and its 
application and validation on actual case are proposed as future 
research. 
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 Research is dedicated to fuzzy reconstructions in the diachronic associative linguistics, and 
encompasses several simulation practices. The principles of an associative memory model 
and fuzzy computing with words are adopted in the working methodology. The evolved 
mathematical model reanimates the older patterns of Scottish associative map by means of 
fuzzy logic. The compiled fuzzy associative fields are connected by epidigmatic relations 
represented by fuzzy associative word structures in a fuzzy associative map constituting the 
grounds of the proposed thesaurus. The simulation of the historical associative thesaurus 
enables extended associative scrutiny: tracing associative antipodes, reconstructing an 
associative experiment for any map associate, finding words’ similarities and distances, as 
well as associative differentiating and stratifying the Older Scottish lexis. The special 
interest represents the fuzzy associative differential, an electronic tool for estimating the 
lexis through its stable syntagmatic associates. All the simulation processes are fuzzy 
initiated and quantified. The proposed practice in its final configuration has no precedents, 
representing the novelty of theoretical interpretation and empirical application. The 
proposed terminology is mainly introduced by the researchers.  
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1. Introduction  

Ethnoconsciousness of older speakers is the matter of research 
in the represented work. Associative maps of the modern ethnoses 
are mainly grounded on an associative experiment, which allows 
ascertaining the lingual associations through collecting the 
reactions of respondents to stimuli, the practice that is absolutely 
impossible for literal realization at the older language-states. 
Logically, to reconstruct the map and subsequently to simulate an 
associative experiment in the diachronic psycholinguistics seems 
real under the study of lexical relations present in the synchronic 
associative map. Such relations could be artificially reconstructed, 
quantified and canonically combined to reanimate the mental 
lexicon and all the related issues for the periods more or less 
remote in time. 

In our research, the capability of fragmental reconstructing 
and activating the mental lexicon of Older Scots is realized with 
fuzzy modelling. The first turning point of the research is 

compilation of the diachronic synonymic sets of Older Scottish 
adjectives. The source of compilation is the Dictionary of Older 
Scottish Tongue (DOST) [1], an explanatory dictionary, 
providing the English description to Older Scottish lexis. The 
incentive is a synonymic set of English adjectives, any of which 
becomes an explaining semantic feature for the extricated Older 
Scottish synonyms. All those synonyms are gathered into a set, 
and ordered chronologically. Such sets are characterized by the 
connotative, stylistic and ethnic variability. The second decisive 
moment is the concluding of associativity nature of the compiled 
sets. The fuzzification of the sets is enabled by Zipf’s regularity 
allowing to treat the diachronic measure, calculated for any set 
synonym, as that of associativity. In our research the compiled 
fuzzy sets are called the fuzzy associative fields (FAFs). The 
revealed fuzzy associative word structures (FAWSs) connect 
FAFs into the network, called an associative map or associative 
lexicon of Older Scots. Another associative relationship – 
antonymy – is brought into the structure, joining any FAF with its 
antonymic one.  Thus a two-wing associative map is evolved at 
the stage. The fuzzy marking of the associative map allows us to 
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run the evolved network, realizing multitask simulation of the 
mental Older Scottish lexicon. Thus the first type of the run 
enables finding the associative chains through positive and 
negative wings of the map, called associative antipodes.  

The following iconic associative relationship –  syntagmatic 
one – attaches the available in the dictionary collocates to any 
adjective-knot of the network. Then the associative experiment in 
its nominal format is ready to be reproduced, bringing to any 
adjective of the map the words from its fuzzy associative structure; 
all existing till the moment associates within the major field; time 
antonym with its dominant and, finally, an available collocate. All 
the entries are collected in one fuzzy set, called a stimulated fuzzy 
associative field (SFAF). The simplest fuzzy metrics of similarity 
and distance could be found only within the same FAF, since they 
are not context- and turn-sensitive. The junction of the two 
antagonist-fields is regarded as a fuzzy differential, which enables 
the differentiation of the available Older Scottish lexis throughout 
the network. It gathers for any word the fuzzy subset of all its 
syntagmatic collocates available within the associative fragment. 
The new recommended method introduces into a traditional 
Osgood’s semantic differential the expected denotative meanings. 
The electronic tool, created for the purpose, we call a fuzzy 
associative differential. The fuzzy stratification of Older Scottish 
lexis is another issue of the same approach. The electronic 
resource realizing all the facilities for the activated part of the 
associative map is called a fuzzy historical associative thesaurus 
(FHATh). All the techniques are grounded on the classical 
principles, notified in the following chapter, but represent an 
independent system, compiled in the series of previous author’s 
works [2-4], mentioned throughout the paper. The absolute 
novelty of the practice lies in its possibility to imitate the older 
mental lexicon patterns on the basis of the proposed row of 
reconstructions, which was not applied in the diachronic 
linguistics before. The created electronic resource completely 
corresponds to the principle of computing with words: the user is 
pressing a word in the map and software returns the estimating 
phrase (supported with illustrating numbers) in response [5].  

The classical sources whose concepts make the background of 
the developed mathematical model are analyzed in the following 
Chapter 2; and the comparison with the resonant works is realized 
afterwards (Chapter 3). The stages of development of the 
mathematical model are described in Chapter 4. The realization of 
the model resulted in different research techniques is explained in 
Chapter 5. The software packet and its principles of computing 
with words are described at the very end of the chapter. Finally, 
the received results are discussed (Chapter 6), and general 
conclusions are drawn (Chapter 7).  

2. Report on Scientific Sources  

2.1. Associative thesaurus of J.Kiss  

One of the cotemporary and highly professional patterns of an 
associative map, reflecting the associative structure of words, was 
developed in 1972 under the aegis of British Medical Research 
Council by J.R. Kiss in his “An associative thesaurus of English”, 
which is defined as a word association network represented by an 
oriented linear graph with labelled arcs, where the nodes are words 
and labels on the arcs give estimates of stimulus-response 
probabilities. As to its organization: “Two different approaches to 

the semantic structuring of the thesaurus data can now be 
distinguished. One is aimed at the discovery of semantic 
components for a word (covering all its word senses). The other is 
aimed at the discovery of groups of words which are relevant to 
each other because the concepts they label go together (although 
may not be similar to each other)” [6]. The concept becomes the 
first foundation of the proposed work. Our oriented graph of a 
network configuration called a fuzzy associative network (FAN) is 
organized following both processing approaches, the latter is well 
represented by FAFs gathering Scottish words whose main 
semantic components “go together” in synonymic sets of English 
adjectives, and the former completely corresponds to FAWSs. 

2.2. Age-Frequency Regularity of G. Zipf  

The second foundation is the regularity of G.K. Zipf stating 
the relationship between frequency and age of a word: “Hence, in 
sum, we have found not only a direct relationship between relative 
age and relative frequency, but also an inverse relationship 
between relative age and relative size in words of the same 
frequency” [7]. His conclusion on the English lexis time-age 
correlation states that the rank of the most frequent modern 
English words contains mostly the words originated from Old 
English [7]. In our research, Zipf’s statement allows us to treat a 
diachronic measure as a frequency measure and therefore as an 
associativity one. 

2.3. Fuzzy Logic 

The state of affairs actualizes the third foundation of the work 
that is fuzzy logic, which shares the mathematical apparatus ready 
to fix the partial state of truth of a statement in our mind or speech. 
The honoured founder of the theory Lotfi Zadeh was working with 
the human language when fuzzy logic emerged, the logic 
implying the numerousness of partial truths on the way from 
nonsense to absolute. Lotfi Zadeh argued that probability lacks 
sufficient “expressiveness” to deal with uncertainty in the natural 
language. According to [8], in his “Computing with Words” 
Zadeh writes: ”Humans have many remarkable capabilities. 
Among them there are two that stand out in importance. First, the 
capability to converse, communicate, reason and make rational 
decisions in an environment of imprecision, uncertainty, 
incompleteness of information and partiality of truth. And second, 
the capability to perform a wide variety of physical and mental 
tasks without any measurements and any computations. In large 
measure, Computing with Words is inspired by these remarkable 
capabilities.” 

A linguistic variable refers to the set of values more or less 
representing the emerged truth. The degrees of such a 
representation, or the measures of truth partiality, are caught by 
membership functions, normally, real numbers lying in the 
interval from 0 to 1 inclusively. The set is called a fuzzy set.  

The formal definition: Let Е be a countable or uncountable set 
and х be an element from Е. Then a fuzzy subset A of the set E is 
characterized as a set of the ordered pairs Exxx A ∈∀))},(,{( µ Exxx A ∈∀))},(,{( µ ;     
where )(xAµ )(xAµ  is a characteristic fuzzy function (or a membership 
function) that takes its values in totally ordered set M or within 
[0;1], and indicates the level, or degree, of the element x 
belonging to the subset A. A linguistic variable alters in names, 
taking them from the set of verbal (word) characteristics, 
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representing all the sorts of it. Normally, such a set is called a term 
set [9, 10]. 

The fuzzification of our structure starts from the associativity 
measure that corresponds to a membership function, reflecting the 
degree of associativity of field members with a dominant. In short 
terms, Zipf’s regularity enables fuzzy simulation of the diachronic 
associative thesaurus.  

The fuzzy metrics of distance and similarity borrowed from 
the same theory [9] are available for all the elements of the 
represented associative map fragment.  

Granularity in fuzzy logic implies dealing with data points 
within a granule as a whole rather than individually [11]. In our 
work it is used in consolidation phase while differentiating Older 
Scottish words. Available word-characteristics with their fuzzy 
estimates are grouped into six concept sets or granules with 
deriving the general probability and fuzzy measures for any 
granule. Fuzzy stratification is another way to address to the point 
data through the stratum which contains them [12]. The approach 
seems to be very profitable in the pay of the historical 
lexicography, naturally laying its verbal wealth layer over layer.  

Thus the mathematical model of the represented work is 
extendedly grounded on fuzzy logic. 

2.4. Osgood’s Semantic Differential  

The constructive element of FHATh is a junction of two 
antonymic FAFs which is constructed and recommended by our 
research to be used as a fuzzy associative differential (FAD). A 
FAD could be treated as a fuzzy diachronic modification of Ch. 
Osgood’s semantic differential. FAD represents a lot of direct 
associates to different qualities, while the scales of the original 
Osgood’s differential contain the intensity markers of these 
qualities. Preferably, literary meanings, since all of them are taken 
from the dictionary, are used in the scales of FAD, bearing 
classical denotative meanings with different connotative shades. 
Therefore, Osgood’s conflict of ‘connotative emotions’ versus 
‘denotative precision’ and the symbolic character of his 
differential scale-intervals [13] are moderated in our 
development. Meanwhile, the impartiality of Osgood’s intensity 
markers whose applicability span could not be overestimated 
lacks in FAD. The most popular scales of Osgood’s differential 
are Good-Bad, Strong-Weak and Active-Passive, representing so-
called cross-cultural universals of Evaluation, Potency and 
Activity of the considered words. Our research adopts the 
universals for its measuring purposes.  

2.5. Associative Network Memory Model 

The principle of the network performance is comparable with 
“spreading activation” of an associative network memory model: 
when the concepts of interest are activated, “excitation” 
penetrates through the links to the associated concepts. More 
frequent in the past associations are stronger and easier to be 
excited. If the emitted excitation is potent enough to activate some 
of those associations and surpass the threshold, “activation is 
spread” and new concepts are brought to mind. The associative 
memory structure is highly metaphorical but still the only manner 
of simulating the physiology of the brain [14]. Normally, the 
network is evoked episodically in response to the stimulus, 

visualizing the associative map fragments which combine 
logogens as images of words, containing the information on the 
word valency, including stable associations. In the present work, 
the map is also activated episodically. Information on an 
associativity level of the map words as well as the smart 
orientation ability is hidden in the fuzziness of the network 
patterns.  

3. Comparison Analysis 

3.1. Fuzzy Hindi WordNet  

In line with the proposed research, the fuzzy interpretation of 
Hindi WordNet [15] is realized with a fuzzy graph, and represents 
an ideal comparison pattern with similar underlain principles and 
inner graph morphology but a different fuzzification method. Our 
original work [2], which appeared earlier than the regarded 
comparison source, concentrated more on the paradigmatic and 
epidigmatic associativity of the proposed map. The most salient 
and fundamental difference of Fuzzy Hindi WordNet lies in 
treating the fuzzy graph vertices, synonymic sets, so-called synsets 
of nouns, verbs, adjectives, and adverbs as the sets of open-class 
words where the strength of every node is always 1 [15]. In our 
study the associative fields of adjectives are represented by fuzzy 
sets, employing the inherited vagueness of linguistic variable 
values that are normally represented by adjectives as degree-
measurers [16]. Evidently, two works differ much by the calculus 
of membership functions: the classical expert opinions used in 
Fuzzy Hindi WordNet [15] seem to be hardly reachable for older 
languages, therefore we reasonably adapt a diachronic measure for 
the purpose. The weighed in the mentioned manner semantic and 
lexical connections in [15] are organized among synonymic sets 
and words, respectively, through association, hypernymy, 
hyponymy, meronymy, holonymy, antonymy, entailment, 
troponymy, gradation, and causative ties, whilst in [2] the 
epidigmatic relations are combining the different associative fields 
through the entries of the same words.  As to the antonymic 
relation, in our case it immediately connects diachronic antonyms 
and the whole antonymic fields, containing them. The junction is 
realised through the antonymy of their dominants, following the 
proved associativity of antonyms [17]. The goals of fuzzy upgrade 
also diverge, since we represent a fuzzy reconstruction device 
whilst [15] is more about fuzzy metrics allowing to extricate the 
context word values in the modern Hindi discourse and text. As to 
the research sway, our work is rather an illustrated 
recommendation to a new type of historical thesaurus while Fuzzy 
Hindi WordNet represents an accomplished modern lexicography 
development. 

3.2. Fuzzy Neural Networks 

In the work, the morphology of the mentioned network is 
sophisticated in stipulation but simple in performance, and 
probably with much higher structural accuracy could be realized 
by means of a fuzzy neural network. It is equipped with fuzzy-
valued connection weights and morphological neurons good at 
logical operations of conjunction and disjunction or dilation and 
erosion in terms of [18] among the others. All the more argument 
is that a neural network seems to be the most appropriate for 
simulating the associative reasoning [19]. Nevertheless, at the 
current stage of the research the proposed in the article fuzzy 
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model suffices completely the purposes of the set lexicological 
research. 

4. Mathematical Model 

The exposed interdisciplinary correlation of facts and dogmas 
flows out into the model serving the diachronic associative 
linguistics with fuzzy logic. The principles were originally 
conceived in the work [2], and developed in the following works, 
including [3, 4]. There could be discerned several stages in the 
evolution of the model. 

4.1. Compilation of the Diachronic Synonymic Sets of Older 
Scottish Adjectives 

The technique starts from the English synonymic adjectival 
sets taken from a dictionary of synonyms of Oxford Learner’s 
Thesaurus (Oxford Thesaurus 2008) [20] or WordNet (WordNet 
2006) [21]. They become the search stimuli in the DOST: the 
resulting Scottish adjectives contain them as defining semantic 
features. The reactions to all the English set adjectives are 
compiled into the set of Older Scottish synonyms. Their frame 
registers the first citations they were mentioned in, or so-called 
diachronic text prototypes [22], the year of the citations, or so-
called advent time, their source, encyclopedic meanings and 
etymological notes. Synonyms are ordered in a chronological 
order, and any of them is attributed with a diachronic measure, 
calculated due to the formula: 

         11
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i ,                      (1)                    

where ( minmax yy − ) is a diachronic range of a set, ( minyyi − ) 
is a distance to the appearance of the concrete word in a set, and 
n – the number of words in a set [23]. The organization and type 
of the sets imitate the Historical Thesaurus of the Oxford English 
Dictionary [24]. Primarily, the sets are called diachronic 
synonymic sets, and there are 100 of them in our database. They 
result in very heterogeneous collections of words affiliated by the 
same or comparable semantic features but reflecting the notable 
wideness of connotative, stylistic and ethnic coloration, which 
evidently leads them out of ordinary synonymy.  

4.2. Associativity Nature of the Constructed Diachronic 
Synonymic Sets 

The Dictionary of Older Scottish Tongue (DOST) is a 
resource most readily associated with Older Scots knowledge in 
people’s mind, according to the dictionary definition given by 
Budanitsky [13]. The historically forged layers of lexis are stored 
there, keeping the primary syntagmatic associations reflected in 
numerous collocations and sentences, which contribute to the 
secondary paradigmatic associations [25].  Since all the words are 
dated, and represented with diachronic text prototypes, the 
historical dictionary like the DOST is expected to be the people’s 
memory enfolded. The organization of memory is hypothetically 
comparable with an associative map as is mentioned in Chapter 
2.5.  

Therefore, the set goal of the research is to unfold 
fragmentally the associative map of Older Scots from the DOST. 
The paradigmatic collections within the received diachronic 

synonymic sets reflect the associative relationship, since the 
process of their compilation is regarded as a discrete associative 
experiment with historical reaction (the traditional associative 
experiment counting numerous reactions to a stimulus is called a 
discrete associative experiment with prolonged reaction [14]). 
The English synonyms, the DOST search items, play the role of 
stimuli. Thus at the stage, we rename the diachronic synonymic 
sets into synonymic associative fields.  

4.3. Synchronization of the Associative Structures 
The projection of the diachronic synonymic sets into the 

synchronic plane is realized by the mentioned in Chapter 2.2. 
Zipf’s age-frequency correlating regularity, which states that the 
oldest words of the lexicon are the most frequent ones. On the 
other hand, the first words given during an associative experiment 
are the characteristics most frequent in mind, according to [14, 
26]. Both facts directly influence the nature of the diachronic 
measure (1): it is converted into a frequency measure, and then in 
an associativity one. The hypothetical syllogism leads to the 
treatment of diachronic coefficients (1) as values of associativity 
of the field members with their dominant. 

4.4. Fuzzification 
Following the tenets of Chapter 2.3., E is a huge countable set 

of all the Scottish words (or adjectives only). From E, we could 
discern the fuzzy subsets Aj of words rendering specific semantic 
features or dominants, represented by English adjectives, which 
give the names to Aj. Membership functions or the degrees of 
reflecting these semantic features are completely expressed by 
associativity measures (1). Consequently, a Dominant is a 
linguistic variable and takes the values from its term set: 
Dominant={Good, Bad, Strong, Weak, Active, Passive, Flexible, 
Inflexible, Brave, Cowardly, Intelligent, Stupid, Large, Small, 
Lucky, Unlucky,…}. Altogether it contains 100 name-values 
(j=1:100).  In our research, fuzzy subsets Aj are called fuzzy 
associative fields [2-4] or FAFs hence. For example, FAF Active= 
(douchty/1, fere/1, deliver/1, strenthy/1, licht/1, 
forthirwarde/0.99, unswere/0.87, agile/0.87, fery/0.87, 
active/0.78, wirkand/0.7, operative/0.66, lifly/0.63, tait/0.63, 
Ȝape/0.63, restles/0.63, frak/0.63, trig/0.63, laborious/0.59, 
nocturnall/0.59, slepry/0.53, liver/0.52, throuche/0.49, 
gangand/0.46, actual/0.43, feat/0.42, ferdie/0.36, Ȝauld/0.32, 
suddan/0.3, spritly/0.12, vigent/0.03). 

From the totality of FAFs, we can extricate an associative 
word structure [2-4], epidigmatic relationship, stating the level of 
word associativity with different Dominants. We call it a fuzzy 
associative word structure [2-4] or FAWS hence.  The example 
of FAWSs: Douchty=(Active/1, Vigorous/1), Agile=(Active/0.87, 
Vigorous/0.87), Unswere=(Active/0.87, Vigorous/0.86, 
Helpful/0.83). 

Commenting the given instances, the variability of belonging 
for words Douchty, Agile and Unswere is not large, we observe 
the same Dominants with high associativity degrees in all the 
three cases, which states the intension nature of the mentioned 
semantic features. 

4.5. Fuzzy Association Map 

The unfolding of the associative map hidden in the historic 
dictionary starts from the connection of the evolved fuzzy 
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associative relations into the structure corresponding to the 
requirements of an associative thesaurus of English by J.Kiss [6]. 
The structuring approaches are well described in Chapter 2.1. and 
are completely sufficed by the combination of the developed 
FAFs and FAWSs into a map. One more strong associative 
relation proved by an associative experiment is an antonymic one 
[17, 27]. In our visualization, technically saying, we connect three 
positive FAFs Good, Strong, and Active with their antonymic 
ones Bad, Weak, and Passive, creating two wings of the fuzzy 
associative map or FAM [3, 4]. Any map wing contains a lot of 
between-field connections, combining the same words located in 
different fields. Some of the words and connections are distinctly 
represented in Figure1. The between-field connections 
themselves introduce into the map the epidigmatic relationship 
and are given by FAWS. 

 
Figure 1: Fragment of FHATh. 

The given fragment of a fuzzy associative map of Older 
Scottish adjectives covers the scales of the cross-cultural 
universal involved in the associative techniques of lexis Potency 
(Good-Bad), Activity (Active-Passive) and Evaluation (Good-
Bad) ascertaining. Far not all the associates are visualized there: 
technically complete scales are represented by software forms. 

5. Simulating Techniques 

The compiled map constitutes the ground for FHATh. In a 
final condition it is lined up with syntagmatic associations: any 
adjective of the set is paired with noun or pronoun taken from the 
diachronic text prototypes, represented by the DOST. The 
diachronic text prototype is the oldest quotation registered in the 
literature, containing the considered word. Following Zipf’s 

regularity, we proved that the oldest word is the most frequent one 
and therefore contains the greater associativity strength. The same 
concerns the gained by the word syntagmatic relations, 
documented in the diachronic text prototype, which are the most 
prototypical and thus the most associatively stable. (Find the 
collocations in Figure 1.) Their fuzzy strength due to propagation 
acquires the fuzziness of the adjective.  

The associativity of synonymic, antonymic and syntagmatic 
relations is supported by Deese in his «The structure of 
associations in Language and Thought», described in [17]. So the 
complete associative map is justified and thus ready to run. The 
activation of the associative map corresponds to the “spreading 
activation”, caused by the “fired” stimulus, and is well-directed, 
since the map is represented by an oriented graph of a network 
configuration. The fuzziness plays its selective function in the 
process of network navigation. An associative map activated in 
the manner is called by our research a fuzzy associative network 
or FAN, and the process of its target activation is hence named 
the simulation of a target.  

5.1. Associative Antipodes 

The first target is an associative environment. Simulation of 
the associative environment ends up finding two associative 
chains through positive and negative map wings, called 
associative antipodes. To find the associative environment to the 
chosen on the map word, algorithm traces this word FAWS, 
detecting the word-place with the maximum membership 
function, after falls to the dominant of the found word as one with 
the maximum associative measure or membership function, and 
repeats the same scenario for this dominant till no more 
connections could be revealed, finding the n-association chain to 
a word-stimulus at the 2n-th step. The fuzziness of a chain 
acquires the minimum membership function of the passed places, 
according to conjunction in fuzzy logic: 

)](),(min[)x( 2121 xxx µµµ =∩ .                            (2) 

Then the same figurant is connected with its time-antonym, 
and the run is repeated within the opposite map wing till at the 
2m-th step it reaches the m-association chain with the minimum 
membership function. Both chains constitute the n/m associative 
environment for the chosen word, or associative antipodes. The 
activated in the manner map we call 2 run fuzzy associative 
network (2RFAN) [4]. In Figure 1, two pairs of antipodes are 
traced according to the algorithm. They are graphically derived in 
Figure 2. 

The program realization of any thesaurus function, including 
the tracing of an associative environment, meets the principle of 
computing with words: a user is pressing a word in the associative 
map (Figure 3) and receives the evaluating phrase about the 
word’s relations. The phrase is constructed on the basis of fuzzy 
values involved in estimating the associativity level or degree of 
belief of the received results (Figure 4). 

The console (Figure 4) states that the positive associative 
environment for the word Suddan from the field Active is 
supposed to be Wicht from the field Strong with Low degree of 
belief (0.3). Its negative associative environment is supposed to 
be Submiss from the field Passive and the dominant Tholmond 
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from the same field, this time with Very low degree of belief 
(0.17). In its turn, the positive environment for Sound from Good 
is also Wicht from Strong but with lower degree of belief (0.25), 
and the negative antipode here is Subaltern from Bad and Wikit 
from Bad with Low degree of belief (0.28). The data support the 
graphics in Figure 2.   

 
(a) 

 
(b) 

Figure 2: Associative antipodes: (a) [Suddan/Wicht]-[Submiss/Tholmod]; 
(b) [Sound/Wicht]-[Subaltern/Wikit] 

 
Figure 3: Map for selecting the words and realizing the simulation 

techniques. 

In both cases we observe one semantic shift through positive 
map wing and no one but falling to the dominant in the negative 
wing. The same links could be singled out in Figure 1. 

The found associative ramifications reveal the deepness of the 
associative map. On the limited fragment it shows quite a good 
coherence tendency. 

 
Figure 4: Console with results of tracing an associative environment for the 

word Suddan from the field Active, and Sound from the field Good. 

5.2. Associative Experiment 

According to the revealed regularities of the real associative 
experiment [14, 17, 25, 26], its schematic reproducing includes 
associative structure of the word (epidigmatic components), and 
from the field where its associativity is maximal: older synonyms 
of the word (paradigmatic components), collocates (syntagmatic 
components), time antonym and the dominant of a time antonym 
(paradigmatic components). All the entries are grouped into one 
fuzzy set or a stimulated fuzzy associative field or SFAF. 
Herewith, the dominant of the most associative field is entering 
the set with its proper fuzzy value 1 for subjective reasons of 
immersing in its mental plan. The membership function of a 
collocation is suggested by the adjective fuzziness.  In such a case, 
an experiment could be treated as independent. The context-
dependent experiment extracts the infield associations from the 
FAF of word localization. For instance, on pressing Pissant at the 
scale Good, within the framework of the independent associative 
experiment the algorithm traces all dominants Pissant belongs to 
[wicht/0.62, quhite/0.35]. The strongest association is observed in 
the FAF Strong, so an algorithm flexibly changes the field and 
extracts all the older synonyms, collocate Lord and time antonym 
Diligat with its dominant Tendir from FAF Weak, adds to the 
whole “community” the remaining dominant Quhite from the 
“calling” FAF Good, and orders the received fuzzy set. The 
program release of an associative experiment simulation for the 
stimulus Pissant is in Figure 5:  

 
Figure 5: Console with the results of simulating an associative experiment 

for the stimulus Pissant. 
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The stability of the given SFAF or the associative reaction to 
the stimulus is read from the minimum membership function of 
its entries, normally that of the last element of the ordered SFAF. 
In our case, it is 0.35: with Low degree of belief the Older Scot 
would react to the stimulus Pissant in the proposed manner. If one 
needs more trustful result, the set should be cut at the required 
fuzziness level, expelling the newest and thus the rarest words. 

5.3. Distance and Similarity 

So far the infield trivial fuzzy metrics have been employed by 
FHATh to quantify the similarity and distance between associates.  
Thus the distance between associate 𝑥𝑥𝑖𝑖 and associate 𝑥𝑥𝑗𝑗  is 

  𝐷𝐷 = �µ(𝑥𝑥𝑖𝑖) − µ(𝑥𝑥𝑗𝑗 )�,                                                         (3) 

where µ(𝑥𝑥𝑖𝑖) and µ(𝑥𝑥𝑗𝑗 ) are their membership functions or 
associativity measures, respectively, and their similarity is 

  S=1-D.                                                                       (4)   

The classical fuzzy metrics’ formulas are employed, and since 
they are not semantic-shift sensitive, we apply them only within a 
field. The between-field associativity metrics seem to be more 
complicated, and already regarded associative antipodes bring the 
maximum information on the direction and value of existing 
associativity among different fields. The program release for 
Distance and Similarity calculus for word-associates Valuble and 
Victorius from FAF Good is given in Figure 6:  

 

Figure 6: Release of fuzzy distance and similarity calculation for associates 
Valuble and Victorius from the FAF Good. 

The Distance between Valuble and Victorius is rather small 
0.28, that is why the software concludes that they are just a little 
distant. Therefore, the Similarity is quite high 0.72, with the 
conclusion that they are fairly similar. 

5.4. Fuzzy Associative Differential 

The function of the proposed by authors FAD is to provide as 
many associations to the considered quality as possible to describe 
it naturally and softly. The junction of antonymic FAFs serves the 
best for the purpose [3, 4]. All possible subtleties are gathered 
there and measured with associativity degrees. Three universals 
of Evaluation, Potency and Activity are depicted in Figure1: the 
space allows us to provide just sectional semantic values, the 
completeness of them is visible in the program forms (one of them 
is given in Figure 3). The scales are ready to serve any lexical 
request, and the tiniest shades of the quality could be 
communicated by them to the regarded word. In the case of the 
older language patterns, the service reflects the stable language 
collocations, provided by the diachronic text prototypes, and 
therefore treated as the most strengthened in time. So we gather 

all the possible characteristics for the collocate, regarded in the 
map, throughout all the six differential’s scales and consolidate 
them into six fuzzy sets, or six granules in terms of fuzzy logic, 
mentioning the proper membership function µGranule and 
probability 𝑃𝑃Granule for any granule:  

Word={Potency:[(Strong, µ𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ):  𝑃𝑃𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ] OR/AND 
[(Weak, µ𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 ):  𝑃𝑃𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 ]; Evaluation:[(Good, µ𝐺𝐺𝑡𝑡𝑡𝑡𝐺𝐺 ):  𝑃𝑃𝐺𝐺𝑡𝑡𝑡𝑡𝐺𝐺 ] 
OR/AND [(Bad, µ𝐵𝐵𝑊𝑊𝐺𝐺): 𝑃𝑃𝐵𝐵𝑊𝑊𝐺𝐺]; Activity:[(Active, µ𝐴𝐴𝐴𝐴𝑡𝑡𝑖𝑖𝐴𝐴𝑊𝑊): 𝑃𝑃𝐴𝐴𝐴𝐴𝑡𝑡𝑖𝑖𝐴𝐴𝑊𝑊] 
OR/AND [(Passive, µ𝑃𝑃𝑊𝑊𝑃𝑃𝑃𝑃𝑖𝑖𝐴𝐴𝑊𝑊): 𝑃𝑃𝑃𝑃𝑊𝑊𝑃𝑃𝑃𝑃𝑖𝑖𝐴𝐴𝑊𝑊]}                                      (5) 

Where, two antonymic granules, positive and negative, 
correspond to any criterion. Altogether, there are three universal 
criteria: Potency, Evaluation, and Activity.  

For any of them: 

𝑃𝑃𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊+𝑃𝑃𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊=1                                                         (6) 

Positive and negative antonymic granules constitute a sample 
space: the probability of being strong is opposite to the probability 
of being weak. 

The probability of any granule is equal to the sum of 
probabilities of its term-units:  

𝑃𝑃𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊= 

= 𝑃𝑃𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥1)+ 𝑃𝑃𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥2)+…+𝑃𝑃𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥𝑊𝑊)                    (7) 

𝑃𝑃𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊= 

=𝑃𝑃𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊 (𝑥𝑥1)+ 𝑃𝑃𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊 (𝑥𝑥2)+ …+𝑃𝑃𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊  (𝑥𝑥𝐺𝐺) (8) 

Where, the number of term-units in both antonymic granules 
makes n:  n=k+l,                                                                          (9) 

with k as the number of term-units in the positive granule, and l 
as that in negative one. 

Then for any term-unit 𝑥𝑥𝑖𝑖  either from positive or negative 
granule, the probability is: 

𝑃𝑃𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥𝑖𝑖)=𝑃𝑃𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥𝑖𝑖)= 1/n                                                 (10) 

The membership function of the positive granule, following 
the disjunction in fuzzy logic, constitutes:  

µ𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊 =  

=max(𝜇𝜇𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥1), 𝜇𝜇𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥2), …𝜇𝜇𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥𝑊𝑊))        (11) 

Where, 𝜇𝜇𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥1), 𝜇𝜇𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥2), …𝜇𝜇𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥𝑊𝑊)  are the 
membership functions of linguistic term-units of the positive 
granule. 

The same for the negative granule: 

µ𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊= 

= max(𝜇𝜇𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥1), 𝜇𝜇𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥2), 

… 𝜇𝜇𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥𝐺𝐺))                                                       (12) 

Where,  𝜇𝜇𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥1), 𝜇𝜇𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥2), … 𝜇𝜇𝐴𝐴𝑡𝑡𝑡𝑡𝐺𝐺𝑡𝑡𝑊𝑊𝑡𝑡𝐺𝐺𝐺𝐺𝑊𝑊(𝑥𝑥𝐺𝐺) 
are the membership functions of linguistic term-units of the 
negative granule. 

Thus we can create six differentiating granules for any 
collocate of the map, narrowing its evaluation to traditional 
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Osgood’s coordinates, but implicitly contributing to them both 
denotative and connotative estimates of the criteria, to balance the 
situation when: “Osgood’s semantic differential was an attempt to 
represent words as entities in an n-dimensional space, where 
measuring the distance between them could naturally follow from 
our knowledge of Euclidean geometry. Unfortunately, after 
extensive experimentation, Osgood found his system to rely on 
“connotative emotions" attached to a word rather than its 
“denotative meaning", and discontinued further research.” [13] 
Our evaluation absorbs the extended psycholinguistic analysis, 
since according to J. Deese, associations reveal the latent mental 
lexicon, the hidden word’s value [14, 17].  

The example of fuzzy granule-differentiation for some 
Scottish lexis (He, Kid, and Thow) is notified in Figure 7. 

 
Figure 7: Console with the Older Scottish mental representations for He, 

Kid, and Thow. 

The software reveals how Strong, Weak, Active, Passive, 
Good, and Bad He, Kid and Thow (in English ‘thaw’) are on the 
given map fragment:  

Fact that 

He is Absolutely Strong (michty - 0.92) is Unlikely (0.33) 

He is Absolutely Weak (droup, wery - 0.98) is Likely (0.66) 

He is Very Fairly Good (pissant, blith, wele made - 0.83) is   
Very Likely (0.75) 

He is Absolutely Bad (crabit - 0.98) is Unlikely (0.25) 

He is Quite Active (Ȝauld, throuche 0.49) is Likely (0.5) 

He is Fairly Passive (subdit, tractabill - 0.71) is Likely (0.5) 

Thus, the software summarizes: 

He could be Absolutely Weak to Higher Extent than 
Absolutely Strong 

He could be Very Fairly Good to Much Higher Extent than 
Absolutely Bad 

He could be Quite Active and Fairly Passive to the Same 
Extent 

Thus the richest piece of the mental portrait on early and 
medieval Him has been represented by our fuzzy associative 
differential. 

Kid and Thow are not so amply characterized on the fragment 
but still well-determined. According to the differential, “The fact, 
that kid is fairly active is very likely”. As to thaw, the differential 
says that “Thow could be quite good” and “Thow could be very 
fairly active and fairly passive to the same extent.” 

The proposed by us electronic tool, called a fuzzy associative 
differential, seems to be very beneficial in the (re-)constructing of 
mental representations, and is highly recommended to the 
attention of cognitivists. 

5.5. Fuzzy Lexis Stratification 

On the other hand, the vertical cuts of the associative map in 
Figure 1 represent stratification figures of Older Scottish lexis [3, 
4]. According to the late concept of Lotfi Zadeh, the special way 
of fuzzy classification was proposed as the way of organizing 
dictionary, encyclopedias and notebooks. It reveals the special 
relevance for the historical time-oriented thesaurus like ours.  

The fuzzy stratification could open possibilities of 
ascertaining the lexis stratum gravity poles, time antonymy and 
significance status of the strata, all enabled by the manipulation 
with border membership functions [3, 4]. 

Any stratum in Figure 1 counts 100 years, and there are four 
of them within our figures for time-structuring of historical 
vocabulary of Potency, Evaluation, and Activity themes. The 
proposed by us fuzzy variable:  

Gravity = 

= (PositiveConcept/ µ(𝑥𝑥𝑖𝑖 ); NegativeConcept/ µ(𝑥𝑥𝑗𝑗 ))      (13)           

is introduced in any stratum, where µ(𝑥𝑥𝑖𝑖)  and µ(𝑥𝑥𝑗𝑗 )  are the 
membership functions of the border (between-strata) antonymic 
terms 𝑥𝑥𝑖𝑖  and 𝑥𝑥𝑗𝑗 , respectively. The adopted error (the difference 
in advent time of the border words) makes 50 years. 

The stratification for Potency was represented by authors in 
[3, 4].  

Strong-Weak: 
1400, (Burely/0.92) –  1420, (Smal/0.86);  
1500, (Rik/0.59) – 1500, (Frail/0.61); 
1600, (Proud/0.25) – 1600, (Bauch/0.29).  
1300-1400 stratum: Gravity = (strong/0.92; weak/0.86); 
1400-1500 stratum: Gravity = (strong/0.59; weak/0.61); 
1500-1600 stratum: Gravity = (strong/0.26; weak/0.29). 
 
In the same manner we characterize the sectional time 

antonyms, gravity or concept predominance within the remaining 
two structures: 

Good-Bad: 
1400, (Nobil/0.77) –  1400, (Pur/0.92);  
1500, (Bony/0.51) – 1500, (Dolly/0.59); 
1600, (Braw/0.25) – 1597, (Subaltern/0.28).  
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1300-1400 stratum: Gravity = (good/0.77; bad/0.92); 
1400-1500 stratum: Gravity = (good/0.51; bad/0.59); 
1500-1600 stratum: Gravity = (good/0.25; bad/0.28). 
 
Active-Passive: 
 
1420, (Unswere/0.87) –  1400, (Mild/0.93);  
1500, (Lifly/0.63) – 1500, (Appliable/0.57); 
1602, (Ȝauld/0.32) – 1609, (Submiss/0.17).  
1300-1400 stratum: Gravity = (active/0.87; passive/0.93); 
1400-1500 stratum: Gravity = (active/0.63; passive/0.57); 
1500-1600 stratum: Gravity = (active/0.32; passive/0.17). 
 
The balancing of values or the small predominance of negative 

concepts (the negative concepts being more alarming are 
traditionally more developed in equal development conditions) is 
observed in all the cases, except the latest stratum, which reveals 
the considerable gravity to the Active flank, pointing out to the 
notable development of the concept Active throughout the 16-th 
century. Linguists could speculate on historical reasons, for 
example, influence of Renaissance ideas in the case. According to 
Sapir, the language changes remain behind the cultural ones 
evoking them [28]. Therefore, approximately in the 14-15 
centuries, at the time of High Renaissance, the concept Active 
became comparably more demanded. 

5.6. Software Description 

The architecture is the same as in [4] and based on MVP design 
template (Model-View-Presenter), delivering the visual reflection 
and event-procession behaviour into different classes, namely 
View and Presenter. In the case of 2RFAN, two XML files of the 
model DOM are chosen, for positive and negative runs of the 
2RFAN.  

The software performs altogether 5 main actions. They can be 
executed by the following button combinations realized in the 
given map (Figure 3): 

• Left Click: Associative antipodes tracing. 

• Left Click + Alt: Fuzzy Associative Word Structure 
evolving.  

• Left Click + Shift: Word Differentiation through six 
scales of the FAD with final evaluative granularity. 

• Left Click + Ctrl: Associative Experiment simulation for 
a chosen stimulus. 

• Right click on two words of the same row: Distance and 
Similarity calculation for any two associates of the same field.  

The provided interface is very sensitive and maximally 
friendly, making its evaluation in words. The correspondence 
between verbal estimators and membership functions (MFs) is 
given in Table 1. 

The intervals are adopted from [8]. The proposed by us terms 
differ depending on words they modify: the first column modifies 
the degree of belief (modifiers for nouns); the second – all the six 
criteria as well as words Distant and Similar (modifiers for 
adjectives). In the proposed practice, the conclusion depends on 
the closeness of MFs to the centric characteristics, in favour of a 
more intensive modifier if MFs are equidistant from the two 
centers.  

Table1: Correspondence between numeric and lexical evaluation. 

Modifying 
terms for 
degrees of 
belief 

Modifying terms 
for good, bad, 
active, passive, 
strong, weak; 
distant and 
similar 

Range Center 

No Not at All             0.17 0 

Very Low Just a Very 
Little 0.00 – 0.33 0.17 

Low Just a Little  0.17 – 0.50 0.33 
Medium Quite 0.33 – 0.67 0.50 
High Fairly 0.50 – 0.83 0.67 
Very High Very Fairly 0.67 – 1.00 0.83 
Perfect Absolutely 0.83  1 

 
The terms for granule-probabilities depend on the probability 

distribution across two antonymic scales.  There are four general 
terms and they are ranged by us in Table 2. 

Table 2: Correspondence between granule-probabilities and terms. 

Terms for Granule-
Probabilities Range 

Very Unlikely 0.00 – 0.24 
Unlikely 0.25– 0.49 
Likely 0.5 – 0.74 
Very Likely 0.75 – 1  

 
The typical granule-estimating Zadeh’s phrases [11] are 

adopted in our fuzzy associative differential (Chapter 5.4 and 
Figure 7). 

The comparative terms for final conclusions on lexis 
differentiation depend on the number of shifts between the given 
above four probability ranges for the compared granules, and are 
given in Table 3.  

Table 3: Comparative estimators for final conclusions on lexis differentiation. 

Number of Shifts Comparative Terms 
0 the Same Extent 
1 Higher Extent 
2 Much Higher Extent 
3 the Highest Extent 

 
Thus the lexis and syntax of the phrases in Figures 4-7 are 

clarified by the aforesaid. The principle of computing with words 
seems to be utterly justified and profitable in linguistic 
conclusions like these. 

6. Discussion 

The electronic resource of the type recommends the method 
of associative modeling for the older languages, and thus extracts 
the linguistic knowledge of the remote times. The unfolded 
fragment of the associative map becomes the canvas for 
speculations on the Older Scottish consciousness. Many-sided 
conclusions on lexis development could be drawn from the 
realized on the map simulations. Associative antipodes’ 
extraction reveals the reachability, coherence and deepness of the 
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map and, on the other hand, between-field associative 
communication. The chains count the semantic shifts of 
associations, notifying the reachability potency by the number of 
between-field transitions. The stability of the found positive and 
negative associative environment is characterized by the 
determined fuzziness values. The simulated associative 
experiment provides the most complete associative answer to the 
stimulus, meanwhile being sensitive to the forced turnovers in 
favour of the higher associativity relations.  The constructed 
associative map makes it possible to derive an associative 
experiment for any map element, equipping it with paradigmatic 
(synonymic and antonymic), syntagmatic and epidigmatic 
associations. The fuzzy metrics’ identification gives precise 
figures on similarity and distance between associates inside the 
field. The lexis differentiation practice provides the complete 
assessment analysis of nouns and pronouns of the map. The 
software groups the found characteristics for the regarded lexis 
into the fuzzy sets that correspond to the six scales Good, Bad, 
Active, Passive, Strong and Weak, constituting cross-cultural 
universals of Osgood’s differential. The fuzzy sets are supported 
with joined probability-values and make the fuzzy granules, 
introducing the partial meanings of both connotative and 
denotative nature to the criteria of the scales, and breaking the 
limits of Osgood’s differential. The special significance in this 
respect is referred to our fuzzy associative differential, designed 
for the purpose. The fuzzy stratification structures help us to draw 
the historical and lexical conclusions concerning the strata 
development. The fuzzy facilities are numerous and make the 
efficient research device, called an electronic FHATh, organized 
after the principle of computing with words, providing verbalized 
characteristics to the requested relations.  

7. Conclusions 

The fragment of a fuzzy model of associative memory 
provides complete and well-quantified associative relationship, 
episodically reflecting the world lingual picture of the older 
speakers, their communicational habits, lingual preferences, 
inbuilt attitudes and dispositions. The deepness of associative 
correlation and coherence of the area constitute the subject for the 
research conclusion. The prospect is observed in multiplication of 
the simulated network patterns ready to serve different 
stereotypes. The final combination of them in the larger network 
would enrich artificial intelligence with cognitive, behavioristic 
and evolutional linguistic data and mechanisms of their mining, 
which should broaden its historical prognostication abilities.    
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 In this work of technological development and research is presented the work done in the 
ITSAO to contribute to the use of clean energy such as photovoltaics and the 
implementation of activities to reduce electricity consumption by the technological 
community, the monitoring of electricity consumption is made on a monthly basis and an 
annual report is prepared in which the consumption monitoring and the reduction 
percentage thereof are shown by tables and graphs. The students of electronic Engineering 
carry out activities of optoelectronics and sustainable development where they intervene 
with the design and installation of photovoltaic systems that are part of their academic 
formation. It has a photovoltaic system that produces 2.16 kW-h / d and another will be 
installed to have photovoltaic energy in the tables of the ITSAO planters; these actions are 
part of the operational control related to the energy of the Integral Management System 
(SGI). 
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1. Introduction.  

This paper is an extension of work originally presented in 2018 
XXXI International Summer Meeting on Power and Industrial 
Applications (RVP-AI) [1] off the IEEE Sección México; in the 
Instituto Tecnológico Superior de Acatlán de Osorio, Puebla, 
México; work continues with the development of projects related 
to the saving of electrical energy with renewable energy 
applications and the replacement of fluorescent tube lamps by 
LED’s lamps; this is how the Academy of Electronic Engineering 
has intervened in the installation and replacement of LED’s tube 
lamps. 

In [2] it presents a work aimed at reducing the consumption of 
electrical energy delivered by the conventional electricity network, 
through the use of photovoltaic solar energy. It is proposed the 
design of an electronic transfer system that facilitates the use of 
DC electric power from the solar panel, thus eliminating the use of 
the voltage inverter, commonly used in this type of applications 
and which increases the cost of the use of solar energy. 

Alternative energies have always been present in the daily life 
of humanity, although their existence has often been unknown 
because of the need to put the economic over the environmental 

benefit. In addition to being free, they are clean and protective of 
the environment [2]. It is necessary to implement an adequate 
ecological culture in the present generations so that it contributes 
to the care of the global environment and in this way the new 
generations are already developed in an environmental system 
from which it will no longer be necessary to learn to adapt to the 
environment. 

Currently as an example of the application of energy efficiency 
is in a house at least there is a device that requires the use of 
electrical energy for its operation, so in some cases there is a high 
demand and even waste of energy, when there is a considerable 
amount of these consumer elements, it affects the areas of the rural 
sector and certain cases of a greater proportion of electricity 
consumption, because although they have subsidized rates, they 
suffer increases in costs, thus paying the demand for generated 
consumption by other sectors, without worrying about the high 
value in the payment of the energy service. [2]. 

The study of renewable energies is currently presented as a 
very useful tool, due to the scarcity of conventional energy sources 
that have been exploited for several years, without thinking that 
this would lead humanity to a point where those resources would 
be exhausted [2]. This allows the development of research for the 
generation of electricity from clean energy sources in small, 
medium and large-scale production. 
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Energy efficiency is a primary consideration when designing 
off-grid renewable energy systems including portable micro-grids. 
This study focuses on characterizing the potential benefits 
associated with using energy-efficient exterior area lighting 
commonly associated with remote installations. Light-Emitting 
Diode (LED) luminaires are becoming more commercially 
available, and this study compares two LED products designed for 
exterior lighting to traditional metal halide lamps. The energy 
efficiency benefit of the LED luminaires is offset by their lower 
illuminance. However, a comparison of lighting standards for 
specific purposes such as security lighting indicates that LEDs may 
be appropriate for applications where a metal halide system would 
provide significantly more illumination than required at a much 
higher energy cost [3]. 

Measures to improve energy efficiency in small and medium 
enterprises do not apply due to financial reasons, lack of 
information and limited internal skills. Suggested information 
measures, audits, capacity building. As potentially effective 
measures to support the implementation of energy efficiency 
measures. Companies in Austria, Bulgaria, Cyprus, Italy, 
Romania, Slovakia and Spain have identified and implemented a 
wide range of energy efficiency measures, which in part consist of 
no-cost options, but are also partly innovative technical solutions 
[4]. This must be implemented throughout the world starting from 
our home to be able to impact the environment around us. 

Energy efficiency has a vital part to play in all future energy 
scenarios. Improved energy efficiency limits energy demand 
growth to one-third by 2040 even though the global economy 
grows by 150%. Energy policy has traditionally been almost 
entirely concerned with energy supply and most often focused on 
the electricity system. The close link between electrification and 
modernization has given the electricity supply industry in all 
countries a strong political voice. Energy efficiency, energy 
conservation or “energy savings” has tended only to be given a 
high priority in times of crisis, when energy prices are particularly 
high or when economies face electricity shortages. This was most 
notable during the “oil crises” of the 1970s. Until recently, energy 
efficiency policy has always had a lower priority in energy policy 
development compared to energy supply [5]. 

All the energy used is ultimately to meet human needs. Natural 
gas is not burned to heat the room in which one lives by simply 
heating, but it is done to feel comfortable in that room. Energy is 
used to produce the materials that are needed to make consumer 
goods, for example, steel is produced to make cars, paper for 
printing books and fertilizers to grow more food so as not to be 
hungry. Energy is not a necessity in itself, it is one of the goods 
used to meet human needs that can be realized through the use of 
energy called energy services. [6]. 

Energy consumption in homes and buildings is large and, in the 
future, it tends to be unsustainable for our planet, both due to the 
depletion of natural resources and the irreversible damage it causes 
to the ecosystem. To help the sustainable development of 
Humanity it is essential to create an energy education that allows, 
without waste, continue using fossil fuels for the development of 
new energy technologies more efficient and in harmony with the 
environment. The option of renewable energies offers an 
alternative to achieve a social development that tends to the 

ecological and that in the future an economic benefit is obtained as 
well. The energy obtained from photovoltaic panels, specifically 
the Sun Irradiance, is proposed as an aid to minimize energy 
consumption in both houses and buildings. Currently, photovoltaic 
energy is still not profitable, but it seems to be the most viable 
option until now to solve the great problem of generating 
electricity without using fossil fuels [7]. 

The photovoltaic parks have taken great importance as 
renewable energy generation systems in individual buildings 
integrating from the design of the building involving the 
architecture and installers of photovoltaic systems; thus, the 
photovoltaic industry is a technology that is already included in the 
architectural design process [8], [9] & [10]. 

In ITSAO, a photovoltaic system will also be implemented in 
the gardens of the esplanade so that the technological community 
has the possibility of connecting their electronic equipment such 
as laptops and mobile devices outdoors on the rest tables. 

2. Determination of solar radiation. 

For the development of the photovoltaic part there is location 
data of the ITSAO in Google Maps [11]. Data provided by NASA 
corresponding to the solar radiation received by the solar panels, 
the hours of solar radiation were used to calculate the design of the 
battery bank and the temperature to see the performance of the 
solar panels [12]. 

The coordinates of the location of the ITSAO at a latitude of 
18.226883 and a longitude of -98.040143 are shown in Figure 1 a). 
Figure 1 b) shows the location coordinates on the NASA platform 
in Prediction of Worldwide Energy Resource Prepare. 

Next, Figure 2 shows the data that must be identified for the 
calculation and design of the photovoltaic system as the minimum 
radiation for solar panels inclined towards Ecuador, the days 
without sun in a month to determine the size of the battery bank 
and the maximum and minimum temperature at two meters high. 

Figure 3 a) shows the behavior of the monthly days without 
solar radiation to add the days of autonomy in the design of the 
size of the battery bank, in Figure 3 b) the maximum temperature 
is shown and in Figure 3 c) the minimum temperature is shown at 
two meters high. this to determine the efficiency behavior of solar 
panels that depend on the temperature. 

One of the very important parameters for the sizing of photovoltaic 
systems is the solar radiation that is received in the place of the 
installation of the solar panels, for this data is taken provided by 
NASA that as mentioned above are reliable data to work sizing, 
performance, days of autonomy and storage capacity.  

Figure 4 shows parameters the solar radiation values in the ITSAO; 
days without sun, maximum temperature, minimum temperature; 
in blue are the radiation data for different inclinations are monthly 
data and an annual average. 

Figure 5 shows the optimal peak solar radiation hours (HSP) to 
calculate the size of the sizing of the photovoltaic system on a 
monthly and annual basis; The annual average is 5.87 HSP with 
this the daily production that a solar panel will have is calculated 
according to its power provided by the manufacturer. 
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Figure 1: Location coordinates of ITSAO. a) Google maps [11]. b) NASA platform [12]. 
 

 
[12]. 
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b) 

 

Figure 3: Parameter graphs for calculating photovoltaic systems, a) days without solar radiation,  
b) maximum temperature and c) minimum temperature [12]. 

 

 
[12]. 
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[12]. 

It is possible to determine that there is an annual average of 5.87 
hours of minimum solar radiation equivalent to 5.87 kWh/m2/day. 
For the photovoltaic calculations applying the rounding, 6 hours of 
solar radiation are considered. 

3. A photovoltaic system installed with LED lamps. 

It has a photovoltaic system installed with three 120 W solar 
panels giving 360 W-h between the three with a daily output of 
2.16 kWh/d taking into account 6 hrs of solar radiation for this 
region. Figure 6 shows the module installed with the three solar 
panels. 

 
Figure 6: Photovoltaic module installed in the ITSAO. 

 

 
Figure 7: Battery bank. 

Figure 8: Charge controller, batteries and inverter. 

The LED lamp has a consumption of 30 W with a reflector 
installed at an approximate height of 10 m; By having 2.16 kWh/d 
of production, up to 7 lamps can be connected to work all night, 
considering a continuous operation of 10 hrs per day with the 
consumption of 300 W per night of each lamp. Figure 9 shows the 
installed lamp. 

 

Figure 9: 30 W lamp with reflector installed. 

The operational control of energy has the purpose of 
establishing guidelines and activities for the control of electrical 
energy in the ITSAO facilities applicable to all activities, 
processes, products and services that consume electricity. 
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To reduce electricity consumption to date, we have worked 
with the acquisition of LED lamp tubes to replace the fluorescent 
tubes that consume the most electrical energy; in all areas of the 
ITSAO the lamps have been replaced with the participation of the 
technological community. Figure 10 shows the LED lamps 
corresponding to the interior lighting of the ITSAO buildings. 

 
Figure 10: Lamps of LED tubes in operation. 

Monthly monitoring of electricity consumption is made by 
comparing quantitatively the monthly consumption of the current 
year with the previous one so that the energy savings obtained 
through an annual report to the representative of the general 
management can be identified and analyzed annually.  

Table 1 shows the monitoring of electricity consumption, in 
this case, corresponds to the annual report of consumption 
monitoring in 2016, Table 2 shows the monitoring of electricity 
consumption for 2017, Table 3 shows the monitoring of electricity 
consumption for the year 2018 and Table 4 shows the monitoring 
of electricity consumption for the year 2019.

Table 1: Monitoring of electricity consumption in 2016. 

MONITORING OF THE ITSAO ELECTRICAL CONSUMPTION 
YEAR: 2016 

PERIOD 

12/29/2014  
TO 

01/27/2015 

01/27/2015 
TO 

02/26/2015 

02/26/2015 
TO 

03/27/2015  

03/27/2015 
TO 

04/28/2015 

04/28/2015  
TO 

05/28/2015 

05/28/2015 
TO 

06/26/2015 

06/26/2015 
TO 

06/27/2015 

06/27/2015 
TO 

08/27/2015 

08/27/2015 
TO 

09/25/2015 

09/25/2015 
TO 

10/26/2015  

10/26/2015 
TO 

11/26/2015 

11/26/2015 
TO 

12/28/2015 

ANNUAL 
SAVINGS 

12/29/2015 
TO 

01/27/2016 

01/27/2016 
TO 

02/26/2016 

02/26/2016 
TO 

03/27/2016 

03/27/2016 
TO 

04/27/2016  

04/27/2016  
TO 

05/26/2016 

05/26/2016 
TO 

06/27/2016 

06/27/2016 
TO 

07/25/2016 

07/25/2016 
TO 

08/25/2016 

08/25/2016 
TO 

09/26/2016 

09/26/2016 
TO 

10/25/2016 

10/25/2016 
TO 

11/25/2016 

11/25/2016 
TO 

12/26/2016 

MONTHLY 
CONSUMPTION 

kW-h 

8960 12180 14000 12040 16800 5180 21280 14840 17640 14000 16100 10640 163660 
8260 11060 9800 11620 18340 13720 12320 15540 16240 19640 15400 10360 162300 

SAVINGS IN 
% WAIT 
ANNUAL 

1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%  

* SAVINGS 
IN % 7.81% 9.20% 30.00% 3.49% -9.17% -164.9% 42.11% -4.72% 7.94% 40.29% 4.35% 2.63% 0.83% 

Table 2: Monitoring of electricity consumption in 2017. 

MONITORING OF THE ITSAO ELECTRICAL CONSUMPTION 
YEAR: 2017 

PERIOD 

12/29/2015 
TO 

01/27/2016 

01/27/2016 
TO 

02/26/2016 

02/26/2016 
TO 

03/27/2016 

03/27/2016 
TO 

04/27/2016  

04/27/2016  
TO 

05/26/2016 

05/26/2016 
TO 

06/27/2016 

06/27/2016 
TO 

07/25/2016 

07/25/2016 
TO 

08/25/2016 

08/25/2016 
TO 

09/26/2016 

09/26/2016 
TO 

10/25/2016 

10/25/2016 
TO 

11/25/2016 

11/25/2016 
TO 

12/26/2016 

ANNUAL 
SAVINGS 

12/29/2016 
TO 

01/23/2017 

01/23/2017 
TO 

 02/23/2017 

02/23/2017 
TO 

03/27/2017 

03/27/2017 
TO 

04/26/2017 

04/26/2017 
TO 

05/25/2017 

05/25/2017 
TO 

06/26/2017 

06/26/2017 
TO 

07/26/2017 

07/26/2017 
TO 

08/24/2017 

08/24/2017 
TO 

08/25/2017 

08/25/2017 
TO 

10/25/2017 

10/25/2017 
TO 

11/24/2017 

11/24/2017 
TO 

12/26/2017 

MONTHLY 
CONSUMPTION 

kW-h 

8260 11060 9800 11620 18340 13720 12320 15540 16240 19640 15400 10360 162300 

7420 14280 17920 15120 22540 16520 16520 15120 15400 13440 12880 9520 176680 
SAVINGS IN 

% WAIT 
ANNUAL 

1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%  

* SAVINGS 
IN % 10.17% -29.11% -82.86% -30.12% -22.90% -20.41% -34.09% 2.70% 5.17% 31.57% 16.36% 8.11% -8.86% 

Table 3: Monitoring of electricity consumption in 2018. 

MONITORING OF THE ITSAO ELECTRICAL CONSUMPTION 
YEAR: 2018 

PERIOD 
12/29/2016 

TO 
01/23/2017 

01/23/2017 
TO 

 02/23/2017 

02/23/2017 
TO 

03/27/2017 

03/27/2017 
TO 

04/26/2017 

04/26/2017 
TO 

05/25/2017 

05/25/2017 
TO 

06/26/2017 

06/26/2017 
TO 

07/26/2017 

07/26/2017 
TO 

08/24/2017 

08/24/2017 
TO 

08/25/2017 

08/25/2017 
TO 

10/25/2017 

10/25/2017 
TO 

11/24/2017 

11/24/2017 
TO 

12/26/2017 

ANNUAL 
SAVINGS 
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12/26/2017 
TO 

01/25/2018 

01/25/2018 
TO  

02/23/2018 

03/23/2018 
TO 

03/26/2018 

03/26/2018 
TO04/24/2018 

04/24/2018 
TO 

05/25/2018 

05/25/2018 
TO 

06/25/2018 

06/25/2018 
TO 

07/26/2018 

07/26/2018 
TO 

08/24/2018 

08/24/2018 
TO 

09/25/2018 

09/25/2018 
TO 

10/25/2018 

10/25/2018 
TO 

11/26/2018 

11/26/2018 
TO 

12/26/2018 

MONTHLY 
CONSUMPTION 

kW-h 

7420 14280 17920 15120 22540 16520 16520 15120 15400 13440 12880 9520 176680 
6720 10360 16940 13160 17080 18340 16520 15400 20720 19460 14000 10640 179340 

SAVINGS IN 
% WAIT 
ANNUAL 

1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%  

* SAVINGS 
IN % 9.43% 27.45% 5.47% 12.96% 24.22% -11.02% 0.00% -1.85% -34.55% -44.79% -8.70% -11.76% -1.51% 

Table 4: Monitoring of electricity consumption in 2019. 

MONITORING OF THE ITSAO ELECTRICAL CONSUMPTION 
YEAR: 2019 

PERIOD 

12/26/2017 
TO 

01/25/2018 

01/25/2018 
TO  

02/23/2018 

03/23/2018 
TO 

03/26/2018 

03/26/2018 
TO04/24/2018 

04/24/2018 
TO 

05/25/2018 

05/25/2018 
TO 

06/25/2018 

06/25/2018 
TO 

07/26/2018 

07/26/2018 
TO 

08/24/2018 

08/24/2018 
TO 

09/25/2018 

09/25/2018 
TO 

10/25/2018 

10/25/2018 
TO 

11/26/2018 

11/26/2018 
TO 

12/26/2018 

ANNUAL 
SAVINGS 

12/26/2018 
TO 

01/26/2019 

01/26/2019 
TO 

02/22/2019 

02/22/2019 
TO 

03/25/2019 

03/25/2019 
TO 

04/24/2019 

04/24/2019 
TO 

05/27/2019 

05/27/2019 
TO 

06/24/2019 

06/24/2019 
TO 

06/25/2019 

06/25/2019 
TO 

08/24/2019 

08/24/2019 
TO 

08/25/2019 

08/25/2019 
TO 

10/25/2019 

10/25/2019 
TO 

11/26/2019 

11/26/2019 
TO 

12/26/2019 

MONTHLY 
CONSUMPTION 

kW-h 

6720 10360 16940 13160 17080 18340 16520 15400 20720 19460 14000 10640 179340 
7140 9940 20300 15960 22120 17920 20720           114100 

SAVINGS IN 
% WAIT 
ANNUAL 

1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1%  

* SAVINGS 
IN % -6.25% 4.05% -19.83% -21.28% -29.51% 2.29% -25.42% 100.00% 100.00% 100.00% 100.00% 100.00% 36.38% 

 

.  
Figure 11: Infographic of the photovoltaic system for the ITSAO planters. 

 
Figure 12: Graph of consumption in 2016 compared to 2015 and Graph of the reduction percentual for electricity consumption in 2016 compared to 2015. 
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One of the activities to be implemented is a photovoltaic 
system with the purpose of supplying electricity to the tables 
located in the planters of the esplanade; the conversion of solar 
energy to electricity will be applied so that the technology 
community can use it to power their electronic devices such as 
laptops and mobile devices while they rest or gather in the flower 
beds. Figure 11 shows an infographic that describes the operation 
and location of the photovoltaic elements and electrical power 
outlets 

5. Results of the electric follow-up corresponding to the 
reports of 2016, 2017, 2018 and the current follow-up in 
2019. 

Figure 12 shows the comparison charts of electricity 
consumption and shows the relative comparison of electricity 
consumption reduction for 2016 compared to 2015. 

Figure 13 shows the comparison charts of electricity 
consumption and shows the relative comparison of electricity 
consumption reduction for 2017 compared to 2016. In this case, 
electricity consumption increased due to the installation of air 
conditioning equipment in salons that did not have this electrical 
equipment. 

Figure 14 shows the comparison charts of electricity 
consumption and shows the relative comparison of electricity 
consumption reduction for 2018 compared to 2017. In this case, 
electricity consumption increased due to the use of air 
conditioning equipment in salons that did not have this electrical 
equipment. 

Figure 15 shows the comparison charts of electricity 
consumption and shows the relative comparison of electricity 
consumption reduction for 2019 compared to 2018. In this case, 
to date only monitoring is carried out until July the follow-up is 
in process. 

 
Figure 13: Graph of consumption in 2017 compared to 2016 and Graph of the reduction percentual for electricity consumption in 2017 compared to 2016. 

 
Figure 14: Graph of consumption in 2018 compared to 2017 and Graph of the reduction percentual for electricity consumption in 2018 compared to 2017. 

 
Figure 15: Graph of consumption in 2019 compared to 2018 and Graph of the reduction percentual for electricity consumption in 2019 compared to 2018. 
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The activities implemented are not only part of the Integrated 
Management System of the ITSAO, but they are also part of the 
academic and professional training of the students and the 
intervention of the Electronic Engineering Academy. They are 
also part of the research area corresponding to the research line 
"Renewable Energy and Energy Efficiency". 

6. Conclusions. 

With the execution of the activities carried out, the emphasis 
is mainly on the use of clean energies such as solar as an 
alternative means to obtain electricity for the external lighting of 
the ITSAO facilities, with the implementation of LED lamps it is 
possible to reduce the electricity consumption with sustainable 
approach; the entire technological community will be given the 
opportunity to use photovoltaic energy for their outdoor electronic 
devices. The students manage to carry out sustainable 
development practices, research foundations, research workshops 
and optoelectronics to strengthen their academic training. The 
activities implemented to reflect a good result by observing the 
graphs in the reduction of electricity consumption. 
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 Short-term load forecasting (STLF) plays an important role in building business strategies, 
ensuring reliability and safe operation for any electrical system. There are many different 
methods, including: regression models, time series, neural networks, expert systems, fuzzy 
logic, machine learning and statistical algorithms used for short-term forecasts. However, 
the practical requirement is how to minimize the forecast errors to prevent power shortages 
or wastage in the electricity market and limit risks. 
The paper proposes a method of short-term load forecasting by constructing a Standardized 
Load Profile (SLP) based on the past electrical load data, combining machine learning 
algorithms Support Regression Vector (SVR) to improve the accuracy of short-term 
forecasting algorithms. 

Keywords:  
Short-term load forecast 
Regression model 
Standardized Load Profile 
Support Vector Regression 

 

 

1. Introduction  

Load forecasting is a topic of electrical systems which  has 
been studied for a long time. There are two main approaches in this 
area: Traditional statistical modeling of the relationship between 
load and factors affecting load (such as time series, regression 
analysis, etc) and artificial intelligence, machine learning methods. 
Statistical methods assume load data according to a sample and try 
to forecast the value of future loads using different time series 
analysis techniques. Intelligent systems are derived from 
mathematical expressions of human behavior / experience. 
Especially since the early 1990s, neural networks have been 
considered one of the most commonly used techniques in the field 
of electrical load forecasting, because it assumes that there is a 
nonlinear function related to historical values and some external 
variables with future values may affect the output [1]. The 
approximate ability of neural networks has made their applications 
popular. 

In recent years, an intelligent calculation method involving 
Support Vector Machines has been widely used in the field of load 
forecasting. In 2001, Bo-Juen Chen, Ming-Wei Chang, and Chih-
Jen Lin used the Support Vector Regression technique to solve the 
electrical load prediction problem (forecasting a maximum daily 

load of the next 31 days). This was a competition organized by 
EUNITE (European Network on Intelligent Technologies for 
Smart Adaptive Systems). Information was provided includes: 
demand data of the past two years, daily temperature of the past 
four years and local holiday events. Data was divided into 2 parts: 
a part used for training (about 80 - 90%) and the rest used for 
algorithm testing (about 20-10%). The set of training inputs 
included: data of the previous day, the previous hour, the previous 
week, the average of the previous week. Their approach in fact 
won the competition [2]. 

Since then, there have been several studies exploring the 
different techniques used for optimizing SVR to perform load 
forecasting [3-10]. The main reason for using SVM in load 
forecasting is that it can easily model the load curve, the 
relationship between the load and the dynamics of changing load 
demand (such as temperature, economic and demographics). 

However, there are some problems encountered when the 
above algorithms apply to reality: 

• Climate conditions always play an important role in load 
forecasting. They show the relationship between climate 
and load demand, when we do the load forecasting for the 
post-test period, it is very difficult to forecast the values of 
weather and climate used as the input of the algorithm and 
these values are often not available. 
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• Electrical load samples include hidden elements, which 
tend to be similar to the previous load model. However, it 
will lead to a false forecast of the following days if the date 
pattern is different from the previous day or there is an event 
that impacts. Therefore, the use of the dataset (training 
inputs included: data of the previous day, the previous hour, 
the previous week, the average of the previous week) has 
many risks if the load models are not identical. 

• If the forecast time frame is greater than the past data frame 
(more than 07 days due to the algorithm data is the previous 
week's values), there will be a lack of input to run the 
algorithm. 

• In addition, for Asian countries (such as Vietnam) that use 
lunar calendar, one of the most difficult and unpredictable 
issues is the Lunar New Year (usually in late January or 
early February), or the lunar calendar (Hung King's 
Anniversary), etc. There is a deviation between the solar 
calendar and the lunar calendar (the load models are not 
identical). Therefore, it often leads the forecast results of 
algorithm for this period with large errors. 

For this reason, the paper proposes a solution to build a 
Standardized Load Profile (SLP) based on the historical load 
dataset as a training dataset. This input dataset is combined with 
the Support Vector Regression algorithm (SVR) to improve the 
accuracy of short-term forecast results, solve the problem of 
deviation between the solar and the lunar calendar, as well as 
overcome the input data frame. 

 

 

 
Figure 1: The load profiles of February over the years 

SLP will be built for all 365 days and 8,670 cycles in a year. 
SLP will be an important dataset during training, testing and 
forecasting process. SLP will be built for all 365 days and 8,670 
cycles in 1 year. SLP will be an important set of data during 
training, testing and forecasting. SLP will standardize load models: 
by hours, by days, by seasons, and by special day types (including 
lunar dates). Therefore, SLP will contribute to solve the above-
mentioned difficulties and improve the quality of electrical load 
forecasting. 

2. Methodology 

Observing the load profiles of February of Ho Chi Minh City 
over the years (Figure 1), a huge fluctuation in chart shape over the 
years can be seen. This results in the use of historical data for 
forecasting this period of time is extremely complicated. 

In fact, the algorithms used to forecast in Vietnam have to go 
through an intermediary which converts these months into regular 
months (without holidays, Lunar New Year). After being 
calculated, the forecast result will be reversed or the result will be 
accepted with a large error. Commercial software provided by 
foreign countries all have this problem. 

2.1. Standardized Load Profiles (SLP) 

The Standardized Load Profile is an electrical load profile 
according to the relative values, converted from the total power 
consumption during the electrical load research cycle. The 
standardized load profle of day / month / year of each electrical 
load sample is constructed by dividing the load profile of a sample 
(from the measured data collected by day / month / year) by the 
power consumption of day / month / year of the sample. 

 

 

 
Figure 2: Typical load profiles of some days of a year 
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Considering the load profiles of the days in a week and some 
special holidays of the year in Ho Chi Minh City area (Figure 
2),the difference between weekdays (from Tuesday to Friday) can 
be ignored and they have the same load chart. For the load profiles 
on Monday, they are different from the normal days at 0:00 to 9:00, 
due to the forwarding demand from Sunday. 

For load profiles on Saturday, there is  an insignificant change 
compared to normal days, mainly the load demand decreases in the 
evening due to the start of the weekends. Particularly for load 
profiles on Sunday, it is completely different from normal days 
(the demand for electricity is low). 

When observing the load chart of the New Year and Lunar New 
Year, a noticeable difference can be seen where the graphs are 
almost flat and the load demand is quite low because these are 
holidays.Particularly on Lunar New Year, the load demand is the 
lowest since this is the longest holiday of the year (maybe from 6 
to 9 days). 

Standardized Load Profiles (SLP) are built by taking the value 
of the collected capacity in a 60-minute period divided by its 
maximum capacity. We need to build SLP for 365 days per year. 
Some typical SLP: 

 

 

 

 
Figure 3: SLP of some days in a year 

Based on the SLP of each cycle of the past data set, we can 
build the SLP data set for future forecast periods. This should be 
accurate to each cycle, each type of day (holidays, weekdays, 
working days, holidays, etc.), each week and month.Therefore, the 
standardized load profiles (SLP) is a special feature and is also an 
important input parameter of the SVR (NN) machine learning 
algorithms training process to rebuild the load curves, from which 
we can estimate the amount of lost or not recorded data  during the 
measurement process. 

2.2. Support vector regression (SVR) 

The SVM was proposed by Vapnik in [7] to solve the data 
classification problem. Two years later, the proposed version of 
SVM was successfully applied to non-linear regression problems. 
This method is called support vector regression (SVR) and it is the 
most common form of SVMs. 

The goal of SVR is to create a model that predicts unknown 
outputs based on known inputs. During training, the model is 
formed based on the known training data set (x1, y1), (x2, y2), ..., 
(xn, yn), where xi is input vectors and yi is output vectors. During 
the test period, the model was trained on the basis of new inputs 
x1, x2, ..., xn to make predictions about unspecified outputs y1, y2, 
..., yn. 

Consider a known training set {xk, yk}, k = 1, ..., N with input 
vectors xk ∈ Rn and scalar output vectors yk ∈ R. The following 
regression model can be developed by using the nonlinear mapping 
function φ (.): Rn → Rnh to map the input space into a 
multidimensional characteristic space and build linear regression 
in it, as shown in (1): 

 ψ(ξ) = Τ(ξ) + β (1) 

Where ω represents the weight vector and b is the deviation. 
The optimization problem is formed in the original space in (2): 

 ∑
=

++
N

i
ii

T

b
C

1

*

,,,
)(

2
1min

*
ξξωω

ξξω
 (2) 

that subjects to the constraints shown in (3): 

 
,))((

,))((
*
iii

T
ii

T
i

ybx

bxy

εεϕω

ξεϕω

+≤−+

+≤+−
       (3) 

Niii ,...,,2,1,0, * =≥ξξ  

where xi is mapped in a multidimensional vector space with 
the mapping φ, ξi is the upper limit of the training error and *

iξ
lower. C is the constant that determines the error cost, that is, the 
tradeoff between the complexity of the model and the accepted 
larger degree of error. The parameter ε includes the width of the 
non-sensitive area, which is used to match the training data [7-10]. 
The parameters C and ε are not known in advance and must be 
determined by some mathematical algorithm applied on the 
training set (eg Grid - Search and Cross - Validation). The goal of 
the SVR is to place many input vectors x i inside the pipe 
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εϕω ≤+− ))(( bxy i
T

i , shown in Figure 4. If the xi is not in the 

tube, the errors ξi, *
iξ will occur. 

 
Figure 4: ε tube of nonlinear SVR 

To solve the optimization problem identified by (2) and (3), it 
is necessary to develop a dual problem using Lagrange function, 
the weight vector ω and the deviation b. The SVM results for the 
regression model in the double form are shown in (4), where αi and 

*
iα  are the Lagrange multipliers, K (xi, x) represents the Kernel 

function, defined as a midpoint T
ix )(ϕ và )( ixϕ . 
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The Kernel functions allow the calculation of dot product in a 
feature space of height using the input data from the original space, 
without explicit computation φ (x). The Kernel function is often 
used in non-linear regression problems, which is used in this study, 
as the radial basis function (RBF) presented in (5): 
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2
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where γ represents the Kernel parameter, which should also be 
determined by mathematical algorithms. More information about 
SVR can be found in [5] – [6], [11] – [12]. 

 
Figure 5: Flowchart of forecasting algorithm by SLP – SVR 

2.3. Research models 

Processed historical data (power consumption, capacity, 
temperature recorded at 24 cycles - 60 minutes each) with the 
Standardized load Profiles (SLP) will be included in modules to 

build regression functions under SVR (Support Vector 
Regression), NN (Neural Network) algorithms to build regression 
functions. 

Then we use the above data set to check and evaluate the error 
of regression functions. After that we choose the regression 
function with the smallest error which will be used as regression 
function for the next forecast phase. 

The SLP data set in 24 cycles of the expected period (including 
holidays, etc.) and the forecasted temperature in 24 cycles of the 
corresponding period will be the input for the regression function 
that is selected to export forecast results in 24 cycles for a period 
of 7 - 30 days. 

3. Results and Discussion 

3.1. Input data: 

The article uses data from January 1, 2015, to November 17, 
2018, of EVNHCMC to run test models. After pretreatment, the 
data set is divided into 2 volumes: training set and test set, in which 
the test set is the last 30 days of the data set. Or the data set is 
divided into phases to test the forecast results in different time 
periods. 

Input data for training algorithms include: capacity 
(Pmax/Pmin) in 60-minute cycles; temperature (max / min) in 60-
minute cycles;  standardized load profiles of 24 hours of day; list 
of holidays and Lunar New Year in the forecast year. 

A useful measurement parameter is the mean absolute 
percentage error (MAPE) which is used to evaluate the error of 
models. 

 1 100
−

= ∑
f

t t

t

Y Y
MAPE

n Y
 (6) 

The algorithms are programmed in Mathlab language and the 
results are exported to Excel files for data exploitation. 

3.2. SVR Models 

Processed historical data (power consumption, capacity, 
temperature recorded at 24 cycles - 60 minutes each) with the 
Standardized load Profiles (SLP) will be included in modules to 
build SVR models, with: normalization coefficient C, width of 
pipe ε and Kernel function; 4 typical SVR model parameters are 
proposed: 

Table 1: SVR model parameters 

Model C - BoxConstraint ε - Epsilon KernelFunction 
SVR 1 93.42 32.5 Polynomial 
SVR 2 500.32 0.01 Gaussian 
SVR 3 1 50.03 Linear 
SVR 4 100 0.01 Linear 

Define abbreviations and acronyms the first time they are used 
in the text, even after they have been defined in the abstract. Do 
not use abbreviations in the title or heads unless they are 
unavoidable. 
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3.3. RFR models 

A set of regression trees with each set of different rules to 
perform non-linear regression. The algorithm builds a total of 20 
trees, with a minimum leaf size of 20. The size of leaves is smaller 
or equal to the size of the tree to control overfitting and bring about 
high performance [13] - [14]. The algorithm uses the same input 
data set of models. 

RFR model (Random Forest Regression) is a method of 
constructing regression models from historical data and is also a 
machine learning method like current advanced models. Therefore 
it is used as a result to compare with the proposed SVR model. 

3.4. Neural Network Models 

We use Feedforward Neural Network models with the input 
variables and training data set as above. A-hidden-layer network 
architecture with class size of 10 and Sigmoid activation function 
is used. At the same time, the usual Neural network with  3-hidden-
layer network architecture, in which: the first hidden layer has a 
size of 10; The second hidden layer has a size of 8 and the third 
hidden layer has a size of 5. 

FNN model (Feedforward Neural Network) is a method of 
constructing regression models from historical data and is also a 
machine learning method like current advanced models. Therefore 
it is used as a result to compare with the proposed SVR model. 

4. Results and Analysis 

Run the forecast results for February 2018 (the month of the 
Lunar New Year) to assess the degree of error of the models 

4.1. The model with inputs included: data of the previous day, 
the previous hour, the previous week and the average of the 
previous week 

Processed historical data (power consumption, capacity, 
temperature recorded at 24 cycles - 60 minutes each) with the 
Standardized load Profiles (SLP) will be included in modules to 
build regression functions under SVR,Neural Network and 
Random Forest algorithms to build regression functions. 

Table 2: Results of checking errors of regression models 

Date Ytr Yts1 Yts2 Yts3 Yts4 YtNN Ytfeed YtRF 
23/1/18 9.71 4.05 5.02 6.35 4.19 6.09 4.55 2.91 
24/1/18 8.30 3.65 2.61 7.00 4.25 0.65 4.76 4.19 
25/1/18 7.17 4.35 3.57 7.42 4.21 4.58 5.84 4.63 
26/1/18 7.10 6.20 6.77 7.48 6.39 6.58 5.82 6.44 
27/1/18 9.22 1.37 0.44 3.27 1.33 0.56 1.91 1.06 
28/1/18 9.68 2.16 3.28 7.12 0.32 25.51 5.89 3.93 
29/1/18 9.15 5.30 6.17 6.92 4.91 5.71 5.96 5.67 

We choose the regression function with the smallest error 
whichwill be used as regression function for the next forecast 
phase.The model Yts4 is selected to be a forecasting model. 

• Forecast results for February 2018 

Considering the forecast results for February of the model, we 
see a big difference between reality and forecasting. The reason is 
that we used the historical data of January 2019 (7-14-30 days 
before the forecasting date) as the input for the training model. 

 

 
Figure 6: Regression models test 

 
Figure 7: Forecast results for the next 30 days 

4.2. SLP - SVR combination model 

Processed historical data (power consumption, capacity, 
temperature recorded at 24 cycles - 60 minutes each) with the 
Standardized load Profiles (SLP) will be included in modules to 
build regression functions under SVR, Neural Network and 
Random Forest algorithms to build regression functions 

• Results of testing SVR models 

 
Figure 8: SVR models test 
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Table 3: Results of checking errors of SVR models 

Date Yts1 Yts2 Yts3 Yts4 
23/1/18 1.15 0.64 2.22 3.87 
24/1/18 1.70 2.12 2.95 6.19 
25/1/18 3.03 3.30 3.38 6.68 
26/1/18 1.35 1.04 1.76 2.76 
27/1/18 6.77 4.56 6.42 1.56 
28/1/18 4.18 5.09 1.81 0.76 
29/1/18 0.24 0.12 2.69 2.14 
MAPE 2.63 2.41 3.03 3.42 

• Results of testing machine learning models 

 
Figure 9: Machine learning models test 

Table 4: Results of checking errors of machine learning models 

Date YtNN YtFeed YtRF 
23/1/18 1.25 1.61 1.70 
24/1/18 2.14 2.90 3.36 
25/1/18 0.99 5.55 3.89 
26/1/18 3.16 1.84 2.26 
27/1/18 4.81 1.56 1.92 
28/1/18 7.51 5.85 4.68 
29/1/18 4.41 2.05 0.43 
MAPE 3.47 3.05 2.60 

• Results of testing regression models: 

 
Figure 10: Regression models test 

Table 5 - Results of checking errors of all models 

Date Ytr Yts1 Yts2 Yts3 Yts4 YtNN Ytfeed YtRF 
23/1/18 9.71 1.15 0.64 2.22 3.87 1.25 1.61 1.70 
24/1/18 8.30 1.70 2.12 2.95 6.19 2.14 2.90 3.36 
25/1/18 7.17 3.03 3.30 3.38 6.68 0.99 5.55 3.89 
26/1/18 7.10 1.35 1.04 1.76 2.76 3.16 1.84 2.26 
27/1/18 9.22 6.77 4.56 6.42 1.56 4.81 1.56 1.92 
28/1/18 9.68 4.18 5.09 1.81 0.76 7.51 5.85 4.68 
29/1/18 9.15 0.24 0.12 2.69 2.14 4.41 2.05 0.43 
MAPE 8.62 2.63 2.41 3.03 3.42 3.47 3.05 2.60 

The results in this Table 5 is the test run results of the 
regression models being developed. The evaluation of the MAPE 
results of the models aims to select a standard model for the official 
forecasting model in the later stage. Considering models Yts2 
(2.41%) and YtRF (2.60%), they all have quite low error results. 
However, when considering the error according to each 
component, the model Yts2 has more advantages and the error of 
each component is also lower than YtRF. Therefore, it is 
appropriate for the author to choose the model Yts2.  

We choose the regression function with the smallest error 
which will be used as regression function for the next forecast 
phase.The model Yts2 is selected to be a forecasting model. 

• Forecast results for February 2018 

 
Figure 11: Forecast results for the next 30 days 

5. Conclusion 

Observe the experimental results in the forms of testing 
datasets (load data sets of the previous day, the previous week, the 
previous month and the dataset of Standardized Load Profile - 
SLP), we see the results of the SLP-SVR model are close to the 
actual value of February 2018, while the results of the old model 
are in quite large deviation. 

Thus, through experimentation, we see that the use of 
Standardized Load Profile (SLP) as the input dataset for modules 
of the forecasting regression function is effective and give 
forecasting results with low errors. It solves the problem of 
deviation between the solar and the lunar dates, especially in the 
months of lunar new year, as well as resolving the difference 
between the solar and lunar cycles. 
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 This paper presents the use of Electromagnetic simulation tools such as ADS and CST in 

order to practice designing the RF front-end transceiver for a continuous-wave radar. 

Teaching the microwave engineering course based on the conventional education methods 

results in students who may not be able to apply their theoretical knowledge to design the 

microwave components. This work introduces a project-based education which is expected 

to guide the undergraduate students toward the design and simulation of the most important 

active and passive microwave components such as oscillator, power amplifier, Cantenna, 

low noise amplifier, mixer, filter and power divider. This project can be added to the 

curriculum of the microwave engineering course to achieve a balance between the 

theoretical and practical knowledge. 
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1. Introduction  

The fundamentals of designing and simulating many 

microwave components are overviewed in this paper. The 

microwave engineering course curriculum needs to be modified in 

order to prepare the undergraduate students to meet the industry 

requirements [1]. The RF front-end transceiver for a continuous-

wave radar has been developed using Advanced Design System 

(ADS) and Computer Simulation Technology (CST) tools. The RF 

front-end transceiver is a perfect platform for the undergraduate 

students to understand the design and simulation of microwave 

components. This paper presents an overview about the operation 

and structure of the Doppler radar; then the design and simulation 

of each microwave component are introduced; finally, the whole 

RF front-end transceiver for a continuous-wave radar is simulated 

using ADS. 

2. Operation and Structure of a Doppler Radar 

The Doppler radar transmits a continuous-wave at a specific 

frequency to an object; the frequency of the received reflected 

wave from the moving object is shifted due to Doppler effect. The 

velocity of the moving object can be calculated based on the 

relationship between the velocity and the Doppler frequency. 

Figure 1 shows the block diagram of the proposed RF front-end 

transceiver for a continuous-wave radar. 

 

 
Figure 1: Block diagram of a Doppler-Radar RF Front-End Transceiver 

 

There are two different Cantennas, one of them is used for 

transmitting the continuous-wave while the reflected wave is 

received by the other Cantenna. A power amplifier is used to 

increase the coverage area. The continuous wave is generated by 

a 10 GHz local oscillator. The Wilkinson power divider is used to 

equally divide the power of the oscillator between the power 

amplifier and the mixer. The reflected wave is received by the 

receiving Cantenna, and then it is filtered by a microstrip coupled 

line band pass filter (BPF) and amplified by a low noise amplifier 

(LNA). The output from LNA is applied to the microwave single 

balanced mixer. The mixer generates the Doppler frequency in 

addition to the other harmonics. The low pass filter (LPF) is 
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implemented to remove the harmonics and pass the Doppler 

frequency. 

 

3. Design and Simulation of Microwave Components 

The microwave components of RF front-end transceiver for 

a continuous-wave radar are designed and simulated using ADS; 

also, these microwave components are made from microstrip lines 

with default substrate properties, except the metal Cantenna 

which is designed and simulated using CST. 

3.1. Design and Simulation of 10 GHz Oscillator 

The two-port transistor oscillator consists of the resonant 

circuit and the active circuit. The active circuit is connected with 

the resonant circuit to provide the required negative resistance that 

can cancel out the resistance of the resonant circuit; so that the 

resonant frequency with no damping can be generated. The design 

procedures of the proposed two-port oscillator are started by 

selecting a transistor (ATF-13786) which has a high degree of 

instability, then performing the stability checks using the output 

stability circles in ADS to find the unstable region on the Smith 

chart, where the Smith chart  is stable at its center because S11 < 0 

and S22 < 0. Then the reflection coefficient (⎾L ) is selected from 

the unstable region on the Smith chart; such that the magnitude of 

the input reflection coefficient (⎾in) is maximized, where ⎾in is 

obtained as follows 

                           ⎾𝑖𝑛 =  𝑆11 +
𝑆12𝑆21⎾𝐿

1−𝑆22⎾𝐿
                                 (1) 

The load impedance (ZL) can be obtained from the following 

expression: 

                                  𝑍𝐿 =  𝑍𝑜
1+⎾𝐿

1−⎾𝐿
                                      (2) 

The large value of negative resistance at the input port of the active 

device can be obtained as the magnitude of the input reflection 

coefficient is increased. The input impedance (Zin) is given by 

                        𝑍𝑖𝑛 =  𝑍𝑜
1+⎾𝑖𝑛

1−⎾𝑖𝑛
= 𝑅𝑖𝑛 + 𝑗𝑋𝑖𝑛                       (3) 

The required conditions for getting oscillation are RS + Rin < 0 and 

XS + Xin < 0, where RS and XS are the source tuning network 

resistance and reactance, respectively; the source tuning network 

impedance (ZS) is selected to be 𝑍𝑆 = 𝑅𝑆 + 𝑗𝑋𝑆 =
|𝑅𝑖𝑛|

3
− 𝑗𝑋𝑖𝑛  . 

The source reflection coefficient can be calculated by 

                                    ⎾𝑆 =
𝑍𝑆−𝑍𝑜

𝑍𝑆+𝑍𝑜
                                        (4) 

The following expression is used to find the output reflection 

coefficient 

                           ⎾𝑜𝑢𝑡 =  𝑆22 +
𝑆12𝑆21⎾𝑆

1−𝑆11⎾𝑆
                             (5) 

Finally, a single stub matching network is designed to convert a 50 

Ω load to ZL ; and the source matching network is designed to 

convert RS into ZS [2]. The complete circuit design for the proposed 

10 GHz oscillator is simulated using ADS as shown in Figure 2. 

 

Figure 2: The Complete Circuit Design for the Proposed 10 GHz Common Gate Oscillator 
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3.2. Design and Simulation of a Wilkinson Power Divider 

The Wilkinson power divider is matched at its three inputs. 

Port 1 receives the power and splits that power equally between 

ports 2 and 3, where these ports are isolated by using a resistor of 

100 Ω; and each of them is connected with port 1 through an arm. 

In Wilkinson power divider, all ports have 50 Ω impedances; there 

are two arms each one has a length of a quarter-wavelength and 

an impedance of 70.71 Ω. Wilkinson power divider is simulated 

in ADS as shown in Figure 3 [2]. 

 

Figure 3: Simulation of Wilkinson Power Divider using ADS 

3.3. Design and Simulation of a Class-A Power Amplifier 

Class-A power amplifier is used in the final stages of the 

transmitters to increase the power level at the output of the 

transmitter. This power amplifier class can provide a minimum 

distortion because it is always biased on over the entire range of 

the RF input signal cycle. The main difference between class-A 

power amplifier and the small-signal amplifier is that the output 

network is optimized to obtain large voltage and current swing at 

the same time at the output of the device. The design of the class-

A power amplifier starts by the selection of a suitable device. The 

transistor Cree’s CGHV1J025D is chosen because it can operate 

up to a frequency of 18 GHz. The drain to source voltage (VDS) is 

selected to be 15 V. The dc analysis using dc FET curve tracer in 

ADS is used to find the gate to source voltage (VGS) which can 

provide a drain to source current (IDS) of 858 mA. Then the 

stability check is performed. The maximum output power and the 

power added efficiency (PAE) can be plotted on the Smith chart 

as a function of the load and source impedances by using the load-

pull and source-pull simulations templates in ADS under large-

signal operation conditions, so that the optimal load and source 

impedances relevant to the maximum output power and power 

added efficiency can be determined. The obtained maximum 

output power is 7.35 W and the PAE is 40.68 %. The input and 

output matching networks are designed to convert 50 Ω into the 

obtained optimal source and load impedances, respectively. The 

complete circuit design for a class-A power amplifier is shown in 

Figure 4 [3]. 

3.4. Design and Simulation of a Cantenna 

The transmitting and receiving antennas of the proposed 

radar are selected to be circular waveguide antenna; this antenna 

type is called Cantenna, it is consisted of a circular waveguide and 

a monopole soldered on a probe for coaxial-cable to waveguide 

transition as shown in Figure 5. The total length of the circular 

waveguide is 0.75 𝜆G, where 𝜆G is the standing wavelength inside 

the waveguide. The probe is located at a distance of 0.25 𝜆G from 

the closed aperture of the Cantenna. The length of the monopole 

is 0.25 𝜆, where 𝜆 is the wavelength of the transmitted signal. The 

radius of the Cantenna can be obtained by 𝒓𝒂𝒅𝒊𝒖𝒔 =
𝝌𝟏𝟏

′

𝜷𝒄,𝟏𝟏
, where 

𝝌
𝟏𝟏
′  is the first root of the first Bessel function derivative for a 

circular waveguide at TE11 mode; and 𝜷
𝒄,𝟏𝟏

 is the cut-off phase 

constant [4].  

 

Figure 4: The Complete Circuit Design for the Proposed Class-A Power Amplifier
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Figure 5: Structure of the Proposed Cantenna 

3.5. Design and Simulation of a Microstrip Coupled Line Band-

Pass Filter 

A microstrip coupled line band-pass filter (BPF) is designed 

and simulated using ADS as shown in Figure 6. The type of this 

filter has been selected to be a fifth order Chebyshev filter with 

0.5 dB ripple. The admittance inverter for the first coupling 

section is calculated by using the following equation 

                           𝑍𝑜 𝐽1 = √
𝜋∆

2 𝑔1
                                          (6)                              

For the intermediate coupling sections, the following design 

equations are used to find the admittance inverter for each 

coupling section:  

                                    𝑍𝑜 𝐽2 =
𝜋∆

2√𝑔1𝑔2
                                        (7) 

                                     𝑍𝑜 𝐽3 =
𝜋∆

2√𝑔2𝑔3
                                       (8) 

                                    𝑍𝑜 𝐽4 =
𝜋∆

2√𝑔3𝑔4
                                        (9) 

                                    𝑍𝑜 𝐽5 =
𝜋∆

2√𝑔4𝑔5
                                      (10) 

The admittance inverter for the final coupling section is 

determined by 

                                  𝑍𝑜 𝐽6 = √
𝜋∆

2 𝑔5𝑔6
                                      (11) 

Where 𝑍𝑜  is the characteristic impedance with value of 50 Ω , 

(𝑔1, 𝑔2, 𝑔3, 𝑔4, 𝑔5 𝑎𝑛𝑑 𝑔6) are the values for the elements of the 

fifth order Chebyshev with 0.5 dB ripple low pass filter prototype, 

𝐽  is the admittance inverter constant, and  ∆  is the fractional 

bandwidth with value of 0.1. The spacing between the coupled 

lines, length and width are calculated in ADS using the odd mode 

(Z0o) and even mode (Z0e) characteristic impedances of the 

coupled sections. For each coupling section, Z0o and Z0e are 

calculated by using the following equations: 

                        𝑍0𝑜 = 𝑍0[1 − 𝐽𝑍0 + (𝐽𝑍0)2]                          (12) 

                          𝑍0𝑒 = 𝑍0[1 + 𝐽𝑍0 + (𝐽𝑍0)2]                         (13) 

Table 1 shows the calculated values of the odd and even 

impedances for the desired microstrip coupled line BPF [2]. 

3.6. Design and Simulation of a Low Noise Amplifier 

The low noise amplifier (LNA) is used at the input of a 

receiver to amplify the low level signal with special care to 

minimize the effect of the unavoidable noise. The appropriate 

active device ATF-36163 is selected to design the LNA because 

it has a minimum noise figure and a maximum gain of 0.86 dB 

and 10.11 dB, respectively, at an operating frequency of 10 GHz. 

The ADS simulation is carried out to find the stability factor and 

determine the circles for the constant maximum available gain, 

and constant noise figure. Then the source reflection coefficient 

(⎾S) is selected at a point on the Smith chart that achieves an 

acceptable gain and noise figure according with the design goals. 

The load reflection coefficient is determined by the following 

equation. 

 

Figure 6: Simulation of a Microstrip Coupled Line Band-Pass Filter using ADS 

 

Table 1: Calculation of Odd and Even Characteristic Impedances 

Coupling section #1 𝑔1 = 1.7508 𝑍𝑜 𝐽1 = 0.13368 𝑍0𝑜 = 44.21 𝛺 𝑍0𝑒 = 57.57 𝛺 

Coupling section #2 𝑔2 = 1.2296 𝑍𝑜 𝐽2 = 0.02141 𝑍0𝑜 = 48.95 𝛺 𝑍0𝑒 = 51.09 𝛺 

Coupling section #3 𝑔3 = 2.5408 𝑍𝑜 𝐽3 = 0.01777 𝑍0𝑜 = 49.13 𝛺 𝑍0𝑒 = 50.90 𝛺 

Coupling section #4 𝑔4 = 1.2296 𝑍𝑜 𝐽4 = 0.01777 𝑍0𝑜 = 49.13 𝛺 𝑍0𝑒 = 50.90 𝛺 

Coupling section #5 𝑔5 = 1.7058 𝑍𝑜 𝐽5 = 0.02141 𝑍0𝑜 = 48.95 𝛺 𝑍0𝑒 = 51.09 𝛺 

Coupling section #6 𝑔6 = 1 𝑍𝑜 𝐽6 = 0.13571 𝑍0𝑜 = 44.13 𝛺 𝑍0𝑒 = 57.70 𝛺 
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Figure 7: The Complete Circuit Design for the Proposed Low Noise Amplifier

 

Figure 8: Simulation of a Microwave Single-Balanced Mixer using ADS 

             ⎾𝑳 = ⎾𝒐𝒖𝒕
∗

=  (𝑺𝟐𝟐 +
𝑺𝟏𝟐𝑺𝟐𝟏⎾𝑺

𝟏−𝑺𝟏𝟏⎾𝑺
)

∗

                (14) 

The determined ⎾S and ⎾L are then converted to the source and 

load impedances, respectively. The input and output matching 

circuits are designed using microstrip transmission lines [3]. The 

radial stub is used to prevent the AC signals from entering the DC 

power supply. The series capacitors are used to block DC signals 

from entering the source and terminating tuning networks as 

shown in Figure 7. 

3.7. Design and Simulation of a Microwave Single-Balanced 

Mixer 

The proposed microwave single-balanced mixer consists of 

two microwave schottky diodes (HSMS-8101) which are 

connected via a quadrature hybrid. This mixer provides isolation 

between local oscillator (LO) and RF inputs. Either the LO or the 

RF signal is added destructively at the IF port of the mixer. The 

impedance matching is designed to convert the schottky diode’s 
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impedance into 50 Ω. Figure 8 shows the schematic of the 

microwave single-balanced mixer [2]. 

4. Simulation Results 

The harmonic balance (HB) simulator in ADS is used to 

perform the frequency domain analysis for the non-linear circuit of 

the proposed 10 GHz oscillator. The grounded oscillator port 

(Oscport) is used to predict the frequency spectrum and the time 

domain waveform of the oscillation circuit. Figure 9 and 10 show 

the frequency and time domains of the oscillation where the 

common gate transistor (ATF-13786) oscillates at 10 GHz. 

 

Figure 9: Frequency Domain Analysis for the Proposed 10 GHz Common Gate 

Oscillator 

 

Figure 10: Time Domain Analysis for the Proposed 10 GHz Common Gate 

Oscillator 

The S-parameters versus frequency for the Wilkinson power 

divider are simulated in ADS as plotted in Figure 11. At frequency 

of 10 GHz, the reflection coefficient at port 1 is small because the 

value for S11 is less than ‒40 dB; also the power equal-split 

between ports 2 and 3 is confirmed because the value of both S21 

and S31 is about ‒3 dB. 

 

Figure 11: Simulated S-Parameters for Wilkinson Power Divider 

The simulated S-parameters in ADS for the class-A power 

amplifier are shown in Figure 12. The complete circuit for the 

designed class-A power amplifier is well matched at 10 GHz 

because S11 is less than ‒30 dB. At a frequency of 10 GHz, the 

value of S21 indicates that the obtained gain at the output is 8.141 

dB.   

 

Figure 12: Simulated S-Parameters for the Proposed Class-A Power Amplifier 

The CST MWS simulation results for the S-parameters and the 

three-dimensional radiation pattern for the designed Cantenna are 

shown in Figures 13 and 14, respectively. This Cantenna can 

achieve bandwidth of 15 % and gain of 7.755 dB at 10 GHz. 

 

Figure 13: Simulated S-Parameters for the  Proposed Cantenna 

 

Figure 14: Three-Dimensional Radiation Pattern for the Designed Cantenna 
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The response of the microstrip coupled line band-pass filter is 

obtained using ADS simulation as shown in Figure 15. The center 

frequency is 9.97 GHz, while the band edges frequencies are 9.88 

GHz and 10.06 GHz, respectively. 

 

Figure 15: Simulated Response for the Microstrip Coupled Line Band-Pass Filter 

S-parameters of the designed LNA are obtained by using ADS 

simulation as shown in Figure 16. At 10 GHz, simulations show 

a gain (S21) of 10.488 dB, the circuit of the designed LNA is well 

matched because the values of S11 and S22 are ‒14.89 dB and ‒

18.29 dB, respectively.  Also the designed LNA circuit shows a 

good isolation because the value of S12 is below ‒16.44 dB. 

 

Figure 16: Simulated S-Parameters of the Designed LNA 

The designed microwave single-balanced mixer is simulated in 

ADS. Figure 17 shows the spectrum at the output of the 

microwave single-balanced mixer; these results are obtained by 

using the harmonic balance (HB) simulator. 

 

Figure 17: Simulated Spectrum at the Output of the Microwave Single-Balanced 

Mixer 

The individual designed and simulated microwave components 

are connected together to form the complete RF Front-End 

transceiver for a continuous wave (CW) Doppler radar. This 

proposed Doppler radar RF front-end transceiver is simulated in 

ADS as shown in Figure 18. The amplified 10 GHz continuous 

wave hits an object. The received reflected wave will have a 

frequency higher than 10 GHz if the object moves toward the 

radar. On the other hand, the frequency of the received reflected 

wave will be lower than 10 GHz when the object moves far from 

the radar, this phenomenon is known as the Doppler effect. The 

reflected wave goes to the microstrip coupled line band-pass filter 

from which it is applied to the LNA, and then the output of the 

LNA is mixed with a portion of the transmitted wave. 

 

Figure 18: Complete Schematic of the RF Front-End Transceiver for a Doppler 

Radar 

Figure 19 shows the ADS model of the object, this model 

simulates how the Doppler frequency is generated by the moving 

object. The frequency of transmitted continuous wave is shifted 

by a Doppler frequency ( ±𝑓𝑑 ). So that the frequency shift in the 

transmitted continuous wave is simulated by multiplying this 

transmitted continuous wave with 𝑒±𝑗2𝜋𝑓𝑑𝑡  or with 

(cos(±𝑗2𝜋𝑓𝑑𝑡) + 𝑗 sin(±𝑗2𝜋𝑓𝑑𝑡)). The transmitted continuous 

wave is equally split by the power divider (PwrSplit2). One of the 

outputs of (PwrSplit2) goes through a phase-shifter 

(PhaseShiftSML) with phase shift of (90°) or (𝑗) and then it is 

multiplied by sin(±𝑗2𝜋𝑓𝑑𝑡)  using a multiplier (MULT2), the 

other output of (PwrSplit2) goes unchanged before it is multiplied 

by cos(±𝑗2𝜋𝑓𝑑𝑡) using (MULT1). The outputs of (MULT1) and 

(MULT2) are combined together using a power combiner 

(PwrSplit2). 

 

Figure 19: ADS Model of the Moving Object 
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The Doppler radar RF Front-End transceiver is simulated using 

ADS by selecting the Doppler frequency to be 6000 Hz as shown 

in Figure 19. The output of the microwave single-balanced mixer 

is filtered out using a low pass filter (LPF). At the output of the 

LPF, the frequency of the received continuous wave is confirmed 

to be equal the generated Doppler frequency as indicated in Figure 

20. 

 

Figure 20: Time Domain of the Received Signal at the Output of the Low Pass 

Filter 

5. Conclusions 

 Each microwave component of the continuous-wave radar RF 

front-end transceiver has been designed and simulated individually 

including 10 GHz oscillator, Wilkinson power divider, class-A 

power amplifier, Cantenna, microstrip coupled line band pass filter, 

low noise amplifier and microwave single balanced mixer. The 

microwave components have been connected together to form the 

complete schematic of RF front-end transceiver for a CW Doppler 

radar, then the proposed system has been simulated using ADS. 

This strategy in teaching the microwave engineering course uses 

the electromagnetics simulation tools such as ADS and CST and 

the theoretical knowledge in order to practice designing the 

microwave components. 
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 Dyslexia has a lack of ability which causes other disturbances to social-emotional 
development. Based on an interview with the Chair of the Indonesian Dyslexia Association, 
increasing self-awareness is one form of dyslexia therapy to reduce that problem. Therefore 
there is a need for increasing self-awareness to solve that problem, whereas such 
technology the closest has not been fit with dyslexic children need. Then this study tries to 
focus on designed and developed CISELexia (Computer-Based Method for Improving Self-
Awareness in Children with Dyslexia) technology using a gamification approach. It aims 
to help dyslexic children improve their competencies by increasing their self-awareness. 
Based on the implementation results CISELexia can increase the child's self-awareness 
state according to the rubric questionnaire given for about 10%. 
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1. Introduction 

Dyslexia is a type of language disorder which further affects 
reading, writing, spelling, and organizational skills. Early 
diagnosis of dyslexia involves disruption to academic abilities, 
such as problems with reading, text comprehension, spelling, 
writing, counting, and mathematical reasoning. With this lack of 
ability, it can cause other disturbances to social-emotional 
development. Based on an interview with the Chair of the 
Indonesian Dyslexia Association, it was stated that dyslexic 
children have a tendency to make mistakes in understanding their 
emotions (Dewi K., 2017). Increasing self-awareness should 
solve that problem. Unfortunately, the closest technology 
available for social treatment has not been fit for the needs of 
dyslexic children. 

Dyslexia cannot be cured, however, the symptom can be 
reduced. One of them is through therapy. And along with the 
development of technology, some technologies can help the 
process of this therapy such as the use of video, games, and 
movies [1–8]. The closest technologies that can overcome that 
problem are SIDES (Shared Interfaces to Develop Effective 
Social Skill), AVP (Authorable Virtual Peer), computer-presented 
social stories and video models. But, those technologies are 

designed for autism child, which those has different 
characteristics with a dyslexic child. The lack of technology that 
can support therapy on social-emotional development, make an 
opportunity to start this research. 

As previously mentioned, there is no cure for dyslexia, then 
one of the solutions that have been offered by researchers was 
providing therapy to treat people with dyslexia. This therapy is 
usually done by a professional in a clinic-based session. But along 
with the development of technology, various ways can help the 
process of this therapy such as the use of video, games, and 
movies [1–8]. One of the technologies that support the therapy of 
academic skills in dyslexia is Lexipal. Lexipal is a technology that 
uses multisensory approach combined with gamification 
approach to build "learn-to-read" therapy for children with 
dyslexia. The advantage of this technology is that Lexipal is made 
to meet the needs of Indonesian users. So, it can be accepted by 
users in Indonesia. The development of this technology has been 
adapted to some aspects of academic skills such as reading, 
writing, and counting [8]. 

Several examples of proven technologies which can be used 
in social skills improvement therapy are SIDES, AVP, computer-
presented social stories and video models [9–13]. 
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Some of the technologies mentioned earlier, such as Lexipal 
and SIDES use game-based concepts as its core. This proves that 
game technology has the advantage of enhancing the treatment [2, 
3, 6, 8, 10]. The same thing also revealed by some researchers that 
there is game technology that is used to help dyslexic children 
such as iLearnRW, Dyslexia Baca and Dyseggxia [2, 3, 6]. Those 
products are the examples of using gamification approach in 
developing dyslexia applications. Gamification is using game 
elements in non-game context purposes. Like Lexipal, Dyseggxia, 
Dyslexia Baca and iLearnRW which use game elements to build 
their application for learning purposes. 

Based on the existing problems where the lack of technology-
supported therapy for social-emotional development, this research 
tries to design and develop a technology to help dyslexic children 
to increase their self-awareness. The technology that will be 
designed and developed is CISELexia (Computer-Based Method 
for Improving Self-Awareness in Children with Dyslexia) which 
uses gamification approach and child-centered designed method 
to help develop the system that is by the stages of social-emotional 
development and dyslexic children needs. 

2. Related Works 

2.1. Theory of Dyslexia 

Some references have mentioned the characteristics of 
dyslexia, including the American Psychiatric Association, 
International Dyslexia Association, Cuschieri, Solek, Marshall 
and Pennington. The American Psychiatric Association and the 
International Dyslexia Association describe the characteristics of 
specific learning difficulties, types of specific learning difficulties 
and diagnostic criteria for specific learning difficulties. On the 
other hand, Abigail Marshall describes dyslexia difficulties, how 
to teach dyslexic children and how to overcome the educational, 
personal and social problems. The difficulties that present in 
dyslexia sufferers are: 

1. Inaccurate or slow word reading 
2. Difficulty in understanding the meaning of the text 
3. Difficulty in spelling 
4. Difficulty in writing the expression 
5. Difficulty in mastering numerical sense, number fact or 

calculation 
6. Difficulty in mathematical reasoning 

A person with dyslexia has normal or above-average 
intelligence. Dyslexia affects not only academically but also daily 
life aspects, one of which is emotional intelligence. Studies from 
[14] resulted that behavioral disorders and social problems occur 
more in dyslexic children than in non-dyslexic children. Several 
studies have shown that children with learning disabilities show 
higher aggression and misbehavior [15]. This shows that they 
have low emotional intelligence. [16] describes emotional 
intelligence: “Emotional intelligence is the ability to perceive 
emotions, to access and generate emotions to assist thought, to 
understand emotions and emotional knowledge, and to 
reflectively regulate emotions to promote emotional and 
intellectual growth.” 

This emotional intelligence is one of success indicators in 
social-emotional development. Emotional intelligence is one of 
the factors that influences social-emotional development. A study 

says that dyslexic children have social-emotional problem 
because of the relatively low level of emotional intelligence [17]. 

Daniel Goleman describes the five components of emotional 
intelligence: 

1. Self-awareness 
2. Self-regulation 
3. Internal motivation 
4. Empathy 
5. Social competence 

Self-awareness is the ability to recognize and understand 
moods, emotions and personal impulses, and their influence on 
others. Social emotions depend on the ability of self-awareness to 
monitor the emotional state and identify to name that emotion. 

Self-awareness includes the ability [18]: 

1. Emotional self-awareness 
Recognizing one’s emotion and their effects 

2. Accurate self-assessment 
Knowing one’s strengths and limits 

3. Self-Confidence 
A strong sense of one’s self-worth and capabilities 

2.2. Dyslexia Treatment 

According to Goleman and Indigrow Child Development 
Center Indonesia (Goleman, 1996a), there are two treatments 
performed on dyslexia sufferer: academic and social treatment or 
known as a social-emotion treatment. Treatment is performed in 
early childhood or about five years old (preschool) for maximum 
results [20]. Previously treatment in dyslexic children done by 
professionals in clinic-based sessions. But now the technology has 
begun to be developed to support treatment in children with 
dyslexia [1, 2, 11–13, 3–10]. 

2.2.1. Academic Treatment 

Academic treatment focuses on developing academic skills 
such as reading, writing, and counting. One of the technologies 
that support the therapy of academic skills in dyslexia is Lexipal. 
Lexipal is a technology that uses multisensory approach 
combined with gamification approach to build "learn-to-read" 
therapy in children with dyslexia. The development of this 
technology has been adapted to some aspects of academic skills 
such as reading, writing, and counting [8]. Other technologies that 
support academic treatment are Dyslexia Baca and Dyseggxia [3, 
6]. 

2.2.2.  Social Treatment 

Social-emotion treatment focuses on other skills that support 
social skills improvement. According to Goleman (Goleman, 
1996a), social-emotion has several competencies that begin with 
self-awareness, self-regulation, motivation, empathy and social 
competence. Social competence is the highest stage in social skill, 
that is all forms of skill involving social behavior. 

Since this study focuses on self-awareness, there are three 
competencies in self-awareness: emotional self-awareness, 
accurate self-assessment, and self-confidence [18]. From that 
competency, this research, indicators divided into five 
representing self-awareness ability. The indicators are: 
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1. Know yourself 
This indicator represents how much we know about self-

identity such as name, date of birth, age and class. 
2. Know your family 

This indicator represents how much we know about our 
families like the names of parents, the number of brothers, 
the number of sisters, and their names. 

3. Know your strengths 
This indicator represents how much we know about our 

strengths. This research uses soft and academic skills for 
representing it. 

4. Know your weakness 
This indicator represents how much we know about our 

weaknesses. This research uses soft and academic skills for 
representing it. 

5. Know your emotion 
This indicator represents how much we know and 

understand each other's emotions and ourselves. Emotions 
that need to be mastered according to Daniel Goleman are 
categorized into eight emotions, they are anger, sadness, fear, 
happy, love, shock, annoyed and shame. Treatment on this 
indicator is done by studying the emotions of the other 
through pictures or videos of social situations. 

2.2.3. Existing Social Treatment 

According to observation in Indigrow Child Development 
Center, the existing social treatment is done by viewing social 
stories using video, then the child is asked to respond to what 
happened in the video. Psychologists also provide some questions 
related to the social situation based on the video. According to 
psychologists, within three months the children have been 
increasing self-awareness skills. 

While there is no special assessment conducted to find out 
the self-awareness of children. Existing assessment is done only 
based on observations from the interactions between 
psychologists and children. 

2.3. Previous Works 

Some technologies have proven to improve social skills such 
as SIDES and AVP [9–13]. SIDES (Shared Interfaces to Develop 
Effective Social Skill) is a technology designed to assist 
Asperger's syndrome in training group work skills. This 
technology has form as tabletop computer games that contain case 
studies to solve in groups with the aim support effective group 
work created. It involves highly visual and uses cards, pattern 
building, and puzzle-solving as game mechanics. They say that 
cooperative computer games are effective to teach group work 
skills [10]. There is also an Authorable Virtual Peer (AVP), a 
technology that helps children learn to interact with each other in 
order to improve social skills through learning to interact with 
virtual peers. This technology is designed using a shared reality 
concept, dialogue, and simulation as game mechanics. It is 
addressed for autism spectrum disorders that have peer social 
interaction problems. AVP provides a lesson on how to interact 
with peers [13]. Another technology is by using computer-
presented social stories and video models can have a positive 
effect on teaching the social skills of children with autism 

syndrome. They use social stories and video models to make an 
intervention on children with autism [12]. 

2.4. Theory of Gamification 

The gamification approach is the concept of using game 
elements in a non-gaming context to improve user experience, 
learning, problem-solving, motivation and user engagement. The 
examples of non-gaming contexts are marketing, politics, 
education, health, and fitness. Using gamification can be a 
solution to achieve excellent training goals. This is proven by the 
use of gamification in game-based learning in some previous 
research [21–25]. To achieve those goals, it is necessary to know 
the game elements that are capable of supporting three dimensions 
of learning: cognitive, emotional and social [26–28]. 

In the cognitive area, gamification can use challenges tailored 
to player skills. In the emotional area, it involves the emotion of 
the user, how the gamification can trigger user emotions such as 
joy, curiosity, and frustration. And in the social area, gamification 
can provide a social experience like experience in new identities 
and roles, so the user can make a decision according to point of 
view [27]. 

One example of the use of the gamification approach in 
dyslexia treatment is Lexipal. Lexipal uses some game elements 
such as story, level, point, reward, and achievement. The use of 
gamification in Lexipal is for increasing motivation in learning 
[8]. The other examples are iLearnRW, Dyslexia Baca and 
Dyseggxia [2, 3, 6]. 

3. System Design 

3.1. Application Design 

The design of CISELexia application is tailored to the 
characteristics of dyslexic children. Some of the characters of 
dyslexic children which are considered to make application 
design including: 

1. Difficulty in spelling letters. 
2. Difficulty in making written work such as essays. 
3. Poor memory. 
4. Difficulty in understanding sentences that are read or 

heard. 
5. When listening to something, the attention span is short. 
6. Difficulty in remembering names. 
7. Difficulty in visual discrimination. 

Based on research on the characteristics of dyslexic children, 
the results of the CISELexia application interface plan are as 
described in the following points. 

Main menu Scene 

 
Figure 1: Main Menu Scene 
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In the main menu scene, the menu buttons are arranged 
vertically. The play button is made larger than the other buttons 
to attract the attention of children to try it first. 

Home Scene 

 
Figure 2: Home Scene 

Before the children can start trying out the existing tasks, the 
children are introduced first to each character that appears on the 
task so that they can easily follow the storyline. Dyslexic children 
sometimes have difficulty in visual discrimination, so the buttons 
to start the task are made in various shapes and colors with the 
aim of introducing various shapes to the children. Compared to 
giving the task name to the text button, the text button contains a 
sentence that makes the children curious and want to press the 
button. The font used in CISELexia also uses a special font 
adapted to dyslexic children, namely OpenDyslexic font. The 
placement of the home button is on the upper left side and the 
settings button on the upper right side. The placement of these two 
buttons is consistent in all scenes, so this makes it easy for the 
children. 

Know Yourself and Know Your Family Scene 

 
Figure 3: Example of Know Yourself/Family Scene 

When the children press a button that leads to the know 
yourself or know your family scene, a video will appear describing 
the condition of the social situation with a narrative that can 
explore the children's identities and family through questions that 
appear in the middle of the video. Random choices are used to 
avoid children memorizing the pattern of question and answer. 

Know Your Strength and Know Your Weakness Scene 

 
Figure 4: Example of Know Your Strength/Weakness Scene 

Know your strength and know your weakness scene, the 
system provides a list of images about academic skills, sports, art, 
and daily activities. Furthermore, the child is asked to choose 
images according to their strength and their weaknesses. 

Know Your Emotion Scene 

 
Figure 5: Example of Know Your Emotion Scene (First Figure) 

The design of this scene is divided into two. The first scene is 
for emotion identification through images, see figure 5 and the 
second is emotion identification through video, see figure 6. The 
video scene is almost similar to the know yourself and know your 
family scene. That is when the children press the button that leads 
to this scene, a short animated video will appear and at the end of 
the video, there are some questions about emotions shown by the 
characters. Animated videos are made in short duration to 
overcome the short attention span of the children. Random choice 
is used to avoid children memorizing the pattern of question and 
answer. 

 
Figure 6: Example of Know Your Emotion Scene (Second Figure) 
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3.2. Video Content Generation 

This video content is made to know yourself, know your family 
and know your emotion indicators. For now, yourself and know 
your family indicators, the use of video is intended to create a 
social situation that can help children to recognize themselves and 
their families. While for the know your emotion indicator, the 
video is intended to help children understand emotions in 
everyday social situations. Narratives for video content is made 
so that it does not cause misperception in understanding emotions. 
One example of the narrative is as follows. 

Example 1: 

“That morning, I, my sister and my brother were reading a 
book in the living room. We read different books. 'Sis, can I 
borrow the book?’ said my brother, pointing at the book held by 
my sister. 'No you can't, I am still reading it,' replied my sister. 

Because it is not lent, my brother immediately seizes that book 
and then tore it. My sister looked at my brother cynically.” 

Example 2: 

“It was already 6:00 in the morning. My mother screamed to 
wake me up. 'Andy wakes up, it's already 6 o'clock, you will be 
late for school.' But because I was still sleepy, I didn't respond to 
my mother's call and continued to sleep. The time showed 06:30, 
my mother screamed louder and began to go to my room. 

'Son wake up quickly!!', My mother's voice was louder and 
she tried to shake my body. Then I woke up. I woke up lazily. 
'Wake up kid, it's too late! Your pickup bus has departed! You 
must be late for school.'” 

The psychologist said that two examples above are narratives 
that can be used on video content for your know emotion indicator. 
But for example 2 is an example of an unfavorable narrative for 
emotional video content because it contains ambiguous emotions, 
that is, the mother's emotions being angry because the 
brother/sister who is late getting up and the mother's emotions 
being sad because the shuttle bus has departed. The narratives 
must pass an evaluation process from a psychologist to get video 
content that is appropriate for the target audiences. 

The expected video results are far from multiple perceptions. 
So that in this research, we use 3D technology that will make it 
easy to set the camera to get the right viewpoint, so multiple 
perceptions video can be avoided. 

3.3. Character Design 

In making the characters for video content, this study utilizes 
3D technology. The character formed is also adjusted to the 
characteristics of children with dyslexia. That is by creating 
unique characters, easily recognizable and unambiguous. Such as 
the use of hijab or skirt to depict female characters, and used 
shorts with short haircuts to depict male characters. 

   
Figure 7: Example of female characters (Teacher) 

3.4. Task Generation 

Based on the background of this research, CISELexia was 
proposed as the technology solution to improve self-awareness. 
Thus CISELexia is designed based on indicators in self-awareness. 
This indicator is used as a parameter for measuring self-awareness 
increase. The indicator can be seen in figure 8. 

 
Figure 8: Indicators of Self-Awareness 

Based on existing indicators, the tasks are made on the 
CISELexia system that represents each indicator. The tasks which 
are developed in the CISELexia application are adapted to the 
indicators that will be achieved based on self-awareness theories 
which have been studied previously. This task is divided into 7 
types and represents 5 indicators, can be seen in Table 1 for more 
details. 

Table 1: Mapping Table for Tasks with Indicators 

 Know 
yourself 

Know your 
family 

Know your 
strength 

Know your 
weakness 

Know your 
emotion 

Task 1 √     
Task 2  √    
Task 3   √   
Task 4    √  
Task 5     √ 
Task 6     √ 
Task 7     √ 

• Know yourself 
For know yourself indicator, it will be accommodated by 

task 1, where there are dialogue and some exercises in the 
form of questions about identity such as name, age, and class. 

 
 
 

Self-Awareness

Know yourself

Know your family

Know your 
strengths

Know your 
weakness

Know your 
emotion

Expression

Body Gesture

Intonation
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• Know your family 
This indicator will be accommodated by task 2, by 

displaying a dialogue in the form of a social situation which 
involves exercises in the form of questions about our family, 
such as the names of parents, the number of brothers and the 
number of sisters. 

• Know your strengths 
This indicator will be accommodated by task 3, the 

system will provide various types of strength and the user 
will choose the strength that suits him. Where types of 
strength are used based on soft and academic skills. 

• Know your weakness 
This indicator will be accommodated by task 4, the 

system will provide various types of weakness and the user 
will choose the weakness that suit him. Where types of 
strength are used based on soft and academic skills. 

• Know your emotion 
These indicators will be divided into three tasks that are 

accommodated by task 5, 6 and 7. In task 5 the system 
provides various images of the social situation for analyzed 
by the user and what should we do. In tasks 6 and 7 system 
provided a social story in the form of video and then the user 
will be asked to answer the question that displayed. 

Each training task has its own game mechanics with the 
following details: 
1. Task 1-2 

Game mechanics in these tasks is a social story with the 
visual novel game model, which is a game with a fiction 
interaction game featuring a story and comes with a 
conversation as a narrative (dialogue) of each character. 
Among the dialogues that occur between actors, will be 
available questions that must be answered by the user as an 
assessment process on the indicator. 

2. Task 3-4 
Game mechanics in these tasks is that the application 

provides some choices that represent strength and weakness, 
then the user must choose some choices that represent 
themselves. 

3. Task 5-7 
Game mechanics in these tasks is almost similar to tasks 

1-2 which is the visual novel model. The difference between 
them is the question of the assessment process. In this task, the 
user is asked to understand and analyze the social situation that 
occurred. So that the user will understand the emotions of the 
characters that exist in the situation, hope the user can answer 
the question that posed. 
The whole question in the task is multiple choice. The system 

provides answer options, so the user only needs to choose the right 
answer, the user does not need to type their answer. 

3.5. The Use of Gamification Approach 

In order for CISELexia could be used to intervene in 
increasing self-awareness capabilities, the gamification approach 
is inserted in the application. The gamification approach is the 
concept of using elements of game design in a non-gaming 
context to improve user experience, learning, problem-solving, 
motivation and user engagement. Gamification on the CISELexia 
application can be seen from the scores, stars, and feedback. The 

use of score and star systems can be seen in figure 9. With the 
score, the system can trigger children to always increase score in 
each application usage. While the use of feedback is in the voice 
form at the end of the answering process. The feedback system 
can also be used to trigger children to find out their mistakes and 
try to fix them. 

 
Figure 9: Example of Score and Star Systems 

3.6. Scoring System 

The assessment used in the CISELexia system is divided into 
two types. The first, for know yourself, know your family and know 
your emotion indicators using the formula on equation 1. 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑐𝑐𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 𝑎𝑎𝑛𝑛𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑞𝑞𝑛𝑛𝑛𝑛𝑎𝑎𝑐𝑐𝑞𝑞𝑜𝑜𝑛𝑛𝑎𝑎

  (1) 

The second, know your strength and know your weakness 
indicators using the formula on equation 2. 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  �
0, 𝑖𝑖𝑖𝑖 𝐵𝐵′ ∩  𝐴𝐴
1, 𝑖𝑖𝑖𝑖 𝐴𝐴′ ∩ 𝐵𝐵
2, 𝑖𝑖𝑖𝑖 𝐴𝐴 ∩ 𝐵𝐵

   (2) 

With is a strength/weakness list based on parents or 
psychologists assessment and is a strength/weakness list based on 
the child's answer. 

4. Implementation and Result 

4.1. Implementations 

This implementation was carried out by dyslexic children 
along with their psychologists. Children will be asked to use the 
system as a form of exercise in recognizing self-awareness 
abilities, while psychologists are asked to review children's self-
awareness abilities before using the system and after using the 
system during certain intervals. 

4.1.1. Implementation Objective 

In accordance with the objectives of the research mentioned 
earlier that this study aims to investigate the effect of using 
technology in order to support dyslexic children in improving 
self-awareness. Therefore, in this implementation, the historical 
record of the children was made when they use the system. 

4.1.2. Implementation Strategy 

The implementation strategy carried out in this study was 
doing test in dyslexic children with one-month intervals, the use 
of the system was done once a week. In addition, in order to be 
able to answer the hypothesis in this study, a questionnaire was 
taken using the pre-test and post-test rubric by the psychologist to 
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see the child's self-awareness abilities before and after using the 
application. 

The initial implementation in this study was conducted by 
collecting personal data of children identified with dyslexia with 
an age range of 7-13 years. The initial implementation was carried 
out on five dyslexic children. 

This child's personal data will be used as the child's answer 
validation when using the CISELexia system. In addition, in this 
study, there are also three other types of data, namely pre-test data, 
answer data, and post-test data. 

Pre-test data is an individual respondent's personal review data 
on self-awareness ability before using the CISELexia system. 
This data is obtained from a children's self-awareness rubric 
questionnaire. The answer data is the respondent's historical data 
taken from a collection of individual answers while using the 
CISELexia system. The post-test data is the respondent's 
individual personal review data on self-awareness aspects after 
using the CISELexia system. This data is also obtained from 
children's self-awareness rubric questionnaire. 

In order to achieve the objectives of the research, the strategy 
carried out in this implementation is to test the CISELexia system 
for chosen respondents during certain intervals. In this 
implementation, it was carried out in 1-month intervals with 1 use 
each week. Then the results of changes from respondents who use 
the system compared with the average time needed by 
respondents to be able to achieve changes in the aspect of self-
awareness with a model without a system.  

4.2. Implementation result 

Based on the implementation results obtained data of a child's 
self-awareness conditions from a psychologist before application 
usage  (pre-test), during the application usage (1st-obs, 2nd-obs, 
3rd-obs, and 4th-obs) and data of child's self-awareness 
conditions from a psychologist after application usage (post-test). 
From this data, the data were categorized into 5 indicators, know 
yourself, know your family, know your strength, know your 
weakness and know your emotion. The range of values used in this 
data is 0-1. With a value close to 1 means the child is increasingly 
mastering the indicator. 

The implementation shows the average child has improved 
their self-awareness state based on the rubric questionnaire in this 
research. To see the whole result of the implementation, it can be 
seen in table 2. 

Table 2: Average score of self-awareness indicators in whole 
implementation result 

Indicators Pre-Test 
(psychologist) 

1st 
Obs 

2nd 
Obs 

3rd 
Obs 

4th 
Obs 

Post-Test 
(psychologist) 

Know 
yourself 0.973 1 1 1 1 1 

Know your 
family 0.9 0.95 0.95 0.95 1 0.934 

Know your 
strength 0.4 0.546 0.619 0.673 0.728 0.6 

Know your 
weakness 0.4 0.291 0.364 0.4 0.51 0.6 

Know your 
emotion 0.668 0.756 0.834 0.934 0.967 0.734 

Average 0.668 0.709 0.753 0.791 0.841 0.774 

The results of the study show that the average child has 
mastered know yourself indicator. It was seen that the child was 
able to complete the task from the application. The data from the 
psychologist also stated the same thing that the children increase 
their score from 0.973 to 1. 

 
Figure 10: Average Results of Know Your Family Indicators Assessment 

The average child has mastered this indicator. Seen at the end 
of the observation the child is able to complete all the tasks and 
this also shows an increase compared to previous observations. 
The same thing was also shown from psychologist data, which has 
increased from 0.9 to 0.93. But even though, there are some 
children who are still having difficulty distinguishing siblings or 
not. That’s why at the beginning of observation the values 
achieved are not perfect and the increased score from 
psychologists is low. 

 
Figure 11: Average Results of Know Your Strength Indicators Assessment 

Overall the know your strength indicator chart shows an 
increase during application usage. The results from the 
psychologist also showed an increase, based on table 2 that is from 
0.4 to 0.6. But in this case, the psychologist states that the child's 
ability to express his strength is quite difficult to master, thus 
causing a not too significant increase and some even constant, one 
of them can be seen in figure 12. 
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Figure 12: Assessment Result of Know Your Strength Indicator for 3rd Child 

Above is an example of a child who does not give an increase 
in the know your strength indicator at each observation session. 
They are still inconsistent, and sometimes they give different 
answers in each session. 

 
Figure 13: Average Results of Know Your Weakness Indicators Assessment 

For the indicator of know your weakness, it is an indicator that 
is quite difficult to be mastered by children. Therefore the average 
increase value is small (only ±0.073) and not significant. It could 
be because of the inconsistency of children in answering their 
weaknesses in each observation session. There are constant values, 
some even go down, and one of them can be seen in figure 14. 

 
Figure 14: Assessment Result of Know Your Weakness Indicator for 3rd Child 

Above is an example of a child who does not give an increase 
in the know your weakness indicator at each observation session. 
This case like on know your strength indicator, that the child still 
inconsistent, and sometimes he gives different answers in each 
session. 

 
Figure 15: Average Results of Know Your Emotion Indicators Assessment 

The implementation results show that the know your emotion 
indicator also increases for about 0.211 from the first observation 
0.756 and the forth observation 0.967 as shown in figure 15. But 
in this case, the psychologist data has a different state than the 
application, from the psychologist the increased score for about 
0.067 that is from 0.668 to 0.734. It means, the application almost 
states children have mastered this indicator, while psychologists 
say there are some points that are still not mastered by children. 
This can be seen in figure 16 where there are children with the 
same pre-test and post-test values on this indicator. 

 
Figure 16: Assessment Result of Know Your Emotion Indicator for 1st, 3rd, 

and 4th Child 

From all of the data, it can be concluded that the average score 
of rubric questionnaires given for about 10% that is from 0.668 to 
0.774. A conclusion that can be derived from the data is that the 
data is a comparison to show an increase in self-awareness value 
of dyslexic children based on rubric assessment. Percent increase 
is not a benchmark to know the good or bad of the increase 
obtained. This is because this research is the first research and 
there is no supporting research that can be used as a reference. 
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4.3. Discussion 

Implementations conducted to identify how technology gives 
the influence to help dyslexic children improve their self-
awareness abilities. Based on the analysis of the implementation 
results, there are several things that can be discussed: 

1. In making applications for children with dyslexia or similar 
children, things that need to be considered and concluded 
from this research are the creation of learning content, the 
creation of character, making tasks for learning content and 
additional details that can increase children's interest in 
learning.  

2. In the testing application that has been made, for 
applications with specific target users, it is recommended to 
go through testing and evaluation by experts. This is done to 
get results that are more targeted. 

3. For some indicators such as know yourself and know your 
family, most children have mastered this indicator, even 
though there are children who have not mastered it, at the 
end of the observation session shows an improvement. This 
might happen because the system provides feedback when 
the child gives the wrong answer, so the child can be 
triggered to find out things that they have not been mastered. 
This also been proven by [8] that feedback gives positive 
responses thereby minimizing their mistakes. 

4. For the know your strength and know your weakness 
indicator, it is a difficult indicator to be mastered by children. 
This can be seen from the inconsistency of children in 
answering and the results of the pre-test/post-test that did not 
increase significantly and some even constant. 

5. For the know your emotion indicator, from the results of 
system usage the child has a tendency to increase self-
awareness ability, but in the assessment of pre-test/post-test 
by psychologists this is not appropriate. Most children do not 
give an increase in these indicators. This might happen 
because they helped by the system by giving feedback so 
they might remember to do not make the same mistakes and 
be motivated to improve their answers. Besides that, the use 
of points and rewards can also provide encouragement and 
motivation during the treatment process. This is also proved 
by [8]. This was also done during treatment with a 
psychologist, they always gave feedback on their answers. 
But in reality children still have not mastered this ability 
during the research period. In traditional treatments, children 
usually need approximately three months to be able to make 
an improvement in this indicator. 

6. Based on the implementation results overall CISELexia can 
increase the child's self-awareness state according to the 
average score of rubric questionnaire given for about 10% 
that is from 0.668 to 0.774. 

5. Conclusion 

This study aims to design and develop an aid that can give 
influence in helping dyslexic children solve their emotional 
problems by increasing their self-awareness. In line with this the 
implementation results show increasing in self-awareness 
assessment, this can be seen from the increases average score of 
rubric assessment of self-awareness for about 10%. It proves that 
children tend to improve themselves in looking for answers to 

things they have not mastered. It can be said that by using the 
CISELexia system they triggered to more curious about 
something. And the existence of the scoring system makes 
children have the motivation to improve themselves. 

Overall this system still has possibilities for further 
improvement. Some suggestions that might be done for further 
research: add a variety of social story scenarios to increase data 
diversity in practicing know your emotion skills. It would be better 
to give leveling on learning emotion. Then it would be better to 
add a response made by the child against the social situation faced 
by the child to find out how far the know your emotion indicator 
is mastered. 
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 This study investigated thermoelectric cooling system performances to cool the water 
flowing inside a water block.  The experiments employed two identical thermoelectrics model 
TEC2-25408 with an overall dimension of 40 mm x 40 mm x 6.4 mm. The cold side of the 
thermoelectric was affixed to the top surface of the water block, while the hot side of the 
thermoelectric was attached to the heat pipe. The mass flow rates of the water were varied, 
i.e. 1 g/s, 1.5 g/s, and 2 g/s. Calibrated K-type thermocouples with an uncertainty of ± 0.5°C 
were used for measuring the temperatures. The experiment was observed for about 5 hours. 
All data were recorded using the data logger DAQ MX 9714 NI that was connected to the 
PC with the LabView program. The results show that raising the mass stream rate increases 
the cooling capacity and the COP. However, the effect of the mass stream rate on the water 
temperature at the outlet is unclear. In general, the thermoelectric has less advantage for 
cooling flowing water. 
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1. Introduction  

The cooling system for electronics develops continually in 
accordance with heat pipe technologies for removing heat rates 
from CPU. With its compact shape, high heat dissipation, and 
easy maintenance, the combination of heatsink-heat pipes 
becomes the right solution to cool the hot side of the 
thermoelectric module (TEM). The advantages of thermoelectric 
cooling system (TCS) are: (i) no heavy components, (ii) not noisy, 
(iii) small and compact, (iv) easy to maintain. However, the 
system also has disadvantages; e.g. small capacity, low COP 
(even less than 1) as reported in Ananta et al. [1], Mirmanto et 
al. [2, 3]. Ananta et al. [1] studied a thermoelectric cooler box 
for cooling drinking water. The aim of their study was to know 
the effect of thermoelectric electrical arrangements on the 
cooler box COP. The TEMs were arranged in parallel and 
series electrical connections. Meanwhile, Mirmanto et al. [2] 
investigated the effect of heat dissipation units on the cooler 
box performances. Nevertheless, they all used the TEMs to 
cool the water in plastic bottles placed inside the cooler box. 
The water did not flow at all. Cooling static water (not flowing 
water) seems to be easy because the water temperature 
decreases with time.   

Different from cooling static water, cooling flowing water 
is more complex because the inlet water temperature is 
constant; it does not decrease with time. Therefore, this may 
need a lot of energy. When the thermoelectric used is just one 
or two, the water may not get low temperatures at the outlet. 
The temperature difference between the inlet and outlet is very 
small. This means that cooling purposes cannot be achieved. 
Azimi et al. [4] reported that the decreased temperature of 
flowing water that was cooled using thermoelectric was around 
1.2°C. Ahamat et al. [5] cooled the flowing water using TEM 
with the hot side of the TEM cooled using water. They found 
their COP was greater than 1, i.e. 4.5.  However, the water 
temperature at the outlet was not revealed. Recently, Ardian [6] 
conducted an investigation using TEM to cool flowing water 
inside a water block. He found a similar phenomenon. He 
obtained the difference in temperature between the inlet and 
outlet was just only 4°C. Further, studies on the use of TEMs, 
unfortunately, are still limited. Therefore, not much 
information can be reviewed.   

In general, researches on TEMs that have been done are to 
cool stationary water; e.g drinking water, water in bottles, 
water in a tank, stationary air or solid materials. The flowing 
water or air is usually used to cool the hot side of the TEM; e.g. 
Jugsujinda et al. [7],  Enescu and Spertino [8], Kin et al. [9]. 
For the above background, this study tries to explore the 
possibility of TEMs to cool flowing water. The aim of this study 
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is to investigate wheater the TEM is proven able to reduce the 
temperature of streaming water significantly.  

2. Research Method 

2.1. Experimental Set-up 

To know the ability of the TEM for cooling flowing water, 
experiments are set as follows. This study uses an experimental 
method, i.e. testing the research apparatus to obtain data that are 
required to answer or solve the problem statement. The schematic 
diagram of the research apparatus is shown in Figure 1. The 
apparatus consisted of a water block, two TEMs, two heat pipe 
units, a water pump, a small radiator, a flowmeter, and a small 
water tank. The material investigated was water flowing in a water 
block as indicated by Figure 2. The water block dimension was 
200 mm x 40 mm x 10 mm, and it was made of aluminum. The 
water block comprised of 15 fins inside with a thickness of 1 mm. 
The mass flow rate of the water was varied; e.g. 1 g/s, 1.5 g/s and 
2 g/s, and measured using a flowmeter model FL1000 with an 
accuracy of ± 0.1 g/s. Type K thermocouples, which were 
calibrated, were used to measure all temperatures and the total 
numbers of thermocouples employed were 18. The uncertainty of 
the temperature was ± 0.5°C obtained from calibration. The 
temperatures were recorded directly using a data logger NI-
cDAQ9174 so that all temperatures were recorded simultaneously. 
Meanwhile, the power supplied to the TEMs was of approximately 
82.2 W. 

Two TEMs model TEC2-25408 were utilized in this study. 
They were installed on the water block. The cold side was faced 
to the water block, while the hot side was stuck on the heat pipe. 
Further, the water block was also insulated using an aluminum 
foil sponge. The heat rate from the water block was absorbed by 
the cold side of the TEMs, and then it was thrown away to the heat 
pipe on the hot side of the TEMs. The heat pipes employed were 
double fan heat pipe because each heat pipe had two fans.  The 
photograph of the heat pipes installed and the dimension of the 
water block is shown in Figure 2.  

Water was circulated throughout the test rig using a small pump. 
From the tank, water flowed to the flowmeter. Before passing 
through the flowmeter, the mass flow rate of water was adjusted 
using valves 1 and 2. Using this adjustment, the water mass flow 

rate could be controlled and suited. From the flowmeter, water then 
flowed to the water block, where two thermoelectrics were 
installed. The temperature of water decreased after passing the 
water block, and then water streamed to the heat exchanger. In the 
heat exchanger, the water gained heat again and the water 
temperature increased. From the heat exchanger, the water returned 
to the tank, and circulated again and so on. 

2.2. Data Analysis 

Analyzing experimental data can only be performed after 
some experiments are conducted. Data that are analyzed are 
temperatures, mass flow rates and power given to the TEMs. The 
data are analyzed using some equations that have been available 
in the published papers or books. From the analysis, some 
dependent variables are obtained and known; e.g. Qc, Qh, P, and 
COP. Then from these variables, a conclusion can be made. The 
conclusion will give us information about whether the TEM is 
potentially used to cool the flowing liquid or not. 

In the use of Peltier principles, one side of the TEM becomes 
hot and the other becomes cool. The hot side temperature of the 
TEM can be estimated using equation (1) that can be found in 
Mirmanto et al. [3], Jugsujinda et al. [7], Abdul-Wahab et al. [10], 
Wahyu [11].  

hh QTT θ+= ∞                        (1) 
 

Th is the hot side temperature of the TEM (°C), T∞ represents the 
ambient temperature (°C), ϴ is the thermal resistance of the TEM 
(°C/W) and Qh is the heat rate (w) that is released by the hot side 
of the TEM. 

The temperature difference between the cold side and the hot 
side of the TEM, ∆T, can be obtained using equation (2). This 
equation is adopted from [2, 3, 7, 10] and Mani [12]. 

 
ch TTT −=∆                      (2) 

Figure 2: Water block and heat pipe; (a) positions of the thermocouples on the water 
block (unit in mm and without scaling), (b) double fan heat pipe installed on the 
water block, (c) TEM type TEC2-25408, Ardian [6]. 

 
Figure 1: Schematic diagram of the research for cooling flowing water using 

TEMs, HP is heat pipe, HE is heat exchanger. 
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( ) fpoipc TcmTTcmQ ∆=−=    (4) 

 
ṁ is the water mass flow rate (kg/s), cp is the specific heat 
(J/kg°C ), and ΔTf is the difference in temperature of the water, 
which is equal to the inlet temperature minus the outlet 
temperature at the water block (°C). cp is determined using bulk 
temperature. The bulk temperature is equal to (Ti + To)/2 as 
suggested by Incropera et al. [16]. 

The electrical power supplied to the TEM can be estimated 
using equation (5), and it can be obtained in Incropera et al. [16], 
Cengel and Boles [17]. 

 
VIP =                                           (5) 

 
Th is the hot side temperature (°C) and Tc is the cold side 
temperature (°C). The relationship between heat rate of hot and 
cold sides of the TEM can be expressed by equation (3). This 
equation was taken from [1-3, 12]. 
 

PQQ ch +=                        (3) 
 

Qc is the heat rate of the cold side of the TEM (W), and P is the 
DC electrical power given to the TEM (W). Equation (3) was also 
used by Nugroho [13], and Ramdhan [14]. Qc is also called a 
cooling load/ capacity that can be predicted using equation (4). 
This equation can be found in Holman [15], and Ardian [6].  
 

P is the electrical power (W), V is the voltage (V), and I is the 
current (A). The voltage and current can be measured directly 
using a multitester. Meanwhile, the performance, which is noted 
by COP, can be predicted by equation (6), which was taken from 
Jugsujinda et al. [7]. The COP of the TEM usage is smaller than 
the COP of the compression refrigeration system as revealed in 
Wang et al. [18]. 

P
Q

COP c=                                          (6) 

COP is the Coefficient of performance. 

3. Results and Discussion 

This study aims to cool water using a TEM with a heat pipe as 
the heat dissipation unit. The heat pipe is chosen because of the 
previous research has shown that the heat pipe can remove much 
heat rate compared to a heat sink with a fan as reported in Anggani 
[19]. The results of recording temperatures are shown in Figure 3.  

Figure 3 indicates temperatures Tc and Twb. Tc and Twb increased 
drastically at just after a second. After a few seconds, they become 
flat or even sometimes they increased. They increased because the 
room used for conducting experiments was not conditioned.  When 
the ambient temperature increased, the temperatures of water and 
water block increased too. This actually indicated that the TEM 
could not absorb much heat from the water block containing 
flowing water. The TEM seemed not able to resist the small change 
in the ambient temperature. Meanwhile, the temperature of the hot 
side of the TEM increased drastically after a second and then it 
became constant. In Figure 3, the effect of mass flow rate on Tc is 
significant. The recorded Tc is presented in Table 1. Mass flow rate 
increases, Tc and Twb also increase. This indicates that at higher 
water mass flow rates, the TEM cannot decrease the outlet 
temperature at the water block exit. This phenomenon is really 
different from the thermoelectric cooling system performance for 
cooling stationary water. Cooling the stationary water could have 
lower temperatures, e.g. 13°C as reported in [2, 3], and Mirmanto 
et al. [20]. Furthermore, at around the initial time of running the 
machine, Tc and Twb decreased sharply while Th increased 
drastically. This was due to the character of the TEM. When the 
current flowed to the TEM, the cold and hot sides of the TEM 
suddenly changed. The cold side became cold abruptly, and the hot 
side became hot rapidly. However, after a moment, the heat 
transfer equilibrium took place, so that all temperature became 
constant or sometimes they raised due to the increase in ambient 
temperatures. 

As shown in Table 1, Tc raised with an increase in mass flow 
rates. The temperature difference for each other was almost 1°C. 
This phenomenon was due to the constant power of the TEM. The 
power of the TEM affected greatly the capability of the TEM to 
absorb heat. Therefore, when the cooling load increased due to the 
rise in the mass flow rate, Tc elevated because the cold side of the 
TEM was no longer able to transfer heat. This was also found by 
Mirmanto et al. [20]. Nevertheless, Tc influenced the room and 

 
Figure 3: Relationship between temperatures and time; (a) 1 g/s, (b) 1,5 g/s, (c) 2 g/s. Tc: is cold side temperature of TEM, Th: hot-side temperature of the TEM dan 

Twb: average water block temperature. 
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water temperatures inside the cooler box. When Tc increased, the 
room and water temperatures raised as reported in [20]. In this 
study, when Tc elevated, the average water block also increased as 
shown in Figure 3. 

Table 1: Recorded Tc at several mass flow rates 

 Time Tc (°C) 
(s)  at 1 g/s at 1.5 g/s at  2 g/s 

0 28.26 28.15 28.04 
1800 19.43 20.57 22.85 
3600 20.36 21.12 23.26 
5400 20.82 21.56 23.31 
7200 20.94 21.96 23.85 
9000 21.23 22.44 23.78 

10800 21.31 22.35 24.03 
12600 21.41 22.34 23.91 
14400 21.38 22.66 24.06 
16200 21.39 22.95 24.20 
18000 21.69 23.18 24.04 

 

To analyze the ability of the TEM further, Figure 4 is presented. 
Figure 4 indicates the relationship between Qc and time at several 
water mass flow rates. Figure 4 demonstrates that Qc is constant 
with time. However, increasing the water mass flow rate elevates 
Qc.  This is suitable for the theory of Holman [15] or agrees with 
equation (4). The outlet temperature, To, decreased drastically at a 
few seconds, but then it increased gradually. This was due to the 
effect of ambient temperature. The research was started in the 
morning at 08.00 am and finished in the afternoon at 01.00 pm. 
Therefore, the ambient temperature increased, and consequently, 
the outlet water temperature, To, increased. Figure 5 shows the 
outlet water temperature, To. The effect of water mass flow rates 
on the outlet water temperature is unclear. The lines of outlet 
temperatures are touching each other at the uncertainty of ± 0.5°C. 
This could be due to the fluctuation of To. To and other 
temperatures were affected by the ambient temperature, therefore, 
To fluctuated depending on the ambient temperature. 

 
Figure 4: Relationship between Qc and time at several mass flow rates of water 

 
 

Figure 5: Relationship between To and time at several mass flow rates of water. 
 

 
Figure 6. Relationship between COP and time at several  mass flow rates of water 

Another variable examined in this study is COP. The 
experimental COP is presented in Figure 6. COP indicates the 
performance of the cooler box, i.e. cooling capacity divided by 
power supplied to the TEM (or system) as expressed by equation 
(6). The power supplied to the TEM is calculated using equation 
(5). The calculated COP is given in Figure 6 at the three different 
mass flow rates. Similar to the cooling capacity's trend, COP 
increases drastically and then it gets persistent. This phenomenon 
occurs for the three mass flow rates. In Figure 6, it is clear that 
COP is affected by the mass flow rate. As the mass flow rate raises, 
COP elevates. This can happen due to increased cooling capacity, 
while the power supplied to the TEM is constant. This 
phenomenon was also found by Ramdhan [14], Mirmanto et al. 
[20]. Nevertheless, they used the cooler box for cooling water in 
plastic bottles. Their COP increased with an increase in the water 
volume. Further, COP obtained in this study and by Ramdhan [14] 
and Mirmanto et al. [20] is still lower than 1. 

4. Conclusion 

Experiments have been done to investigate the ability of the 
TEM to cool the flowing water. The TEMs used were two 
pieces with the electrical power of 82.2 W and the mass flow 
rates of the water employed were 1 g/s, 1.5 g/s, and 2 g/s. Some 
findings are as follows: 

1. In general, the trend of the temperature in accordance 
with the results obtained by the previous researchers. 

2. The effect of the mass flow rate on the cooling capacity 

http://www.astesj.com/


M.Mirmanto et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 268-272 (2019) 

www.astesj.com     272 

is clear. Increasing the mass flow rate elevates the cooling 
capacity. 

3. The effect of the mass flow rate on the outlet temperature 
is unclear. 

4. The temperature of the water block elevates as the mass 
flow rate increases. The minimum temperature of the cold 
side of the TEM at 1 g/s is 19.43°C, at 1.5 g/s is 20.57°C 
and at 2 g/s is 22.85°C. 

5. COP raises with the increase in mass flow rate. 
6. The water temperature is affected greatly by the ambient 

temperature. 
7. Cooling flowing water using TEC is not powerful. The 

TEM is better to be used for cooling the stationary liquid. 
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 The problem of planning and location of loading/unloading (L/U) areas attracting interest 

from several researchers. This is mainly because of the heterogeneity of information and 

the great complexity of logistics flows. Among the projects of the urban logistics in 

Morocco, the L/U areas represent an essential importance in the deliveries to the centers 

of the agglomerations. In light of this context, this work proposes a methodology for 

planning and location of L/U spaces for urban freight vehicles taking a commercial street 

in Morocco as a case study. Therefore, the proposed framework details the different steps 

of planning of L/U areas since the elaboration of the commercial map of the study area 

until the phase of sizing and location. Then, we study the applicability of this system, making 

a detailed proposal of the physical arrangements will be put in place, and the principle of 

spatial and temporal organization of deliveries, aiming at the best match between available 

supply and demand.  
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1. Introduction  

 

The urban freight transport (UFT) is an important activity that 

accounting for 15% to 20% of urban mobility [1, 2]. Thinking 

about UFT also means thinking about the organization of urban 

space, business development, the environment and people's quality 

of life. The arbitration between the different components of UFT 

and the uses of roads is particularly complex [3, 4].  

Indeed, the road network and the public space represent a place of 

conflict between the UFT vehicles and other urban activities, 

particularly in mixed residential and commercial quarters. This 

conflict results in congestion, illegal parking and accidentality. 

Hence the better management of the organization associated with 

UFT vehicles is much needed. In this context, delivery areas 

represent a real opportunity in urban areas to facilitate the 

delivery/pick-up of UFT vehicles, ensure accessibility to delivery 

drivers, and reduce congestion [5].  

In light of this context, this work proposes a methodology for 

planning and location of L/U areas in the case of a commercial 

street in Morocco. Our article begins with a state of the literature 

in order to understand the problem of organizing the transport of 

goods in the city in relation to the concept of L/U areas. The 

knowledge of theoretical and empirical work will give the efficacy 

to our work. The second step is to consolidate these achievements 

by proposing an approach in which we successively describe the 

different stages of preparation for the implementation of the L/U 

spaces. The next step will take the case of a commercial street in 

Morocco for the implementation of the proposed approach. We 

present the results obtained in this way. 

 

2. Background  

The terminology for loading/unloading areas has not 

standardized: delivery area, service area, or even, on some panels, 

stop minute can designate these spaces [6,7]. These spaces 

represent a stopping point for vehicles loading or unloading the 

goods [9]. They are located on public roads, usually in front of 

shops, supermarkets, restaurants or grocery stores. The term 

"stop" means the momentary stopping of a vehicle on a road for 

the time necessary to allow the loading or unloading of the freight 

vehicle [9].   

There are many authors in the literature that focus on 

identifying best practices in the location and improvement of L/U 

spaces. In 2009, the French Center for Studies on Networks, 
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(CERTU 1 ) published a guide on planning these spaces that 

provides a rough quantification of delivery area requirements, and 

a set of recommendations to improve their management.  

In the same way, [7-9] proposed an approach to designing and 

operating the delivery areas stating the steps to achieve that. 

In addition, [10] proposed the Monte-Carlo method to 

simulate the operation of L/U areas. We also refer to [11] who 

proposed the combination of two models (FRETURB & DALSIM) 

allowing the dimensioning and the allocation of the delivery zones 

by taking into account the impacts on the flows of global traffic 

and give an example of implementation in the city of La Rochelle.  

In addition, [12] proposed a hybrid method between the 

FRETURB model and the CERTU method to quantify the 

demand for delivery areas. Even more, [13] proposed technical 

solutions to improve the number and locations of delivery spaces 

with a practical application on the city of Bologna in Italy.  

The concept of delivery areas has also been studied by [8] who 

proposed a set of policy recommendations to increase the 

availability of these spaces by taking New York City as a case 

study.  The authors [14] studied the concept of reservation and 

control of delivery areas in the case of a shopping street. They 

proposed a number of operating scenarios based on punctual 

deliveries and pickups, using a comprehensive database of UFT 

traffic and parking conditions.  

Other relevant contributions to this area don’t necessarily 

address all the design and layout practices of the L/U spaces but 

focus on the location and improvement of these spaces. In this 

sense, [15-17] assessed the impact of changing the number and 

location of delivery areas on the level of illegal parking practices. 

The authors in [18] developed for the case of the city of Seville, a 

model for optimizing the location of delivery spaces by evaluating 

the effect on the cost of the delivery system. In addition, [4] have 

developed a model for assessing and optimizing the location of 

delivery areas based on meeting the logistical needs of 

commercial establishments associated with the frequency of 

goods movements generated in the study area.  

From the same angle, [19] addressed the problem of location 

of parking areas. They proposed a model to sample the arrival 

intervals and service times of trucks using these areas. 

Finally, in another contribution, we find [20] who proposed, 

in their project Future Delivery Area, a new concept of operation 

of delivery areas based on the principle of prior booking by 

delivery drivers managed by a delivery information system. In 

addition, the same principle has been studied by [21] introducing 

the environmental parameter within the reservation of delivery 

areas. 

According to this literature review, we conclude that existing 

research on the organization of urban freight transport across 

delivery areas is rich and can be divided into two parts. On the 

one hand, there is the theoretical and empirical work that has 

proposed methods for the design and operation of delivery areas 

in several stages. On the other hand, some works have not focused 

entirely on organizational practices but rather on the study of the 

 
1 CERTU Report, Planning delivery areas - Guide to quantification, their location 
and design, 2009, 52 pages. 

impact of implementation or change of the configuration of 

delivery spaces on mobility, congestion and anarchic parking 

practices.  

 

3. Proposed methodology 

Indeed, a good management of the traffic and the parking of 

the vehicles of the UFT pass by a good management of the 

delivery areas in order to adapt the supply of areas to the demand 

of displacements [4]. To do this, it is necessary to know this 

demand exhaustively, which means:  who? (What type of trade); 

When? (Critical time slots); What? (Type of vehicle that serves 

the trade); and how much? (Frequency of deliveries / pick-ups) 

[22,23].  

Based on the theoretical and empirical work that we discussed 

previously, we propose an approach through which we address all 

the steps of the planning and the location of the delivery spaces in 

study area (Figure 1). 

 
 

Figure 1: Proposed methodology of planning and location of L/U spaces. 

3.1. Step 1: Choice of the study area  

Although the delivery area development guide proposed by 

Certu1 declares that there is really no minimum quota regulating 

the creation of delivery areas, we can remember that the 

implementation of a first delivery area can be done from 50 

weekly movements [4-7]. Therefore, the study area must 

represent a living pond both functionally (employment, daily 

mobility) and economically (activity and product exchange basin) 

[21]. It should be in a densely populated area [3]. Given that the 

cost and time are required to carry out this type of study, it is 
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necessary to proceed to a specification of the study area in order 

to guarantee a good representation of the commercial activity, 

which will serve as a basis for extrapolating the studies and 

hypotheses of movement generation at other study areas [6]. Thus, 

the area under study should allow us to observe, understand and 

measure how the UFT participates in the occupation of the road. 

 

3.2. Step 2: Development of commercial and industrial mapping 

of the study area 

This step consists of identifying the movements of all 

industrial and commercial activities in the study area [16]. Since 

it is a movement mapping, it must later allow a spatial 

presentation of the study area. By indicating the commercial 

typology on a background, it will be possible to identify traffic 

areas by activities, and thus give these zones characteristic 

movement generation ratios.  

 

3.3. Step 3: Generation of movements  

This step consists of determining the generation of goods 

movements through the census and the observation of the logistic 

functioning of all the industrial and commercial activities. 

According to [4,9,11,13,19] a movement generation study is 

based on two complementary methods: a quantitative method and 

a qualitative one. The prioritization of one method over the other 

is not specified in the above-mentioned works.  
 

Quantitative method 
 

This method is based on the criterion of movement ratio. From 

the commercial survey of the study area, it is necessary to define  

 

an average coefficient of movements generated per week for 

each type of activity. Thus, it has been shown that the average 

number of movements generated by a point of sale is strongly 

correlating with the type of activity exerted by this point of sale 

[15,9,19]. Therefore, the number of delivery areas is calculated 

from the following relation1: 

 

    Theoretical number of loading/unloading areas = 
 

  (∑Number of activities by type × ratio of Mvts) /           (1) 

    (∑Mvts generated by a delivery area with full potential) 
 

 

*(Mvts: Mouvements) 
 

Indeed, the knowledge of the movements generated per week 

and by typology makes it possible to establish the total number of 

movements generated in a given perimeter. Therefore, the 

theoretical number of delivery areas can be obtained by dividing 

this total by the average number of weekly movements that can be 

processed by L/U area used to its full potential. This theoretical 

number represents a first estimate of the need in the delivery area. 

The subsequent conduct of a field survey at the local level is 

necessary to refine the results obtained. 
 

Qualitative method 

This method is based on the results of field observations. It 

concerns the types of activities that are the subject of a 

qualification of their main characteristics as generators of 

movements of goods. Example of car dealers, banks ... etc.  

In Table 1, we describe the characteristics and logistic 

functioning of this type of activity [6]: mapping of the movements 

generated at the level of the study area. However, as with many 

design principles, it is desirable to know the maximum stress to 

determine the provisions that will be implemented [9]. To refine 

this constraint, the motion analysis stage provides qualitative 

information on the nature of the movements generated according 

to the commercial typology [4]. 

Table 1 : Qualitative description of the movements of activity 
 

Activity Characteristic  
 

Logistic operation 

Coffee shops 
Most of the time, this type of establishment receives daily delivery by 
specialized wholesalers. These long and bulky deliveries require 
proximity to the trade. 

• One delivery per day 
•  Long and bulky 
• Heavy weights 

Department stores 
Most of these establishments have integrated supply logistics (their 
own delivery areas and do not use those in the public space). However, 
some of them do not have private delivery areas. 

• Several deliveries a day. 
• Integrated Supply Logistics. 
• Heavy weights 

Car dealers 
This type of establishment causes many problems during delivery such 
as street blocking. Most of the time, the delivery is done with an 
appointment. 

• Very bulky  
• Delivery often taken with 

appointment. 

Banks   
This type of establishment requires specific treatment. In most cases, 
there is a reserved space for parking. 

• Various movements per day 
• Requiring a specific parking 

space. 

Pharmacies  

This type of establishment is subject to frequent deliveries during the 
day, but these deliveries are generally short-term. It is therefore not 
always necessary to consider them, as the delivery areas are rarely 
used for such short stops. 

• Frequent deliveries 
• Short term (2minutes) 

 

Tertiary service  
This activity class mainly generates small delivery or removal 
movements by courier companies. These movements happen on a 
daily basis and spread over the entire working period. 

• Small movements.  
• Daily movements spread 

over the entire work period. 
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From these two complementary methods and information 

collected in the field, it is possible to draw up an effective  
 

3.4. Step 4: Movements analysis 

This stage of the diagnosis aims to determine the critical 

characteristics allowing the good dimensioning of the 

arrangements and the good logistic operating of the operations of 

deliveries / pick-ups in the study section. This is to describe the 

nature of the movements by type of business, specifying in 

particular the typology of vehicles and the handling tool. The 

necessary data for this step are [7-15]: 
 

• The duration of the movements to define an average 

rotation rate and, apriority, the number of delivery areas 

required to ensure demand [24]. 

• The type of vehicles used to define the right-of-way of the 

delivery areas. The classification of vehicles can be done 

according to several criteria [4]. 

• PTAC: This is the authorized loaded weight. It 

represents the maximum authorized mass for a road 

vehicle as stated in the Highway Code. It includes the 

weight of the unladen vehicle, the maximum load of 

goods and the maximum weight of the driver [25]. This 

criterion classifies the freight vehicles into two 

categories: light utility vehicles (LUVs) with a PTAC 

of less than 3.5 tones and heavy vehicles (HV) with 

PTAC greater than 3.5 tones. 

• Dimension: This includes the length and width of the 

vehicle as well as the floor area (length × width). These 

data are necessary for the size of the delivery areas. 

• Handling tool used by the type of vehicle and the type of 

movement (pick-up or delivery). These data make it 

possible to approach the part of movements and vehicles 

requiring a handling tool. They provide an indicative 

image for the logistical diagnosis that serves as a guide for 

the layout of delivery areas in order to facilitate handling 

operations [21]. 

 

3.5. Step 5: Location of loading/unloading areas 

This step is based on the analysis of accessibility [20]. From 

the traffic and parking conditions of goods transport vehicles, it is 

necessary to define the level of accessibility to the signs or service 

point. As a result, the analysis of accessibility is carried out on 

two levels: superficial analysis and specific analysis [4-18].  

The first one indicates that the location of the loading/unloading 

area must be must determine in such a way that a parking 

management is sufficient to clear space for deliveries, and located 

in a way so as not to impede the visibility of users (professionals 

and particular) on other signaling equipment (bus area, signs, 

traffic lights ...) [11]. 

In the superficial analysis stage, the level of accessibility is 

roughly quantified at each point on the sidewalk, but without 

 
2http://worldpopulationreview.com/countries/morocco-population/cities/ 
 

 

taking into account the differences between these points, that is to 

say [24]: 

• How many movements do they generate? 

• At what times of the day do they generate them? 

• What types of vehicles serve them? 

• Which handling tools use the freight vehicles? 

• What is the time required for each of these deliveries? 

4. Case study 

4.1. Presentation of study area 

Our choice was focused on the city of Fez as a case study. It 

is the second largest city in Morocco after Casablanca with a 

population of 1.1million in 20142. The city accounts for nearly 

62%3 of the industrial fabric of the Fez-Meknes region, occupies 

a privileged place in the national industrial fabric and contributes 

to the socio-economic development of the region and 

consequently of the country. 

As previously stated, the quantification of the need for 

loading/unloading areas must be carried out on a coherent 

perimeter representative of a high commercial density. Therefore, 

we chose the Mohammed Zerktouni Street as a case study. It is a 

single-store residential and commercial street (that is, one-way 

traffic) that stretches for 600 m. Located in the city center, the 

street begins with the entrance "Atlas" and ends with an exit to 

Avenue Mohammed Esslaoui. We divided this avenue into four 

sections. Considering the cost and the time of realization of this 

kind of study, we decided to carry out the survey on section 1.  

The figure 2 presents the study area: 
 

 
Figure 2: The study area –Mohammed Zerktouni Street 

The study zone extends over a length of 205 m from the main 

entrance of Mohammed Zerktouni Street to the "Patrice 

LEMOMBA". Indeed, this part is characterized by the existence 

of two inputs and two outputs. At 95 m from the main entrance, 

there is a two-way road (Entrance / Exit) through which the 

vehicles of urban freight transport transit at the Mohammed 

Zerktouni Street. Thus, the width of the section is about 8 m; the 

municipality has reserved 2m on both sides for parking. This 

means that it is indeed a narrow commercial street. 

3http://fesmeknesinvest.ma/sites/default/files/Pr%C3%A9fecture%20de%20F%C
3%A8s.pdf 
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In Figure 3, we have illustrated all the dimensions of section 1. 
 

 
Figure 3: Study area layout 

4.2. Mapping of commercial and industrial movements of the 

study area 

To elaborate the mapping of the commercial and industrial 

movements of the study section, we conducted a survey that 

spanned a period from mid-November 2017 to the first week of 

April 2018. Through which, we will observe, understand and 

measure how the urban freight vehicles participates in the 

occupation of roads. This is a two-part inquiry. The first part 

concerns all the field visits carried out in order to understand the 

logistic operation, to identify the problems and to draw up the 

survey of the commercial and industrial typology of the study area. 

Through the field visits, we developed the commercial and 

industrial mapping of the study area (Figure 4): 

 
Figure 4: Mapping of commercial and industrial activity of the study area. 

4.3. Quantification of the number of loading/unloading spaces  

In this step, we have conduct a survey on the study area, in 

order to calculate the number of loading/unloading areas through 

the estimation of weekly movements generated by each 

establishment (Table 2). 

 According to the results of the survey, 60% of deliveries are 

making between 8:00 a.m. and 12:00 noon. Thus, a 

loading/unloading area can process an average of four deliveries 

per hour [22], bearing in mind that   the   commercial   activity is
 

 

Table 2: The movements generated by industrial and commercial activities in the study area 
 

   

Monday Tuesday Wednesday Thursday Friday Sunday 
Sum of 

movement 

per week 

Number 

of 

service 
points 

Average of 
movements 

generated 

per week / 
point of 

service 

Mvts / 
point of 

service                           

(Rounded 
to the next 

integer) 
Activity 

Services (Bank, Offices, 
Gas Station) 

8 7 2 6 3 6 32 11 2,9 3 

General drugstore 14 12 4 12 6 16 64 10 6,4 6 

Warehouse 3 3 1 2 0 2 11 1 11 11 

Industrial & hydroelectric 

equipment 
7 5 3 6 2 8 31 4 7,8 8 

Building Materials (Wood, 

Cement) 
2 1 1 2 1 2 9 1 9 9 

Ceramic, Marble & Granite 4 3 1 3 2 3 16 3 5,3 5 

Grocery 2 2 1 2 2 2 11 1 11 11 

Car accessories 1 1 0 1 1 1 5 1 5 5 

Sanitairy 3 2 0 1 1 2 9 2 4,5 5 

Electric tools 13 11 3 11 3 14 55 8 6,9 7 

Ferrous materials 2 1 0 1 0 2 6 1 6 6 

Automatic Electronics and 

Computer Equipment 
2 1 0 2 0 3 8 1 8 8 

  
TOTAL 61 49 16 49 21 61 257 TOTAL 83,8 84 
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carried out 6 times a week. Therefore, a delivery area can handle 

6 * 16 deliveries, even 96 deliveries a week between 8h and 12h. 

Therefore, the number of loading/unloading spaces can be 

obtained by summing the weekly movements generated by each 

establishment (257 mouvements) and then dividing by the 

average number of weekly movements that can be treated by a 

loading/unloading area in its full potential. Therefore, the frame 

study zone requires the development of three loading/unloading 

areas as following: 
 

Number of loading/unloading areas = 257/96 ≅ 3        (2) 
 

However, it is important to know the conditions of movement 

generation to determine the provisions that should be 

implemented. The motion analysis part thus makes it possible to 

refine this constraint. 
 

4.4. Movement Analysis  

This step aims to determine the critical characteristics 

allowing the good dimensioning of the arrangements and the good 

logistic operating of the operations of deliveries / pick-ups in the 

study section. This is to describe the nature of the movements by 

type of business, specifying in particular the typology of vehicles 

and the handling tool. 
 

We started with the typology of the vehicles borrowing the 

perimeter of study. From the field visits that we have made, we 

distinguish between four categories: Motorcycle & tricycle, cars, 

light utility vehicles (LUVs) and heavy vehicles (HV).  

In figure 5, we present the results obtained from the survey 

about the use of these categories of vehicles according to the type 

of activities present in the study area: 

 
 

Figure 5: Distribution of mouvements by vehicle type. 
 

The presence of heavy vehicles is a determining factor for the 

sizing of loading/unloading areas. The figure 5 show that 80% of 

deliveries operations are made by LUVs and 19% by trucks.  The 

LUVs represents the category of vehicles with a length between 6 

and 8 meters. The HV vehicles represents the category with a 

length between 8m and 15m. To ensure easy access to the area, 

the recommended dimensions are 12 to 15 meters in length and 

2.20 to 2.50 meters in width for the size of the area [23]. 
 

The second point of analysis concerns the duration of the 

movements. It determines the possible turnover rate per 

loading/unloading area. The figure 6 shows the distribution of the 

duration of movements by type of movements: 
 

 

Figure 6: The distribution of the duration of movements by type of vehicle 

By interpretation, more than 50% of pick-ups movements last 

more than 15 minutes. While 60% of delivery movements less 

than half an hour. The movements that last between 30 and 60 min 

represent mostly deliveries. For other types of operation, 90% do 

not exceed 30 minutes. Based on these results, the possible 

turnover rate per loading/unloading area is between 15min and 30 

minutes.  

Concerning the handling tools, the results of the survey show 

that 65% of the movements realized by the trucks lead to a devil, 

trolley and pallet truck that represents 30%. The figure 7 

summarizes the results obtained: 
 

 
 

Figure 7: Use of handling tools by type of vehicle 

For the LUVs, 60% of the movements are done by hand and 

40% by devil, trolley, pallet truck and wheelbarrow. These data 

are essential for a good adaptation of the offer in delivery areas 

on demand.  

For this, the lowering of the sidewalk for part of the area is 

important to facilitate handling operations. 
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Figure 8: Location plan of loading/unloading areas in the study zone 

 

4.5. Location of loading/unloading spaces  

As mentioned earlier, the location of L/U areas is based on two 

types of analysis. On the one hand, the superficial analysis means 

that the location of the delivery area must be close to the shops 

receiving the highest frequency of deliveries and / or next to the 

activities giving rise to an important part of handling tools[4-18]. 

From the movement’s analysis stage, we have an idea about the 

movements generated at each point of the study area. This 

information allows for a real assessment of the accessibility of 

driver-delivery drivers and a determination of areas likely to 

generate conflict.  

In the case of the study area, this section represents the 

example of a narrow street with a strong single-line commercial 

activity lined by two parking lanes on both sides of 2m wide. 

Therefore, it is interesting to drill a marked delivery area (that 

is to say on the sidewalk) since the left sidewalk is wide for (4m) 

and has no tree planting, and the other two straight half-notches 

(which means that is between the floor and sidewalk) since it 

measures 2.5m in width. 

 On the other hand, the specific analysis makes it possible to 

consider the typology of vehicles and handling tools in the 

location of L/U areas. Therefore, the location of the three 

loading/unloading areas must be close to the shops receiving the 

highest frequency of deliveries and / or next to the businesses 

giving rise to handling.  

In our case, these are mainly: Building materials, general 

hardware, electrical tools, industrial, hydroelectric and 

agricultural equipment.  

The figure 8 shows the location plan of the loading/unloading 

areas taking into consideration all of these elements: 

5. Conclusion  

In this article, we have proposed a methodology for planning 

and location of the loading/unloading spaces. Thus, we have 

presented all the works that dealt with the problem of design and 

location of these spaces. Based on this literature review, we have 

detailed all the steps of our methodology from the choice of the 

study area to the stage of location plan.  

As a case study, we chose to deploy these steps in a 

commercial street in Morocco. It is the Avenue Mohammed 

Zerktouni of the city of Fez.  

According to the results of the survey, 60% of deliveries are 

making between 8:00 a.m. and 12 noon, and the movements 

generated by each establishment are 257 mouvements. For this, 

the frame study zone requires the development of three 

loading/unloading areas.  

In addition, we have described and presented in the 

movement’s analysis step the nature of the movements by the type 

of vehicles, duration of movements and the handling tool in order 

to determine the critical characteristics allowing the good 

dimensioning and location of the L/U areas in the study section. 

Therefore, the location of the three L/U areas must be close to the 

activities receiving the highest frequency of deliveries and / or 

next to the activities giving rise to handling.  In our case, these are 

mainly: Building materials, general hardware, electrical tools, 

industrial, hydroelectric and agricultural equipment.  

The main contribution of this work is to propose an approach 

that decision-makers (especially local authorities) can easily 

apply to capture urban needs quickly and efficiently and thus 

allow for simple replication of the proposed framework in other 

cities.  
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As a perspective, an assessment of the impact of the location 

of loading/unloading areas on traffic flow will be the subject of 

future contributions. The objective is to evaluate how much L/U 

activities on the road affect traffic conditions that cause traffic 

congestion.  
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 TransJakarta is one of the methods to reduce congestion in Jakarta. However, the number 
of TransJakarta users compared to number of private vehicle users is very small, only 24% 
of the total population in Jakarta. The purpose of this research is to know public opinions 
about TransJakarta whether positive or negative by doing sentiment analysis about 
TransJakarta based on the opinion of Twitter, as Twitter is one of media to express its many 
users to express their opinions about an individual or an instance. Data is retrieved from 
Twitter using the R-Studio application by utilizing the "TwitteR" library, then pre-
processing and stored in a database. Next step is labelling the data using Sengon Lexicon 
and will be trained and tested using the Convolutional Neural Network algorithm. There 
are three CNN architectural models to be tested, namely VGG, ResNet, and GoogleNet. The 
designed VGG consists of 16 layers, ResNet 34 layers, and GoogleNet 22 layers. After the 
data are trained and tested, the results will be evaluated using Confusion Matrix to get the 
best F-Score. The results showed that among the three architectural models that were 
tested, the Resnet 34 layers architecture model gave the best F-Score of 98.11%, better 
compared to VGG which had the highest F-Score value of 96.74% and GoogleNet of 
96.80%. 

Keywords:  
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Deep Learning 
CNN 

 

 

1. Introduction 

Social Media is a popular platform to share information such 
as daily live updates, opinion and emotion in form of including 
pictures, text, videos, and audio. In Indonesia, the number of Social 
Media users is 90% of Internet users, counting to 132 million Users 
[1,2]. One of the platforms that are widely used is Twitter, where 
the number of users is 27% of the number of social media users in 
Indonesia. With those numbers of Users, Twitter can be used to 
retrieve information needed to do Sentiment Analysis. Sentiment 
analysis or opinion mining is a process of understanding, 
extracting and processing textual data automatically to get 
sentiment information contained in an opinion sentence [3]. 

One interesting phenomenon is the level of congestion in 
Jakarta. Based on the Inrix, Jakarta is ranked 12th as the most 
congested city in the world, and the second is in Asia. The 
government itself has sought to overcome severe congestion in 
Jakarta, one of which is by providing TransJakarta facilities. 
TransJakarta is a city-wide bus service that operates every day, 

with service coverage reaching all of Jakarta. The number of buses 
available by the end of 2017 has reached 3000 units, but 
TransJakarta's average number of users per day is only 340,000 
people. By using Social Media, opinion about TransJakarta can be 
retrieved, and then can be used to analyze public image about 
TransJakarta. In the process of getting results, the right and 
accurate methods are needed [4]. One method that can be used is 
using Deep Neural Network Convolutional Learning. 

In-depth learning in the last decade achieved satisfactory 
results in image analysis and analyzing speech in the form of text. 
One of the developing models is the Convolutional Neural 
Network (CNN). CNN is a model of artificial neural network that 
does not use the steps carried out by traditional artificial neural 
networks, but uses the convolution method while to produce output, 
input data will go through many different filters, then the results of 
this filter will be combined so that the results obtained more 
accurate [5]. Some CNN architectures are VGG, ResNet, and 
GoogleNet, each of which has a different number of layers. In this 
study, CNN Deep Learning will be used to obtain the results of 
social media data analysis about TransJakarta, then it will seek the 
best verification by comparing existing CNN architectural models. 
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2. Related Works 

In 2014, Dos Santos and Gatti [6] conducted sentiment analysis 
of data from Stanford Sentiment Treebank (SSTb), which 
contained sentences from the results of the film's connection, 
Stanford Twitter Sentiment Corpus (STS), which contained text 
from Twitter. This research proposes the Character to Sentence 
Convolutional Neural Network (CharSCNN) method, using two 
convolution layers to extract features related to words and 
sentences in various sizes. From this experiment, Dos Santos and 
Gatti produced an AccuracyI of 86.4%. This research has not used 
MaxPooling to measure the size of the output produced. 

Then in 2015, Severyn and Moschitti [7] conducted Twitter 
data sentiment analysis using the Dynamic Nevolute Neural 
Network. Research from Severyn and Moschitti emphasizes the 
use of Word Embedding, between Word2Vec and Random Word 
Embeddings in Information Retrieval by using an unsupervised 
neural language model to train initial word embeddings that are 
further tuned by deep learning model on a distant supervised 
corpus. This study resulted in an accuracy of 87.12%. 

In 2017, Yenter and Verma [8] conducted a sentiment analysis 
using Film Review Data from the IMDB website using Deep 
CNN-LSTM with a Combined Kernel of Various Branches for 
Analysis of IMDb Review Sentiments. This research tries to try 
one-dimension kernel with size 3, 5.7 and 9. Each branch’s LSTM 
layer has 128 units. Any less or more units reduce accuracy or 
increase overfitting. From this research it produces an Accuracy of 
89.5%. 

In 2018, Cano and Morisio [9] also conducted sentiment 
analysis using Film Review Data from the IMDB website. The 
architectural model used is NGramCNN, compared to the 
SingleCNN and BLSTM-2DCNN models. It uses pretrained word 
embeddings for dense feature representation and a very simple 
single-layer classifier. The classifier used consists of a dense layer 
of 100 units and L2 regularization with 0.09 weight, followed by 
the output layer. Dropout of 0.5 between the dense and output 
layers were also used to avoid overfitting. From this study resulted 
in an accuracy of 91.2%. 

3. Methodology 

The first step taken in research is to retrieve data from Twitter. 
Data taken from Twitter contains the keyword 'TransJakarta'. 
Twitter data can be obtained using the API provided by Twitter 
[10]. After receiving data about TransJakarta, the data will then be 
stored in a database. The database used is PostgreSQL version 10. 

After the data is stored in a database, the data will be processed 
and stored so that the data can be used to analyze sentiments. This 
process is called PreProcessing [11-13]. After completion, the data 
is then labeled per Tweet using a dictionary or Lexicon. The 
Lexicon used is the Lexon Sengon. After that the data will be 
entered in CSV and will be used as a data model for the Train and 
Test of the Learning algorithm in using several CNN models 
compared to one RNN model. 

The CNN model used consisted of VGG consisting of 16 layers 
[14], Residual Net (ResNet) consisting of 34 layers [15], 
GoogleNet consisting of 22 layers [16]. While the RNN model 
used is LSTM. The experiment will be carried out in two variations, 
namely using Train 80 data compared to Test 20 and Train 90 data 
compared to Test 10. After the Training Model data model is 

formed and generate Test data, then the data will be evaluated 
using the Confusion Matrix. Figure 1 shows the steps of this 
research. 

 
Figure 1: Methodology 

3.1. Data Crawling 
Data from Twitter will be collected through the Twitter API 

using R-Studio software. The data collected are about 
TransJakarta referred by Twitter users from August 1, 2018 to 
October 31, 2018. After the data is obtained, the data is then stored 
in the PostgreSQL Database. But not all parts of the data are 
stored in a database. Information needed for research is as follows: 

o TweetID: The ID for each Tweet that exists, originating from 
Twitter. 

o TweetContent: Tweet from Twitter about TransJakarta. 
o TweetDate: The date a Tweet was posted. 
o InsertDate: Date the data was inserted into the database. 

3.2. PreProcessing 

PreProcessing is a step to clean up data for sentiment analysis. 
The PreProcessing steps are as follows: 

3.2.1 Case Folding 
This step aims to turn all words into lowercase letters. The aim 

is to avoid case sensitive when matching words with a dictionary. 
An example is the change in the word 'Slow' to 'slow'. 
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3.2.2 Normalization 
This step aims to remove the link in the post on social media, 

because the link is not part of the analysis. For example, the 
‘bit.ly/Xoa81p’ link will be removed as ‘’. This step is also carried 
out with the aim of avoiding promotional spam using unclear links. 

3.2.3 Data Cleansing 
Data cleansing is the process of removing characters other than 

letters, such as punctuation and symbols. In this process also 
removes the 'RT' symbol which indicates that this Tweet is a Tweet 
from another user's Tweet. 

3.2.4 Removing Stopwords 
This step aims to eliminate words that are considered to have 

no meaning. For example, the words 'there' and 'what' are deleted 
because they have no meaning. 

3.2.5 Tokenization 
This step is done by separating each word into one separate part. 

Separation of these words is done by cutting sentences based on 
spaces so that later can be made a vocabulary based on unique 
words contained in the text. 

3.3. Labelling Process  

Labeling Process is a step to give a positive or negative label 
to a Tweet based on the words contained in the Tweet. This step 
is done by comparing the words in the Tweet with the list of words 
contained in Lexicon, both for positive and negative categories 
[17,18]. Figure 2 shows the algorithm of Lexicon based Sentiment 
Analysis. The Lexicon used for this study is Sengon Lexicon, 
which can be obtained at the following link: 
https://github.com/masasdani/sengon. Sengon Lexicon consists 
of 3061 positive words and 4239 negative words. 

3.4. Convolutional Neural Network 

Convolutional Neural Network is one of the machine learning 
methods of developing Multi-Layer Perceptron (MLP) which is 
designed to process two-dimensional data but can be used for text 
classification [19-21]. CNN is included in the Deep Neural 
Network type because of its deep network level and is widely 
implemented in image data. CNN has two methods; namely 
classification using feedforward and learning stages using 
backpropagation. The way CNN works is similar to MLP, but in 

CNN each neuron is presented in two dimensions, unlike MLP 
where each neuron is only one dimensional.  In purely 
mathematical terms, convolution is a function derived from two 
given functions by integration which expresses how the shape of 
one is modified by the other.  

Several architectural models will be tested in this study, 
including VGG, ResNet, and GoogleNet. The three models will be 
designed using the same hyperparameter, but with a number of 
different layers according to the character of each model. Table 1 
shows the paramaters that used in this research. 

Table 1 – Comparison of Proposed Model Architecture 

 VGG ResNet GoogleNet 
Layers 16 34 22 
Epoch 5 5 5 

Batch Size 32 32 32 
Activation 
Function ReLU ReLU ReLU 

Max 
Pooling 50% 50% 50% 

DropOut 0.5 0.5 0.5 
Kernel Size 3x3 3x3 3x3 

The first experiment will be carried out using Training Data 80% 
compared to Test Data 20%. The second experiment will be carried 
out using Training Data 90% and Test Data 10%.  Each of Training 
data will be evaluated using k-fold cross validation method. In k-
fold cross-validation, the original sample is randomly partitioned 
into k equal sized subsamples. Of the k subsamples, a single 
subsample is retained as the validation data for testing the model, 
and the remaining k − 1 subsamples are used as training data [22]. 
The cross-validation process is then repeated k times, with each of 
the k subsamples used exactly once as the validation data. The k 
results can then be averaged to produce a single estimation. The 
advantage of this method over repeated random sub-sampling is 
that all observations are used for both training and validation, and 
each observation is used for validation exactly once. In this 
research, number of the fold k = 5. 

                   ((𝑓𝑓 ∗ 𝑔𝑔)(𝑡𝑡) ≝ � 𝑓𝑓(𝜏𝜏)𝑔𝑔(𝑡𝑡 − 𝜏𝜏)𝑑𝑑𝜏𝜏)
∞

−∞
               (1) 

3.5 Evaluation Method 

Evaluation is a step to get the accuracy value from the model that 
has been made. The evaluation method used is Confusion Matrix. 
Confusion Matrix is used to get values consisting of Accuracy, 
Precision, Recall, and F-Score [23]. 

Accuracy: The percentage of data that is correctly identified is 
compared with the sum of all data. 

                                     
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇
                              (2) 

Precision: The total number of correctly classified positive 
examples by the total number of predicted positive examples. 

                                                 
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
                                         (3) 

http://www.astesj.com/
https://github.com/masasdani/sengon


K. Yudi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 281-286 (2019) 

www.astesj.com     284 

Recall: The ratio of the total number of correctly classified 
positive examples divide to the total number of positive examples. 

                                                 
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
                                          (4) 

F-Score: The harmonic mean of the precision and recall, where 
an F-score reaches its best value at 1 (perfect precision and recall) 
and worst at 0. 

                                     
2(𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅)
(𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅)

                             (5) 

Definition of terms: 
True Positive (TP): Observation is positive and is predicted to be 
positive. 
False Negative (FN): Observation is positive but is predicted 
negative. 
True Negative (TN): Observation is negative and is predicted to 
be negative. 
False Positive (FP): Observation is negative but is predicted 
positive. 

 
Figure 3: Chart of Data Distribution  

4. Results Analysis 

4.1. Data Collection 

Data for this research were taken in the period between August 
1, 2018 and October 31, 2018. In August 2018, the number of 
Tweets obtained was 4173 Tweets. While in September 2018 
passed 3756 Tweets. Last October 2018 exceeded 2504 Tweets, 
with a total data of 10433 Tweets. Due to the policy of the Twitter 
API which only allows retrieving data from the past week, the data 
is taken every two days within a week. Figure 3 shows the 
distribution of data taken for this research. 

From the results of the labeling process, we got Tweet data 
labeled 'Positive' of 7174 Tweets out of a total of 10433 Tweets 
or 68.76%. Whereas the Tweet labeled 'Negative' by 3259 or 
31.24%.  Data labeled Neutral were not used in this research 
because it did not provide any meaning between positive and 
negative. The percentage distribution can be seen in Figure 4. 

 
Figure 4: Percentage of Data after Labelling 

 
Figure 5: Comparison of F-Score between VGG, ResNet, GoogleNet 

4.3. Model Architecture Results 

o Intel Core i5-7200U @ 2.50 GHz (4CPUs) Processor 

o NVIDIA GeForce 940MX 2010 MB GPU 

In Figure 5 the ResNet architecture model with Train-Test 
90:10 data has the highest F-Score, which is 98.11%. The VGG 
architectural model achieved an F-Score of 96.74%, while 
GoogleNet with Train-Test data of 90:10 had the lowest F-Score 
of 91.26%.  
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Figure 6 shown the comparison results of Accuracy between 
three models, experiments with Train-Test 90:10 data always 
have a higher level of accuracy compared to Train-Test 80:20, 
with the exception of the GoogleNet architecture. Of all the 
architectural models that were tested, the ResNet method with a 
Train-Test 90:10 produced the highest Accuracy compared to 
other architectural models, which amounted to 95.94%. 

 
Figure 6: Comparison of Accuracy between VGG, ResNet, and GoogleNet 

Two existing   approaches   are   compared   to   assess   the 
recognition effect of the proposed approach, namely the Deep 
CNN – LSTM with Combined Kernels based approach, and the 
NGramCNN based approach. Table 2 shown the comparison 
between existing approaches and proposed approaches. From 
them, it can be  seen  that the  proposed  approach achieves  has 
better Accuracy and F-Score, compared  to  other methods.  

Table 2 – Comparison of Accuracy and F-Score by different methods 

Method Accuracy F-Score 
Decision Tree 84.37% 85.41% 

Random Forest 86.88% 86.71% 

Deep CNN 87.14% 86.45% 
NGramCNN 88.73% 89.58% 

VGG 95.74% 96.74% 
ResNet 95.94% 98.11% 

GoogleNet 95.57% 96.80% 

5. Conclusions 

1. The selection of data using different Training and Test 
Percentages only has a small effect on the value of Accuracy and 
F-Score, where the difference between the highest Accuracy value 
between the two percentages is 0.32%, and the difference in the 
highest F-Score value is 1.14%. 

2.  The research method used between VGG, ResNet, GoogleNet, 
and LSTM by using the same parameters only has a small effect 
on the value of Accuracy and F-Score, where the difference in the 
highest Accuracy value among all methods is 0.19%, and the 
difference in the value of F- The highest score ¬ 0.89%. 

3. Based on comparison with methods from previous studies, the 
proposed method has increased from the F-Score results. When 
compared with the Deep CNN method, the F-Score of the 
proposed method increased by 11.66, whereas when compared 
with nGramCNN it increased by 8.53. 
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Anaphora resolution is one of the old problems in Natural Language Processing. It is the
process of identifying the antecedent of an anaphoric expression in a natural language text.
Most of the NLP applications such as text summarization, question answering, information
extraction, machine translation etc. require the successful resolution of anaphors. In this
paper, we propose a methodology for the resolution of pronominal anaphors present in
Malayalam text document. The proposed methodology is a hybrid architecture employing
machine learning and rule-based techniques. In our study, we have used a deep level
tagger developed using a machine learning based algorithm. The deep level tagger provides
detailed information regarding the number and gender of nouns in a text document. The
morphological features of the language are effectively utilized for the computational analysis
of Malayalam text. Despite using less amount of linguistic features, our system provides
better results which can be utilized for higher level NLP tasks such as question answering,
text summarization, machine translation, etc.

1 Introduction

Anaphora is a Greek word that originated in 16th-century [1]. It
is comprised of ’ana’ and ’phora’, where ’ana’ means back, and
’phora’ means carrying. Anaphors can successfully avoid the repeti-
tion of a word or phrase in a text document. They frequently occur
in both written and spoken forms of the text. Resolving the correct
antecedent of an anaphor from the set of possible antecedents is
called anaphora resolution. It is one of the complicated problems
in Natural Language Processing that has got considerable attention
among NLP researchers. Halliday and Hassan defined anaphora
as ”the cohesion which points back to some previous item” [2].
According to Hirst, ”anaphora is a device for making an abbreviated
reference to some entity in the expectation that the receiver of the
discourse will be able to dis-abbreviate the reference and, thereby,
determine the identity of the entity” [3]. Hence, anaphora resolu-
tion is the process of disambiguating the antecedent of a referring
expression from the set of entities in a discourse. A simple example
illustrating the use of an anaphoric expression in English is given
below.

Example: John went to school. He forgot to take his umbrella.
Here the word ‘He’is the anaphoric expression and ‘John’is

the antecedent. Expressions referring to the actual entities in the
preceding text are called anaphoric expressions. While the targets
of anaphoric expressions are called antecedents.

It is a dream of humankind to communicate with the computers,
since the beginning of the digital era. Communication with com-
puters is only possible through a proper understanding of natural
language text. The proper understanding of natural language text
is possible only after anaphora resolution. There is a large amount
of text data available online in Malayalam. Malayalam Wikipedia
itself contains more than 30,000 articles. This warrants us to de-
velop tools that can be used to explore digital information presented
in Malayalam and other native languages. Anaphora resolution is
one such tool that helps in semantic analysis of natural language
text. It is also necessary for areas like text summarization, question
answering, information retrieval, machine translation, etc.

Anaphora can be broadly classified into three categories [4].
They are pronominal anaphora, Definite noun phrase anaphora, and
one anaphora. Among the various types of anaphora, pronominal
anaphora is the most widely used one, which is realized through
anaphoric pronouns. Pronouns are short words that can be substi-
tuted for a noun or noun phrase. They always refer to an entity
that is already mentioned in the discourse. Pronominal anaphors
are always stronger than full definite noun phrases [5]. They are
again classified into five namely personal pronouns, possessive pro-
nouns, reflexive pronouns, Demonstrative pronouns and relative
pronouns. All the above-mentioned pronouns need not be anaphoric.
A simple example illustrating the use of an anaphoric expression in
Malayalam is given below.
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Figure 1: Sample text illustrating the use of an anaphoric expression in
Malayalam

Natural languages across the world are quite diverse in their
structure. One language does not follow the syntax and semantics
of the other. Moreover, anaphora resolution is a challenging task
since it requires expertise in different domains of language process-
ing such as lexical analysis, syntactic analysis, semantic analysis,
discourse analysis, etc. When it comes to Malayalam, the major
challenges associated with anaphora resolution are

• Lack of preprocessing tools

• Lack of standard datasets

• Agglutinative nature of the language

• Free word ordering behaviour

• Influence of cases in resolving the antecedent

• Use of different fonts to encode the text, etc

In this paper, we will focus only on resolution of pronominal
anaphors present in a Malayalam text document using deep level
tagging algorithms. The structure of this paper is as follows. Section
2 briefly reviews the related works. Section 3 explains the system
architecture. Section 4 includes experiments and results. And sec-
tion 5 concludes the article along with some directions for future
work.

2 Related works
Most of the earlier works in anaphora resolution were reported in
English and other Europian languages. ’STUDENT’ is one of the
earliest approaches to resolve anaphors through some automated
mechanism. It was a high school algebra problem answering system
attempted by Bobrow in 1964 [6]. He used a set of heuristics to
resolve anaphors and other questions in a text. The second work
in English was reported in 1972 by Winograd [7]. He was the first
one to develop an algorithm to resolve pronominal anaphors. In
his study, he considered previous noun phrases as the candidate
antecedents for the pronominal anaphors. Syntactic positions exam-
ine all the possibilities from the preceding text. Wilks introduced
a multilevel anaphora resolution system in 1973 [8]. Each level
can resolve a set of anaphors based on the complexity to find the
antecedent. The first level uses the knowledge of individual lexeme
meaning to resolve anaphors. Similarly, the last level uses the ”focus
of attention” rules to find the topic of the sentence and hence the
antecedent.

The modern era on anaphora resolution in English starts with
the works of Hobbs in 1977 [9]. He developed an algorithm based
on the syntactic constraints of the English language. Parse trees
are used to search the antecedent of an anaphor in an optimal order
such that the noun phrase upon which the search terminates is re-
garded as the probable antecedent of the pronoun. Carter reports a
shallow processing approach in 1986 [10]. His work exploits the
knowledge of syntax, semantics and local focusing. But he didn’t

give much attention to a large amount of domain knowledge, which
he considered as a burden to process accurately. Grosz presented
centring theory, a discourse-oriented study for anaphora resolution
in 1977 [11]. Lappin and Leass reported another work for anaphora
resolution in 1994 [12]. Their algorithm focuses on salience mea-
sures derived from the syntactic structure rather than the semantic
factors present in the text. McCallum and Wellner presented a CRF
based anaphora resolution system for English [13]. Similarly, Char-
niak and Elsner demonstrated an anaphora resolution system using
Expectation Maximisation (EM) algorithm [14].

When it comes to Indian languages, works in anaphora reso-
lution are reported only from few languages such as Hindi, Tamil,
Bengali and Malayalam. This situation is contributed by the lack
of standard parsers and sophisticated preprocessing tools for Indian
languages. The first work in anaphora resolution for Malayalam
was reported by Sopha et al. in 2000 as part of her doctoral thesis
[15]. Their system (VASISTH) was the first multilingual system for
anaphora resolution in Indian languages. Initially, the system was
developed for Malayalam and then modified for Hindi. It explores
the morphological richness of the language and makes limited use
of syntax and other traditional linguistic features. Specific rules
are designed for each type of anaphora separately. Athira et al.
proposed an algorithm to resolve pronominal anaphors in Malay-
alam text [16]. They explored a hybrid system for the resolution
of pronominal anaphors by incorporating rule-based and statistical
approaches. The morphological richness of the language is also
utilized in their study. Later, a pronominal anaphora resolution
system was proposed by Sobha in 2007 [17]. In her work, she calcu-
lated salience weight for each candidate noun phrase from the set of
possible candidates. Grammatical features determined the salience
factors. The system could achieve comparable performance. High
accuracy on a limited data set was the major drawback of her paper.
Linguistic issues involved in Co-reference resolution in Malayalam
was discussed in detail by Rajendran S in 2018.

3 Proposed method

Our goal is to build an anaphora resolution system for Malayalam
which resolves all pronominal anaphors present in a text document.
The architecture of the proposed system is shown in figure 2. It
shows the general block diagram of pronominal anaphora resolu-
tion system for Malayalam. The first module of the architecture
is the preprocessing module, where the sentence segmentation and
word tokenization operations are carried out. After preprocessing,
the preprocessed text is fed to the POS tagging module, where the
words from the preprocessed input text are tagged with POS infor-
mation. The tags used for this study belong to the BIS tagset. The
third module of the architecture is the animate noun identification
module which identifies the animate nouns from the set of nouns
given by the POS tagging module. Animate nouns are the semantic
category of nouns referring to persons and animals. They usually
correlate with animate pronouns present in a natural language text.
Hence identifying animate nouns from the set of nouns in a text
document is necessary to resolve the pronominal anaphors present
in the document.

After identifying the animate nouns in a POS-tagged text, they
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Figure 2: General architecture of the proposed system.

are sent to a number and gender identification neural network. Mor-
phological features of the language are utilized to identify the num-
ber and gender information associated with animate nouns. The
morphological features are captured with the help of a suffix stripper
which can strip the suffixes of different length. Suffixes of different
length act as the feature set for number and gender identification
module. MLP classifier is used to build the in-depth analyzer of ani-
mate nouns. MLP is a class of feedforward artificial neural networks
[18]. It is characterized by multiple hidden layers and non-linear
activation. The case information associated with the animate nouns
is also identified in this module. A rule-based approach is employed
for this purpose.

The final module of the architecture is the anaphora resolution
module, which is shown in figure 4. The deep level tagged text
from the previous modules is the input towards the anaphora reso-

lution module. For each pronoun present in the tagged text, a set
of possible candidates are shortlisted. The possible candidates are
animate nouns from the previous four sentences of the anaphor, that
agree with the number and gender of the pronoun. After shortlisting
the possible candidates, a set of salience values are assigned to
each candidate. The salience factors are identified through proper
analysis of Malayalam text. The set of salience factors we have
considered in our study are given in table 2.

The clause information and subject-object information of short-
listed candidates are identified using a rule-based technique. For
that, all the sentences containing the shortlisted candidates are di-
vided into clauses. The words with a verb or adjective POS tag act as
the clause boundary in a sentence [19]. In the case of adjectives, the
nouns following them are also included in the same clause. For each
clause identified in the last step, the subject, object and predicate
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Figure 3: Sample text showing the input and output of the Animate Noun Identification module

Table 1: Distinct classes considered for deep level tagging

Label Class
M/S Singular male
M/P Plural male
F/S Singular female
F/P Plural female

information are extracted using the following set of rules [20].

• Predicate —The verb or adjective present in the clause will
form the predicate.

• Object —If the predicate is a verb, the noun preceding it will
be the object and if the predicate is an adjective, the noun
following it will be the object.

• Subject —If the predicate is a verb, the noun preceding the
object will be the subject. And if there is no noun preceding
the object in the same clause, follow the given rules.

1. If the predicate of the preceding clause is an adjective,
its object will form the subject.

2. Else the subject of the preceding clause will be the sub-
ject.

Conversely, if the predicate is an adjective, the noun preceding
it will be the subject.

Finally, the possible candidates are sorted based on the total
salience score and the candidate having the highest salience score is
selected as the antecedent of the anaphor.

4 Experiments and Results

In this section, we will discuss the experiments on each phase of
the architecture one by one. The first phase is the preprocessing
of raw Malayalam text. We have used NLTK implementation sen-
tence tokenizer and word tokenizer for this purpose [21]. Sentence
tokenizer converts raw Malayalam text into a list of sentences, and
word tokenizer converts each sentence into a list of words. The
preprocessed text is provided to the POS tagging module, where
the tagged text is generated. A CRF based tagger developed in our
department is employed for this purpose [22]. The third module
of the architecture deals with animate noun identification. MLP
classifier is used to build the animate noun identifier. A set of nouns
belonging to both animate and non-animate category is used as
the training data. Each noun in the training data is labelled with
corresponding class information (animate/non-animate). A set of
109430 nouns were prepared in this way and used for building the
machine learning model. ‘Fasttext’is used to convert words into
vectors. ‘Fasttext’is an efficient way to convert words to vectors
developed by Facebook’s AI research lab [23].

The different configuration of the neural network with various
word vector sizes was attempted to build the animate noun identifi-
cation model. A four-layered architecture with two hidden layers
seemed to be the optimum one. The first layer is the input layer
which accepts the input. Second and third layers are hidden lay-
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Figure 4: Architecture of anaphora resolution module

Table 2: Salince factors and their weights

Salience factors Weights
Current sentence 100
Preceding sentences Reduce sentence score by 10
Subject 80
Object 50
Case 10 to 40
Current clause 100
Immediate clause 50

ers with ’tanh’ activation. The last layer is the output layer which
generates the output. Softmax is used as the activation function
in the output layer. A network with more hidden layers could not
improve the performance and only delayed the convergence time.
Hence we finalized our hidden layer size as (2,200), where 2 is the
number of hidden layers, and 200 is the size of the hidden layers.
The maximum accuracy obtained by the classifier on test data is
90.01%. Figure 3 shows the input and output of the animate noun
identification module on sample text.

The fourth module of the architecture deals with deep level
tagging of animate nouns. MLP classifier is used to build the deep
level tagging module. Training data required for the study is a set of
names with different number and gender features. Distinct classes
considered for the investigation are shown in table 1. 12600 nouns
belonging to different categories were prepared for this purpose.
Suffixes of various length are used as the feature set for the classifier.
Since words and suffixes are symbolic units, it can’t be directly fed
into neural networks. Hence, we converted our feature set numeric
values using Dictvectorizer, a python functionality [24]. Various
configurations of the MLP classifier are attempted in our study. A

smaller network was not able to represent the data efficiently and
increasing the network size did not improve accuracy. Hence, we
experimentally finalized our hidden layer size as (2,200), where 2
is the number of hidden layers, and 200 is the size of each hidden
layer. ’Relu’ is used as the activation function and ’Adam’ as the
optimizer. The maximum accuracy was obtained by the classifier
when the number of features was eight. The performance of the
number and gender classifier with a different number of features is
shown in figure 5.

In order to evaluate the performance of the proposed algorithm,
experiments were conducted on two different types of datasets.
These experiments were aimed to find the contribution of animate
noun identifier and deep level tagger of nouns to the overall accuracy
of the system.

4.1 Dataset1

This dataset contains short stories from children story domain. We
have taken short stories in the Malayalam language from [25], a pop-
ular site for Malayalam short stories. Each story contains around 20
to 30 sentences of moderate length. Since children stories follow a
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Figure 5: Effect of different features on the performance of the number and gender classifier

Table 3: Results of our experiments on dataset 1

Data set Total sentences Total pronouns Correctly resolved Accuracy
1 353 19 16 84%
2 466 21 17 80%

straight forward narrative style, the structural complexity of the sen-
tences will be limited. The performance of the anaphora resolution
algorithm on this dataset can represent the baseline performance.

4.2 Dataset2

This dataset contains text from news article domain. We have taken
news articles from [26], a popular site for Malayalam news. Unlike
the children short stories, here the structural complexity of the sen-
tences is not limited. The length of the sentences may go over 25
words. Each article contains around 30 to 40 sentences. Results of
our algorithm on both the datasets are summarized in table 3.

From the above experiments, it is observed that the proposed
system achieves an overall accuracy of 82.5%. The correctness of
the results obtained is verified with the help of language experts.
Malayalam is a free word order language, which affects the accuracy
of the system. It is observed that the case information associated
with the nouns can also decide the antecedent of the pronouns. Some
pronouns refer to both animate and inanimate things, which also
affects the performance of the system.

5 Conclusion
This paper presents the experimental results of anaphora resolution
system in Malayalam language using a hybrid approach. The exclu-
sive feature of the proposed system is the use of machine learning
as well as the rule-based technique for the resolution of pronominal
anaphors. Malayalam is an agglutinative free word order language,
and hence it has many complications in resolving pronouns. The

deeper level analysis of nouns helps in the semantic understanding
of natural language text. The power of word embedding is also ex-
ploited in the study, which helped in recognizing the animate nouns
from non-animate nouns. Experimental results show that the deep
level analysis of nouns is essential for resolving the pronominal
anaphors present in a text document. The morphological richness
of Malayalam language is also utilized in this study with the help of
suffix stripping algorithms. In our experiments, we have observed
that the increase in morphological features results in the increase
in accuracy of tagging systems. Hence, incorporating morpholog-
ical features in the analysis of natural language text appears to be
promising for languages such as Malayalam. In the current work,
we have focussed only on the resolution of pronominal anaphora. In
future, we aim at the resolution of non-pronominal anaphora such
as event anaphora, one-anaphora, etc.
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 This paper proposed a frequency bandwidth required for the Control and Non-Payload 
Communications (CNPC) in autonomous operations of the Maritime Autonomous Surface 
Ship (MASS). The issue was to seek a radio spectrum to meet future demand for safe 
operations of autonomous ship at sea. As described in Document 5B/841 of ITU-R SG, safe 
navigation of autonomous ships relies on communications for command and control. Based 
on the operations required for the safe navigation of the MASS, the total bit rates were 
calculated. The spectrum requirements were obtained for command and control 
communications in operating the MASS safely. As a result, in terms of bandwidth, transmit 
rate, and transmit distance, state of the art satellite communication system was suitable for 
a safe operation of the MASS. 
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1. Introduction 

Recently the Maritime Autonomous Surface Ship (MASS) has 
received much attentions from maritime institutions and industries. 
The Maritime Safety Committee (MSC) of the International 
Maritime Organization (IMO) agreed in its 99th session that the 
Committee provides an output on “Regulatory scoping exercise for 
the use of MASS” with a target completion year of 2020 [1]. In 
2015, ITU-R Study Groups Working Party 5B has requested 
member states to study and provide a basis for considering 
regulatory, technical and operational conditions, for the Control 
and Non-Payload Communications (CNPC) link between satellite 
services, fixed service, mobile service, and the Unmanned 
Maritime Systems (UMS) in maritime environments [2]. The 
society of maritime industries on behalf of United Kingdom has 
released the MASS Code of Practice Version 1.0 which generally 
describes all the operations of the MASS including 
communications systems. As described in the 95th session of MSC 
[3], significant academic research and commercial research and 
development (R&D) have undertaken on technological aspect of 
the autonomous navigation and collision avoidance systems. In 
particular, the Maritime Unmanned Navigation through 
Intelligence Network (MUNIN) project proposed internal & 
external communication systems based on state-of-the-art satellite 
communication systems and communication requirements [4],[5]. 
In Finland, data requirements for wireless transmission regarding 
the environmental sensors and remote maintenance as well as 

remote control needs were identified for connectivity challenges of 
autonomous ships in different environments, including ports, deep 
sea, and Arctic regions [6]. 

However, there are issues as follows: (ⅰ) did not apply a concrete 
methodology for securing communication channels which are 
dedicated for safe operation of the MASS via the CNPC; and (ⅱ) 
only used state-of-the-art satellite communication system based on 
communication requirements without calculation of spectrum 
requirements.   

Therefore, in this paper, the spectrum requirements among the 
available maritime frequency band was calculated to secure 
appropriate communication channel for safe operation of the 
MASS by analyzing and utilizing the density of ship traffic. 
Section 2 described methodology for spectrum requirements, and 
Section 3 calculated the spectrum requirements. Subsequently, 
applying the calculated spectrum requirements to the available 
maritime frequency band, it was validated and discussed in section 
4. Finally, a summary of the work and the conclusion drew in 
section 5. 

2. Materials and Methods 

2.1. Communication Interfaces for CNPC 

The possible communication interfaces for the MASS [7] are 
shown in Figure 1. The communication interfaces is based on 
analyses provided through ITU-R WP5B document 5B/841 [2]. 
The MASS Control Station (MCS) is located at either shore-side 
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or may be mother ship which controls the MASS for some case. 
The MCS transmits signals for control and commands, while the 
MASS sends the MCS her state and also information acquired 
from onboard sensors - so-called telemetry information. The 
Vessel Traffic Services (VTS) also communicates with both the 
MCS and the MASS. As shown in the Figure 1, the navigation by 
ship can start from voyage planning [8]. At the stage of execution 
and monitoring, the ship’s movement is done in the process of 
situation awareness through detection and/or identification and 
sequentially collision avoidance as the result of decision-making 
by mariner. From viewpoint of safe navigation, the Figure 1 
represents the communication interfaces for the safe operations of 
the MASS. Regardless of the conceptual configuration for the 
communication interfaces, it is not easy to identify all the  
information, which is required for a safe navigation. International 
regulations, The International Regulations for Preventing 
Collisions at Sea (CORLEGs) [9], The International Convention 
on Standards of Training, Certification and Watchkeeping for 
Seafarers (STCW) [10], and The International Convention for the 
Safety of Life at Sea (SOLAS) [11], can be referred to extract the 
information required for safe navigation by mariner. However, 
such regulations describe qualitatively the rules for the collision 
avoidance among ships and the prevention of any maritime 
accidents. As presented in Table 1, the international regulations 
illustrate the articles to be referred to identify the information for a 
safe navigation. Experiences from mariners can represent the 
information in detail.  

 
Figure 1: Communication interfaces for safe operations of MASS [7] 

Table 1: Regulation related to information for safe navigation 

Regulations CORLEGs STCW SOLAS 

Articles Part B. Steering and 
sailing rules: Rules 5~19 Code A Chapter V. Safety of 

Navigation 
 

2.2. Bandwidth for CNPC 

To determine the bandwidth for the MASS at sea, a proper 
frequency band should be identified among available maritime 
frequency bands. In particular, the CNPC link requires 
internationally agreed frequency band. This preliminary study 
provides useful information to find out a proper frequency for the 
MASS. As described in an Industry Code of Practice, the MASS 
operations will largely depend on communications systems for 
control and monitoring of the vessel [12]. It is natural that the 
CNPC link requires stable and seamless communication. The level 
of the MASS control will influence on the requirements for the 
CNPC link. In considerations of the importance of the CNPC link, 
the two frequency bands, i.e., the Very High frequency (VHF) 

band, the Ultra High frequency (UHF) band, and the satellite band 
were being discussed. The present study thus considered the Long 
Term Evolution - Maritime (LTE-M) for calculating the spectrum 
requirements of the CNPC. 

• LTE-M 

In South Korea, in order to ensure maritime information 
sharing and communication via access to internet at sea, SMART-
navigation project is conducting [13],[14], and [15]. It aims to 
establish high speed wireless maritime network that covers 100km 
from offshore through ocean environment conscious cell planning. 
To facilitate a seamless data transfer various services, therefore, 
LTE-M is constructing. It is 700 MHz of the UHF band, around 
the harbor for a variety of services, depending on the strategy to a 
minimum 1 Mbps transfer rate communication network with the 
appropriate volume up to 100 km. It enables the free exchange of 
multimedia data between ships and ship and shore and free use of 
internet in port and coastal area. In addition, the frequency band of 
The Downlink (DL) and the Uplink (UL) have10 MHz, 
respectively.  

2.3. AIS 

Automatic Identification System (AIS) [16] is an automatic 
tracking system that uses transponders on ships and is used by VTS. 
It can transmit information between ships and between ships and 
land station within range of 50 nautical miles (NM) via VHF in the 
160 MHz band. Ships fitted with AIS transceivers can be tracked 
by AIS base stations located along coast line. Information contains 
the ship’s position, course, speed, name, type, destination, and 
dimension. SOLAS requires AIS to be fitted aboard international 
voyaging ships with 300 or more gross tonnage (GT), and all 
passenger ships regardless of size. A total of 42 AIS base station 
were constructed on the coasts of South Korea. In present study, in 
order to take into consideration analysis of the ship traffic flow, 
data was obtained via AIS during period from January 1 to 
February 24, 2016. 

2.4. Coverage cell 

As mentioned in section 2.2, LTE-M enables ships to 
communicate and exchange data within 100 km (i.e., about 50 nm) 
of coastal waters from the shore. However, LTE-M with high 
speed rates for maritime communication network is presently 
constructing. Therefore, density of the MASS per coverage cell 
was estimated based on the AIS base stations with about 50 nm of 
detection distance by considering communication distance and 
domains as shown in Figure 2. 

 
(a) AIS coverage 

 
(b) LTE-M coverage 

Figure 2: Comparison of AIS coverage and LTE-M coverage [13],[14], and [15] 
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2.5. Methodology for Spectrum requirements of CNPC 

It was utilized based on ‘Characteristics of unmanned aircraft 
system and spectrum requirements to support their safe operation 
in non-segregated airspace’ [17] due to non-existence of 
methodology for spectrum requirements of the MASS’s CNPC. In 
order to calculate spectrum requirements of the CPNC, four step 
has been composed as presented in Figure 3: (ⅰ) analyzed the 
information exchange rates per the MASS based on the CNPC; (ⅱ) 
estimated the density of the MASS in coverage cell (e.g., AIS base 
stations area) per hour; (ⅲ) calculated the spectrum requirements 
for each type of coverage cell based on (ⅱ) and the frequency 
efficiency by LTE-M; and (ⅳ) multiplied the reuse factor for each 
cell type, then determined a total of the spectrum requirements for 
the CNPC. 

 
Figure 3: Methodology for spectrum requirements of the CNPC 

Calculation methodology of the spectrum requirements for the 
CNPC of the MASS is shown in equation (1). 

 

𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =  𝐾𝐾 × 𝐵𝐵 × 𝑀𝑀 × 𝑅𝑅 / 𝑈𝑈 × 𝐸𝐸                (1) 

 

Where 𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  denotes spectrum requirements, 𝐾𝐾  is reuse 
factor, 𝐵𝐵 is data rate per the MASS, 𝑀𝑀 is the number of the MASS 
per cell, 𝑅𝑅  is redundancy factor, 𝑈𝑈  is utilization factor, 𝐸𝐸  is 
frequency efficiency. 

3. Calculation factor for spectrum requirements of CNPC 

3.1. Data rate for CNPC (B) 

Based on the communication interfaces, a basic data rates is 
provided shown in Table 2. To calculate the basic data rates, the 
information required to ensure a safe navigation has been extracted 
by taking the international regulations into account as mentioned 
in section 2.1. The DL data is transmitted from MCS or VTS to the 
MASS, while the UL data is delivered to the MCS or the VTS from 
the MASS. From Table 2, each data channel needs at least 769.4 
Kbps for the UL, and 78.3 Kbps for the DL. 

Table 2: Basic data rates for a safe navigation 

Telecommand 
& 

Telemetry 

VTS Communications Sensing & Collision Avoidance 
Voice 
Relay 

Data AIS RADAR Target 
Tracking 

Image, 
Video 

DL UL DL UL DL UL DL UL UL UL UL 

0.1742 0.262 64 64 4.53 0.0789 9.6 4.8 100 0.296 600 

Total DL(Kbps) 78.3 

Total UL(Kbps) 769.4 

 
3.2. Density of the MASS per coverage cell (M) 

According to the development trend all over the world, the 
MASS aimed to launch short autonomous runs in 2020 and 
completely unmanned ships on the high seas by 2025. However, 
no one knows how many of the MASS would be navigated at sea. 
Therefore, this study supposes that the MASS would be operated 
on behalf of present navigating ships at sea. At this time, 
considering the traffic flow of navigating ships in sea area of South 
Korea, the number of the MASS was determined. 

Among sea areas of South Korea, the Janganseo sea area 
including the Incheon sea area (the Incheon port, the Pyeongtaek 
port, and the Daesan port) was considered for analyzing the density 
of ship traffic. In particular, Janganseo sea area has a lots of ship 
traffic due to pilot station, anchorage, and junction of inbound and 
outbound ships. Figure 4 presents the detection range of the 
Incheon sea area. 

 
Figure 4: AIS coverage in the Incheon sea area 

 

 
Figure 5: Distribution of ship traffic in the Incheon sea area 
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The number of ships was identified by analyzing the ship 
traffic statistics by time of day based on traffic density. At this time, 
it was measured the frequency of ship traffic during the most 
frequent hours to determine the number of ships per cell. As shown 
in Figure 5, the Janganseo sea area is distributed as follows: (a) 
Janganseo sea area; (b) Entrance sea area of Incheon port; (c) 
Entrance sea area of Pyeongtaek port; and (d) Entrance sea area of 
Daesan port. Figure 6 shows distribution of ship traffic per hour in 
the Incheon sea area.  

During period from January 1 to February 24, 2016, the highest 
frequency of ship traffic was at 09:00 hours. The number of ships 
in the Janganseo sea area (a), the number of entrance sea area of 
Incheon port (b), the number of entrance sea area of Pyeongtaek 
port (c), and the number of entrance sea area of Daesan port (d) 
were 342, 86, 147, and 164, respectively. The Sum of (a), (b), (c), 
and (d) was 739. And these values were divided by observation 
period (i.e., from January 1 to February 24) for obtaining the 
average number of ships in the Incheon sea area. As a result of 
calculation, 13.4 were measured per hour. 

3.3. Redundancy (R) and utilization factor (U) 

The Redundancy Factor is information that adds additional 
information to the original information to ensure accuracy during 
data transmission. Utilization Factor is the ratio used for each 
function. Table 3 presents the values of the redundancy factor and 
utilization factor according to [17]. 

Table 3: Value of the redundancy and utilization factor 

Facto
r 

Telecommand 
& 

Telemetry 

VTS 
Communication 

Sensing & Collision 
Avoidance 

Target 
tracking 

RADAR, 
AIS 

Video, 
Image 

R 2 2 2 1 1 

U 0.5 1 0.5 1 0.5 

3.4. Frequency efficiency (E) 

As the mobile communication network evolves, the frequency 
efficiency improves. The frequency efficiency refers to the amount 

of data bits that can be processed for 1 second at a frequency of 1 
Hz in a cell. As the frequency efficiency increases, the frequency 
capacity increases. In order to calculate the required mobile 
broadband the spectrum requirement within the next 10 years in 
South Korea, we analyzed the devices that can use mobile 
communication network within the present or the next 10 years, 
and estimated frequency efficiency by year [18]. Table 4 shows the 
annual frequency efficiency according to the LTE technology. 
According to [18], the present study measured the spectrum 
requirements by using the frequency efficiency 1.30 in 2020. 

Table 4: Prospect of frequency efficiency for LTE 

LTE 
Prospection 

2016 2017 2018 2019 2020 
0.97 0.97 1.08 1.19 1.30 

3.5. Frequency reuse factor (K) 

It is a technology used for the allocated frequency to increase 
the frequency utilization efficiency. In the case of mobile 
communication, the service area is divided into a plurality of cells, 
adjacent cells use different frequencies, and non-adjacent cells use 
the same frequency to increase frequency utilization efficiency. 
Table 5 shows the frequency reuse factor according to the shape of 
the cell. 

Table 5: Frequency reuse factor according to the shape of the cell 

Cell type Cell radius (Km) K applied 
A 65 7 
B 157 4 
C 315 3 
D 480 3 

 

We thus applied the cell radius 65 km of cell type ‘A’ due to 
taking into consideration AIS coverage and LTE-M coverage as 
presented in section 2.4. 

Figure 6: Distribution of ship traffic per hour in the Incheon sea area 
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Table 6: Spectrum requirements for CNPC of the MASS 

4. Results and Discussion 

4.1. Results 

Spectrum requirements of the CNPC was measured according 
to equation (1). As shown in Table 6, total DL, which is transmitted 
from MCS or VTS to the MASS, was about 11.3 MHz, and total 
UL, which is delivered to MCS or the VTS from the MASS was 
about 103.9 MHz. Accordingly, a total of the spectrum 
requirements of the CNPC was about 115.2 MHz. At this time, the 
number of the MASS navigated in further was considered as 13.4 
according to section 3.2. Therefore, total DL and total UL would 
be spent on about 0.8 MHz and about 7.8 MHz, respectively, in 
case of using a single MASS with the transmit rate 0.8 Mbps. 

In terms of the three category: (ⅰ) Telecommand and Telemetry; 
(ⅱ) VTS communications; and (ⅲ) Sensing & Collision avoidance, 
the amount of the utilization rate out of the total spectrum 
requirements was observed as presented in Tables 7 and 8. In the 
utilization rate of the DL, it was indicated that the utilization rate 
of the VTS communications was higher than other category. On 
the other hand, in case of the UL, Image and Video were observed 
as the highest utilization rate. In particular, the total of DL and UL 
measured from Telecommand and Telemetry was the smallest 
when comparing of other category. 

Table 7: Utilization rate of DL  

Telecommand & Telemetry DL 0.44 % 

VTS 
communications 

Voice Relay DL 81.55 % 

Data DL 5.77 % 

Sensing & Collision 
Avoidance AIS DL 12.24 % 

Total DL 100 % 
 

Table 8: Utilization rate of UL 

Telecommand & Telemetry UL 0.07 % 

VTS 
communications 

Voice Relay UL 8.88 % 

Data UL 0.03 % 

Sensing & Collision 
Avoidance 

AIS UL 0.68 % 

RADAR UL 6.96 % 

Target 
Tracking UL 0.08 % 

Image, Video UL 83.3 % 

Total UL 100 % 

 

4.2. Discussion 

In section 4.1, it could be seen that the spectrum requirements 
of the CNPC and the utilization rate of the UL and the DL were 
able to be calculated according to [17]. In this section, securing 
communication channels for a safe operation of the MASS in 
terrestrial communication system (i.e., VHF band, UHF band) and 
satellite communication system via the result of the spectrum 
requirements of the CNPC were discussed, as well as some general 
reviews of the calculation method. 

VHF band (i.e., marine frequency 156 to 174 MHz) is most 
suitable for short distance communication with the MASS or 
mutual communication between the MASS and manned ship, but 
transmission speed is within about 50 Kbps per channel. In case of 
applying to the calculated spectrum requirements to the VHF band, 
obtained transmit rate 0.8 Mbps may be impossible to operate in 
VHF band, and bandwidth, for operating the number of the MASS 
presented in section 4.1, was not sufficient. 

Factor 

Telecommand 
& 

Telemetry 

VTS communications Sensing & Collision Avoidance 

Voice Relay Data AIS RADAR Target 
Tracking 

Image, 
Video 

DL UL DL UL DL UL DL UL UL UL UL 

K 7 7 7 7 7 7 7 7 7 7 7 

B (bps) 174.2 262 64,000 64,000 4,530 78.9 9,600 4,800 100,000 296 600,000 

M 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 

R 2 2 2 2 2 2 2 2 1 2 1 

U 0.5 0.5 1 1 1 1 1 1 1 0.5 0.5 

E 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 

Hz 50,27
6.8 

75,617.
2 

9,235,692.
3 

9,235,692.
3 

653,713.
8 

11,385.
8 

1,385,353.
8 

692,676.
9 

7,215,38
4.6 85,430.1 86,584,615.

3 
Total DL 11.3 MHz  
Total UL 103.9 MHz  
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As described in section 2.2, the LTE-M used 700 MHz of the 
UHF band has transfer rate as a minimum 1 Mbps in bandwidth of 
the UL and DL, 10MHz , respectively. Applying the calculated 
spectrum requirements of the CNPC to the LTE-M, the number of 
the MASS, as mentioned in section 4.1, would not be operated at 
the same time due to excess of the bandwidth. Whereas, a single 
MASS with the transmit rate 0.8 Mbps can be operated within 
bandwidth of the LTE-M due to less than 10 MHz of the DL and 
the UL, respectively.  

According to MUNIN project carried out from 2012 to 2015, 
they noted that the ship control systems should be designed to 
operate with different levels of communication quality. Three 
levels are suggested with respectively 4 Mbps, 128 Kbps and low 
bandwidth rendezvous services via state of the art satellite 
communication [4],[5]. In addition, Global Xpress (5 to 50 Mbit/s) 
was considered for available satellite communication link of the 
MASS. State of the art satellite communication is possible to 
obtain required bandwidth according to the user’s demand. 
Therefore, as a result of applying the spectrum requirement of the 
CNPC to the satellite communications, it may be possible to 
operate the single MASS or the several MASS. Consequently, the 
satellite communication link may be more efficient than the 
terrestrial communication link because a number of the MASS can 
be operated at sea under control of the MCS due to securing the 
spectrum requirement of the CNPC. However, satellites normally 
have a more restricted link budget than terrestrial communication 
system as power must be generated from limited area solar panels 
and also because transmission distances are much longer. 

A drawback with the calculation of the spectrum requirements 
of the CNPC is that it only relied on [17] because calculation 
methods for the MASS has been not existed at present. For this 
reason, in order to obtain the accurate spectrum requirements of 
the CNPC, it is necessary to measure suitable factors for the MASS 
(e.g., reuse factor, redundancy factor, utilization factor, and 
frequency efficiency). 

5. Conclusion 

In this paper, appropriate maritime frequency bands were 
analyzed and verified amongst communication systems via the 
calculation result of the spectrum requirements of the CNPC. In 
order to obtain the spectrum requirements, following steps was 
carried out: (ⅰ) obtained the information transmit rates of the CNPC 
per the MASS ; (ⅱ) estimated the density of the MASS per AIS cell 
in the Incheon sea area; (ⅲ) calculated the spectrum requirements 
using factors (e.g., reuse factor, redundancy factor, utilization 
factor, and frequency efficiency); and (ⅳ) determined a total of the 
spectrum requirements of the CNPC. The results of applying to the 
existing and state of the art communication system represented that 
satellite communication system is suitable for safe operation of the 
MASS, in terms of bandwidth, transmit rate, and transmit distance. 
However, in case of using the satellite communication system, it is 
imperative to invest huge budget for operation of the MASS.  

A further study is required to obtain the appropriate values of 
the factors based on characteristics of the MASS operation system 
in order to measure the accurate spectrum requirements of the 
CNPC, and it is necessary to demonstrate the calculation result in 
comparison with experiment via communication systems (e.g., 
VHF band , UHF band, and state of the art satellite) at real sea area. 
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 Thermo-acoustic technology is very potential to be applied to convert heat into another 
energy source. The complete thermoacoustic engine construction requires a resonator 
connected to a core where there is a heat exchanger. The thermoacoustic core has a 
function as an acoustic power generator while the resonator functions as a storage of 
acoustic power which will shift the amplitude or phase of oscillating pressure or volume 
flow rate. Experimental testing was carried out to obtain the performance of a quarter wave 
length of standing wave thermoacoustic engine (SWTE). The resonator is made of a 2 inch 
Sch 40 stainless steel pipe with a length of 390 mm. The results of this experiment showed 
that the measured pressure amplitude was 4800 kPa with a working frequency of 138 HZ 
and produced an acoustic power of 22.85 watts. The parameters of this experimental test 
are used for the simulation program. The acoustic power generated from the simulation is 
20.13 watts, 18.67 watts and 17.82 watts respectively for the length of the resonator 390 
mm, 780 mm and 1170 mm. 

Keywords:  
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Acoustic Power 

 

1. Introduction 

Thermoacoustic is a technology related to heat transfer to 
pressure oscillation, so the use of the term “Thermo” comes from 
the heat transfer process while “acoustic” comes from pressure 
oscillating in the working fluid. This term was first introduced by 
[1] who was credited with laying a theoretical foundation for the 
field of thermoacoustic research. Thermoacoustic technology is 
more interesting to develop because of its superiority compared to 
traditional energy conversion system technologies [2]. The 
advantage lies in thermoacoustic devices that have immovable 
components and simple construction (basically pipelines), making 
such systems very reliable and requires low construction and 
maintenance costs. 

Thermoacoustic devices classified into thermoacoustic engine 
(TAE) and thermoacoustic refrigerators (TAR) depending on the 
practical application of the thermoacoustic effects. TAE turns 
thermal energy into acoustic energy. The thermal energy comes 
from a significant temperature difference derived from a heat 
exchanger that applied to two ends of porous material. TAR 
converts acoustic energy into temperature differences utilizing 

acoustic waves imposed along with porous material. This process 
causes temperature differences that occur in the two heat 
exchangers [3].  

The main components of a TAE or TAR are a resonator tube, 
a porous material (stack) and two heat exchangers. A standing 
wave type produces a half wavelength or a quarter wavelength 
which generate in the resonator. The thermoacoustic phenomenon 
takes place in porous material when the temperature gradient that 
is worn along the porous material interacts with the oscillation of 
sound waves. The heat exchanger is responsible for transferring 
heat in and out of the thermoacoustic device at the desired 
temperature, thereby maintaining the temperature gradient applied 
to the porous material [4]. 

Swift [5] built and tested this SWTE using a 5-inch diameter 
stainless steel pipe with electric heating. The working fluid used is 
Helium at an average pressure of 13.8 bar. The result is an acoustic 
power that can be generated at 630 W with an efficiency of heat 
conversion to acoustic power of 9% and a Carnot efficiency of 
13%. Thermoacoustic prime mover (TAPM) which has a resonator 
length of 128 cm, uses a stack of stainless-steel mesh numbered 
14, two heat exchangers and water at atmospheric pressure as gas 
acting inside the resonator. Successfully designed, built, and 
evaluated by [6].  
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There are two types of acoustic waves generated by the 
thermoacoustic engine, standing waves, and traveling waves. Both 
of these wave types depend on the type of resonator used. 
Thermoacoustic engines require high-temperature gradients to 
produce sound. The temperature gradient itself occurs in part often 
called the stack (for a traveling wave thermoacoustic engine called 
a regenerator), placed between the hot and cold sides of the 
thermoacoustic engine. Thermoacoustic engine research mostly is 
done on the standing wave type due to its ease of configuration, 
which only consists of a resonator pipe and the thermoacoustic 
core which is directly connected to the resonator and placed near 
the other end. This thermoacoustic core is a heat exchanger 
(HHX), stack, and cold heat exchanger (CHX). 

The influence of the length of the resonator pipe on frequency 
is carried out by [7] who investigate the performance of prime 
mover thermoacoustic traveling waves at a small onset 
temperature difference, which is obtained by mounting the stack in 
the right position on the horizontal resonator pipe. 

The resonator tube is one of the critical components of a 
thermoacoustic engine. Many studies have been conducted on the 
effect of resonance tube on thermoacoustic performance, most of 
them focused their research on resonance tube length which is 
considered the dominant factor that determines the frequency of 
the system  
 The effect of the resonance tube on a standing wave 
thermoacoustic engine is researched by simulating a linear 
thermoacoustic. In this simulation, the SWTE is connected to a 
pulse tube refrigeration to obtain the temperature gradient on the 
core side. The results of this simulation calculation show that the 
prolongation of the resonance tube can cause a decrease in the 
working frequency [8].  
 Hariharan et al. [9] conducted a study with variations in stack 
geometry and resonator length to determine the SWTE 
performance. In this study, variations in the length of the resonator 
carried out with lengths of 200, 300, 400, and 500 mm. Variation 
of the length of the resonator influences the pressure amplitude, 
wave frequency, and acoustic power so that it will also affect its 
efficiency. 

The TAE model whose resonator length can be regulated was 
examined by [10] which consisted of 103 mm ceramic honeycomb 
stack, volume buffers, and shell-tube type heat exchangers. The 
TAE performance was evaluated using six different types of stack. 
The length of the resonators used were 50 mm, 100 mm, and 150 
mm placed in three different places. The length of the resonator 
that can be set in this study aims to choose the best working 
frequency so that the TAE can work optimally and produce the 
highest acoustic power. 

The influences of the tube diameter of traveling wave 
thermoacoustic are not sensitive; hence, the resonance frequency 
of the radial dimension is always ignored. Therefore, the way to 
adjust the working frequency is to vary the length of the resonator 
tube. However, for a small thermoacoustic system, the influence 
of the radial dimension cannot be neglected [11].  
 The resonator is one of the key  components of a 
thermoacoustic engine because it’s save acoustic power. Resonator 
supply the instances and compliances that the working frequency 
is related to it.  The unwanted eddying or non-linear pressure 
variations should be avoided by using a straight tubular resonator 
pipe without step, misalignment, and sudden transition. However, 

A straight, uniform-diameter resonator is seldom the best design 
[12]. 

This paper is an extension of work originally presented in the 
2018 4th International Conference on Science and Technology 
(ICST), by changing some variations but still focusing on 
simulations as a way to analyze the performance of this SWTE. 
The author has conducted research on the effects of resonator 
diameter on SWTE performance by simulations using DeltaEC. 
The results show that the simulations with resonator diameter 
variations from the close-open SWTE have no significant effect 
[13]. 

Experiment testing was conducted beforehand to get the results 
of the parameters used. The results of this experiment will be used 
to validate the results of the simulation. The parameters of the 
simulation results that have been confirmed with settings in the 
SWTE experiment are then used as SWTE simulation parameters 
in variation length of the resonator. Simulation of an SWTE  is 
easy to do using DeltaEC . This program was made by Dr. Bill 
Ward and Dr. Gregori Swift from Los Alamos National 
Laboratories (LANL) [14].  
 
2. Theoritical basis 

The quarter wave length resonator is a tube closed at one end 
and open at the other. This resonator can be explained in a lumped 
element model consisting of compliance in series with inertance 
[15]. 

The working frequency is related to the inertance (L) and 
compliance C) of the component in the thermoacoustic engine, 
and they can be described by the equation [12]: 

A
l

L mρ=                    (1) 

 

mP
VC
γ

=       (2) 

 
Where A and l are the sectional area and length of the 

resonator tube, respectively.  𝜌𝜌m is average density and Pm is the 
pressure of the gas. V and γ are the volume compliance and the 
specific heat, respectively. 

The acoustic intensity I for the measured sound wave was 
calculated using the modified two sensor method [16]: 
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Where Re [ ] is the real component and Im [ ] is the imaginary 

components. PA and PB are acoustic pressure waves measured by 
pressure sensors mounted close together along the resonator, and 
θ = arg [PA/PB] represents phase lead of pressure wave PA relative 
to PB,  k is complex wave number and Δx is the difference in 
distance between the two pressure sensors. 
F is a complex factor calculated by: 
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Where γ and σ is notation of the specific heat ratio and Prandtl 

number, respectively. Jn represent the nth order complex of Bessel 
function, k0 is the wave number, and r0 is the radius of duct.  

The results of the acoustic intensity calculation (I) are then 
used to calculate the acoustic power � �̇�𝐸�  in the following 
equation: 

  �̇�𝐸 = 𝐼𝐼𝐼𝐼̇                               (7) 
 

3.  Methodology 

This research uses an SWTE that is open at the end of the 
resonator but closed at the end adjacent to the thermoacoustic core 
as seen in Figure 1. Resonators are made of 2-inch Sch. 40 
stainless steel pipes with a length of 390 mm. Two heat exchanger 
devices used are made of copper both for hot heat exchangers 
(HHX) and cold heat exchangers (CHX). Both of these heat 
exchangers flank the stack made of stainless-steel wire mesh, with 
a porosity of 88.26%. The heat source for heating the HHX comes 
from 6 pcs glow plug from an 11 VDC diesel engine, and CHX is 
cooled using water.  

 

 
 

Figure 1: The main components of a close-open thermoacoustic engine 
 

The first step is experimental testing to find out the acoustic 
intensity of SWTE with a resonator length of 390 mm. In this 
experimental test, temperatures were measured using two type-K 
thermocouples placed in HHX (hot side) and CHX (cold side) 
connect to National Instrument 9234 module. Two M102A05 
PCB pressure sensors are mounted on the resonator with a 
distance between them of 50 mm, used to measure acoustic 
pressure with readings using the National Instrument module 
9234 as well. As a heat source, 6 glow plugs from diesel engines 
are used which are connected to the transformer battery charger. 
The set-up of this experimental test is shown in Figure 2. 
 

 
 

Figure 2: SWTE experiment set-up 
 

 

 
 

(a) 
 

 
(b) 

 

 
(c) 

 
Figure 3: SWTE simulation set-up with a variation of resonator length; a. 390 mm 

, b. 780 mm , c. 1170 mm length of resonator tube. 
 

  The second step is simulation with DeltaEC software to find 
out the performance of SWTE. The first simulation uses 
experimental test parameters at a 390 mm resonator length. The 
experimental data in the first step of the study were used to 
validate the simulation results in the second step. After the two 
results between the experiment and the simulation are validated, 
a simulation program is further developed to predict the 
performance of the SWTE at variations in the length of 780 mm 
and 1170 mm as seen in Figure 3. 

The display of measurement results using NI 9234 data logger 
as a simulation parameter that was read by Labview is shown in 
Figure 4. at point 1 and around 3600 Pa, 138 Hz at point 2. The 
measurement data from these two pressure sensors are then 
processed to get the acoustic intensity and acoustic power using 
equations 3 and 7. The final result for this experiment is the 
acoustic power of 22,853 watts. 
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Figure 4: Pressure Amplitude and frequency of SWTE ekperiment result. 

 

4. Result and Analysis 

 The result of program execution is a schematic SWTE 
construction diagram with segments of the components used, as 
presented in Figure 5. It is in a closed on one side state expressed 
by the SURFACE segment. The other components are Excess 
pipe, which is stated by DUCT segment, HHX and CHX 
components are expressed by HX segment, STKSCREEN 
segments express wire mesh stack, and resonator tube is expressed 
in DUCT segment. 

The DeltaEC program shown in  Figure 6 begins by entering 
the initial parameters as used in the experiment testing, followed 
by settings for each segment used. In Segment 6 which is the Duct 
segment for the resonator, a variation of the resonator length of 390 
mm is included so that the total power and the acoustic power 
generated by the SWTE system. The simulation program that has 
been successfully executed to obtain the performance of SWTE is 
then used to simulate the performance of SWTE at the length of 
other resonators. This simulation is done by changing the program 
simulation parameter at segment DUCT. 

The acoustic power that was successfully generated from the 
simulation for a 390 mm resonator length was 20,13 watts.  
The difference in acoustic power between experimental results and 
simulation results is 3%, so this difference is still acceptable 
because the value of the deviation is even smaller than 10% [12]. 
 The distribution of acoustic power from the system can be seen 
from the graph in Figure 7 as a result of program execution. The 
red line shows the total energy on the device while the blue line is 
the acoustic power. In the segments 1 and 2, which are bounce 
space areas, there is no power generation. Acoustic power starts to 
be generated in the core area of SWTE, and the highest is in the 
field of stack wire mesh which is almost 30 watts. Momentary out 
of CHX this power goes down and will tend to be constant along 
the resonator tube which is around 20 watts. The total power of this 
system is 680 watts, so the efficiency of SWTE with a resonator 
length of 390 m is 2.94%. 

 

Figure 5: Schematic diagram result of simulation for 390 mm resonator length. 

 
Figure 6: Result simulation of  power at 390 mm of resonator length 

 

 
Figure 7: Power distribution of SWTE use 390 mm of resonator length. 

 

 
Figure 8: Result simulation of  power output  at 780 mm of resonator length 
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Figure 9: Power distribution of SWTE use 780 mm  of resonator length. 

Figure 8 to 11 presents acoustic power generated for a 
resonator length of 780 mm and 1170 mm, respectively. The 
simulation with a 780 mm resonator length is done by changing 
the segment 6 in the program by liquefying the other parameters in 
a fixed condition, as shown in Figure 8. The output power for this 
condition is 18.67 watts for acoustic power and 680 watts for total 
power. There was no change in total power due to variations in this 
second simulation; no other parameters were changed. The 
efficiency gained from this conditioning system is 2.7%. 

As shown in Figure 9, for the length of resonator tube 780 mm 
at a position of 0 to 0.18 m there is no power generation because a 
bounce space occupies this position as an air reservoir. At intervals 
of 0.18 ≤ x ≤ 0.2 m, which is the position of the HHX and stack, 
the acoustic power starts to rise and reaches the highest value 
shortly after leaving the stack, which is 26.12 watts. CHX occupies 
the area at 0.2 ≤ x ≤ 0.4 m intervals, resulting in acoustic power 
of 20.96 watts. This value is lower than when the stack exits due 
to water cooling on the CHX side. This value will tend to be 
constant when passing through the resonator at a distance of 0.4 ≤ 
x ≤ 1.2 m, which is equal to 18.67 watts. 

 

 
 

Figure 10:  Result simulation of  power output at 1170 mm of resonator length 
 

 
 

Figure 11: Power distribution of SWTE use 1170 mm of resonator length 
  

The simulation results for the variation of the resonator length 
of 1170 mm are presented in Figure 10. Like the two previous 
simulations, segment 6 of the resonator length is changed to obtain 
information on the amount of output power generated by this 
system. The results can be seen that the total power produced is 
still constant at 680 watts because there is no change in the 
thermoacoustic core parameters. The acoustic power generated is 
smaller by 17.82 watts so that the efficiency of the system as a 
result of this third simulation is 2.62%. 

The acoustic power distribution as presented in Figure 11 has 
the same trend with the simulation results for the variation of the 
resonator lengths of 390 mm and 780 m, where on the bounce 
space side the end is closed, there is no power generated, the core 
has the highest value and the resonator will tend to go down until 
the side open end on this system. 
 Based on the simulation results for SWTE with variations in 
the length of the resonator, the results show that the longer the 
resonator tube, the output power of the system will decrease. The 
prediction from this simulation is following the research conducted 
by [9] and [10], namely that the length of the resonator will affect 
the acoustic power so that it will also affect its efficiency.  

The way to increase the standing type of performance can be 
done by changing to the co-axial type without changing the length 
of the resonator.  Takeyama [17] has tested it by inserting an inner 
tube into the resonator to the bounce space area. The inner tube 
used is smaller than the diameter of the resonator tube, as seen in 
Figure 12. Estimation of co-axial performance can be done by 
simulations using DeltaEC, such as research by [18] which 
conducted this simulation to optimize co-axial traveling-wave 
thermoacoustic cooler powered by the standing-wave 
thermoacoustic engine. 

The simulation results of the co-axial type of thermoacoustic 
engine which the inner tube diameter of 25 mm and 580 mm length 
presented in Figure 13. The acoustic power is 30 watts. There was 
an increase of about 10 watts compared to the SWTE type result in 
both simulation and experimental. The total energy that can be 
achieved by co-axial is about 100 watts, so the efficiency of this 
system is around 3%, slightly higher than the SWTE. 
 
 

 
 

Figure 12: Co-axial thermoacoustic engine contruction. 
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Figure 13: Power distribution of co-axial use 25 mm inner tube diameter 

A summary of the comparison of research results in this paper 
is presented in Table 1 

Table 1: Comparison of test results with variations in resonator length 

Methods Length of 
Resonator (mm) 

Acoustic Power 
(watts) 

Experiment 390 22.85 
Simulation 390 20.13 
Simulation 780 18.67 
Simulation 1170 17.82 
Simulation 
 (co-axial) 

390 30.00 

 

5. Conclusion 

Simulations to predict the performance of SWTE open-close 
have been carried out. Its application for a 390 mm resonator 
length successfully made, and the results match the experimental 
data. Execution of other resonator lengths, namely 780 mm and 
1170 mm, states that a prolonged resonator reduces the acoustic 
power produced by this device. Another method for increasing 
engine performance without changing the length of the resonator 
is by making the device co-axial type. 
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 Wireless sensor networks (WSNs) are considered to be the currently flourishing scientific 
domain, thereby found to be applicable in numerous industrial and domestic applications. 
As per the mathematical results in Pulse-coupled oscillator (PCO), it has been predicted 
that, numerous iterations are needed for convergence, leading to increased power 
consumption. Biologically inspired solutions are greatly applicable for recovering 
coverage issues and efficient routing processes. In Hybrid energy efficient distributed 
clustering (HEED), to find a node with lowest communication cost, large number of 
iterations is needed, thereby leading to larger time duration for finding such node, and this 
is considered as the prevalent drawback, resulting in significant power consumption. In 
Optical low energy adaptive clustering hierarchy (O-LEACH), the cluster head selection is 
based on randomness, resulting in easy cluster failure. Hence, for cases, where power 
minimization and higher network lifetime is to be achieved to a larger extent, the existing 
strategies shall not be applicable, due to few restrictions. In this paper, a priority 
incorporated zone based distributed clustering algorithm, the Better Integrated and 
Optimized Low Energy Adaptive Clustering Hierarchy (BIO-LEACH) has been proposed 
for heterogeneous WSN. The methodology of this distributed clustering algorithm possesses 
three distinct features. First, the given clustering area will be divided in to different clusters 
and each cluster will be assigned with priority. The cluster which is highly sensitive and 
which needs frequent data recording will be given highest priority. The clusters in which 
the priority is assigned, takes multiple sensing and communication even in one cycle. But, 
the clusters where priority is not assigned, only one sensing and data transmission will be 
allowed for one cycle. Second, the clusters possessing priorities will have one cluster head 
(CH) and two supporting cluster head (SCH), but the clusters that do not have priorities 
will have only one cluster head. Third, the clusters possessing priorities will be possessing 
cluster nodes more than that of the clusters without priorities, so as to avoid cluster failure. 
Simulation results have been done to evaluate the performance of the proposed algorithm 
in terms of number of cluster head selection, amount of energy consumed and number 
packets received.  
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1. Introduction  

In a typical wireless sensor networks (WSN), there will be 
hundreds to thousand number of sensor nodes that will be capable 
of functioning in unattended environments [1]. The sensor nodes 
in such networks collect information from the predestined 
environment and communicate with each other in a cooperative 
manner. These wireless sensor networks form the basic 
functioning module of Internet of Things (IoT) [2], thereby sensed 
data can be transmitted over the IoT, for numerous real-world 
applications like healthcare and military. These sensor networks 
therefore form the basic research focus in the present era, and also 
when these sensor nodes function as actuators, they could be 
intelligent to control a particular situation based on the sensed 
values or reading. These actuator applications are quite commonly 
applicable in military applications, earthquake detection and 
alerting, environmental monitoring applications, etc. Considering 
a single sensor node, it possesses a sensing unit, microcontroller 
unit, storage unit, radio communication unit and an antenna [3-5]. 
But, these sensor nodes are tiny in size, thereby power becomes 
the main area to be concentrated. Unlike other networks, sensor 
networks are mostly preferred to function in unattended 
environments where even human live is merely possible, thereby 
the power consumption of the batteries have to be clearly 
controlled. Therefore, bringing out an energy efficient strategy to 
minimize the power consumption of the sensor nodes has become 
the main view of recent researchers. One such method to attain 
these functionalities is by effectively forming clusters.  

These sensor networks can be employed to measure 
single/multiple parameters using the same network, and hence 
heterogeneous WSN comes in to picture. The main difference 
between homogenous and heterogeneous wireless sensor network, 
in one point of view is that, the former uses identical sensor 
throughout the sensor field, but the latter uses different types of 
sensors within the sensor field.  

Therefore, in a heterogeneous WSN, the main target will be 
towards reducing the power consumption of the sensor nodes and 
prolonging the overall lifetime of the network. Heterogeneous 
WSN possesses a group of sensor nodes that are different in 
functionalities, thereby deploying them, and topology 
management is also a serious concern [6]. 

 
Figure 1: Taxonomy of heterogeneous schemes. 

Fig.1 defines the taxonomy of heterogeneous protocols for 
WSNs. Heterogeneity of a sensor node may be based on energy, 
computational and link heterogeneities. Energy heterogeneity 
specifies the replacement capabilities of batteries in a sensor node, 
as the energy is the main constraint when compared to 
computational complexities and link failures in a heterogeneous 
WSN. Computational heterogeneity specifies that the particular 
sensor node possesses higher features like speed, storage, battery, 
etc., when compared to ordinary sensor nodes that too directly 
depends on energy heterogeneity. Processing highly complex data 
along with increased storage capabilities, forms the specific feature 
of a heterogeneous wireless sensor network. The communication 
distance between two sensor nodes is mainly considered as the 
parameter for link heterogeneity. When we go for long distance 
communication, communication bandwidth also forms a major 
concern in a heterogeneous WSN.  

This paper has been structured as follows. An introduction to 
various concepts in a wireless sensor network, mainly focussing 
on heterogeneity, has been discussed in Section 1. The literature 
survey of several algorithms towards the closer vicinity of this 
research work is discussed in Section 2. The features of the 
proposed BIO-LEACH algorithm, and how it differs from the 
traditional algorithms has been clearly discussed in Section 3. 
Simulation results along with necessary discussions have been 
elaborated in Section 4. Finally, Section 5 concludes the paper. 

2. Literature Review 

Few related researches work carried out by researchers in the 
closer vicinity of our research work is discussed here, that includes, 
Pulse-coupled oscillator (PCO), Biologically inspired solutions, 
Hybrid energy efficient distributed clustering (HEED) and Optical 
low energy adaptive clustering hierarchy (O-LEACH). 

Pulse-Coupled Oscillator (PCO) Method: Based on PCO, the 
first proposal started for attaining synchronization in a 
heterogeneous WSN. But, prior to that numerous research works 
have been carried out with theoretical and mathematical models, 
but they did not concentrate on the hardware part. This hardware 
oriented PCO strategy mainly concentrated on the physical layer 
parameters and employed point to point communication topology. 
But, subsequently many approaches have been proposed based on 
PCO for ultra wideband (UWB) communication applications [7]. 
This PCO falls under the category of energy efficient 
synchronization protocols for heterogeneous WSN. As per the 
mathematical results, it has been predicted that numerous iterations 
are needed for convergence. The mapping is done in continuous 
manner so as to attain convergence in these sensor networks. Even 
though, higher efforts were taken towards convergence and 
synchronization, these strategies will not guarantee effective 
convergence.  

Biologically Inspired Solutions: These biologically inspired 
solutions are typically designed so as to imitate the basic 
functionalities of naturally inspired metaheuristic. Apart from 
attaining energy efficiency and prolonging network lifetime, these 
biologically inspired solutions offer numerous interesting benefits 
in WSN [8-10]. These strategies are normally considered as an 
effective tool that are generally simpler, highly scalable and offers 
distributed approaches for heterogeneous WSNs. These strategies 
are normally considered as the replica of optimizing real time 
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problems. Considering few examples, the ant colony optimization 
strategy serves as an effective tool for multipath clustering and 
routing, particle swarm optimization is considered as an effective 
approach for generating optimal number of clusters, the genetic 
algorithm is mainly employed to recover the coverage issues, and 
artificial bee colony algorithm mainly results in formation of 
efficient clustering and routing processes. These approaches are 
found to be applicable for controlling automated smart lighting 
systems and also in photovoltaics [11-14]. 

Hybrid Energy Efficient Distributed Clustering (HEED): This 
particular approach is mainly formulated so as to attain effective 
clusters in a wireless sensor network [15]. HEED algorithm mainly 
depends upon residual energy and communication cost for forming 
effective clusters. In case of Optical Low Energy Adaptive 
Clustering Hierarchy (O-LEACH), the cluster head is selected in 
random manner, but HEED was proposed for eradication of 
random cluster head (CH) selection.  Initialization, repetition and 
finalization phases are the three different phases carried out while 
forming clusters in WSN based on HEED. The initial probability 
of a node to become CH for the current round is decided in the 
initialization phase of HEED. The node with lowest 
communication cost will be elected as CH in the repetition phase 
of HEED. And, in finalization phase, the election of cluster head 
will however be properly settled.  In order to find a node with 
lowest communication cost, numerous iterations are needed, 
thereby leads to larger time duration for finding such node and this 
is considered as the prevalent drawback in HEED.  

Optical Low Energy Adaptive Clustering Hierarchy (O-
LEACH): This strategy was proposed to connect two separate and 
longer distanced sensor networks using an optical and distributed 
fiber link, and every other clustering process is followed as per the 
traditional LEACH algorithm. These two wireless sensor nodes are 
considered to possess huge number of wireless sensor nodes, and 
based on the nature of required applications, it could be assigned 
that these sensors shall communicate or shall not communicate 
with other sensor nodes. This optical fiber serves as the 
connectivity between two separate sensor fields, therefore at the 
edge of the network, base station (BS) will be positioned.  The CH 
performs data aggregation process so as to further reduce the 
quantity of data that needs to be communicated to the base station 
[16-17]. As per the traditional LEACH concept, the cluster head 
selection is carried out in a random manner, and this is mainly 
considered as the common drawback during the cluster formation 
in O-LEACH algorithm also. The aggregated data is forwarded 
from the cluster head to the base station either by direct forward or 
hopping through other cluster heads.  

2.1. Problem Statement 
Considering heterogeneous network, as per the mathematical 

results in PCO, it has been predicted that, numerous iterations are 
needed for convergence, leading to increased power consumption. 
Hence, for cases, where power minimization and higher network 
lifetime is to be achieved, this strategy shall not be applicable. 
Biologically inspired solutions are greatly applicable for 
recovering coverage issues and efficient routing processes. In 
HEED, to find a node with lowest communication cost, large 
number of iterations is needed, thereby leading to larger time 
duration for finding such node, and this is considered as the 
prevalent drawback, resulting in significant power consumption. 

In O-LEACH, the cluster head selection is based on randomness, 
resulting in easy cluster failure. Hence, to overcome these issues, 
formulation of a novel clustering strategy, which increases the 
network lifetime and decreases the power consumption, is essential. 

3. Proposed BIO-LEACH Algorithm 

3.1.  Methodology  
The proposed distributed clustering algorithm possesses three 

distinct features. First, the given clustering area will be divided in 
to different clusters and each cluster will be assigned with priority, 
which is not observed in O-LEACH. The cluster which is highly 
sensitive and which needs frequent data recording will be given 
highest priority. The clusters in which the priority is assigned, 
takes multiple sensing and communication even in one cycle. But, 
the clusters where priority is not assigned, only one sensing and 
data transmission will be allowed for one cycle. Second, the 
clusters possessing priorities will have one cluster head (CH) and 
two supporting cluster head (SCH), but the clusters that do not 
have priorities will have only one cluster head. Third, the clusters 
possessing priorities will be possessing cluster nodes more than 
that of the clusters without priorities, so as to avoid cluster failure. 
In case of O-LEACH, it was proposed to connect two separate and 
longer distanced sensor networks using an optical and distributed 
fiber link, and every other clustering process is followed as per the 
traditional LEACH algorithm. The main difference between the 0-
LEACH and BIO-LEACH is that, clustering process in O-LEACH 
is as per the traditional LEACH algorithm, which results in 
reduced network lifetime, but, the proposed algorithm employs 
aforementioned novelties in clustering process, thereby results in 
improved network lifetime. Fig.2 shows the basic articulation of 
the BIO-LEACH algorithm. 

 

Figure 2: Basic articulation of BIO-LEACH algorithm. 

The clustering field scenario considered for the proposed 
scheme is divided into 12 clusters of equal dimensions. Clusters 2, 
7 and 10 are only assigned with priorities, but the other clusters are 
considered as normal clusters. The clusters in which the priorities 
are assigned has one cluster head and two supporting cluster head 
(SCH). Also, the sensor nodes are higher in number when 
compared with the ordinary clusters. The main reason we are 
assigning a greater number of sensor nodes is that, these priority 
clusters will do more sensing and data communication when 
compared to the ordinary clusters. The operational flowchart of the 
proposed algorithm is depicted in Fig.3. The three main phases in 
BIO-LEACH are cluster formation, Data transmission and CH-CH 
communication. 
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3.2. Assignment of Priority and Synchronization 
In the proposed strategy, it is supposed for every node to 

possess a clock which varies from 0 to T, and this could be 
expressed mathematically as,  

                                                                

                                                                           (1) 

Where, I represent a particular node and  (0)iφ signify the offset 
period. Equation 1 clearly specifies that the state of a particular 
node at 0t > , therefore the sensed information correlates with the 
firing time. The sensor node i that hears the advertisement of its 
neighbouring nodes will update its clock based on the function 
given below, 

                                                                                              (2) 

 

 
Figure 3: Operational flowchart of the Proposed Algorithm. 

Where 0ε >  represents the coupling strength and (.)f  
represents the predestined sensor function such that 
( ) ( ) ( ) ( )0 0,  1 1  0;    0,1f f and f x x= = > ∀ ∈  

A typical 
example correlating the state jx and phase jφ  can be integrated 
as a function given below, 
  

                                                                                                                                                                                       (3) 

A particular node j that hears the advertisement message shall be 
expressed and correlated mathematically as, 

                                                                       (4) 

                                       (5) 

      
                                                                                         (6) 

Thus, the condition for an updated node j to get synchronized with 
the original node i shall be integrated and expressed in 
mathematical form as below, 

                                                                                               (7) 

 

Figure 4: Cluster Formation Scenario. 

Two different clusters are formed: one with priority and other 
normal clusters. Fig.4 demonstrates how different types of clusters 
are formed in the proposed strategy. User can assign manually as 
per Equations (4)-(6), how many clusters needs priority and how 
many which do not need it, based on the requirements. Equations 
(1)-(7) describes the assignment of priority in the proposed 
algorithm, thereby forms an essential role when compared with O-
LEACH, in overcoming the drawbacks of O-LEACH. 

3.3. Data Transmission from CH to the BS 
Fig.5 shows the data transmission path in the proposed 

approach. The cluster nodes will sense the data and keep it ready, 
once the TDMA time slot is assigned by the cluster head (CH), 
these nodes forward them to the cluster head. The main difference 
between the existing algorithms and the proposed approach is that, 
the existing algorithms do not use relay nodes. 

 

Figure 5:Data transmission path in the proposed approach. 

Relay nodes are the nodes that are rich in resources, and in the 
proposed approach, these relay nodes are used only for 
communication between the CH and base station (BS). Relay 
nodes are employed between cluster head and the base station. 
These nodes carry the aggregated data from the cluster head to the 
base station. In most of the existing approaches, CHs sends the 
aggregated data to the base station, either directly or forwarding 
them through other cluster heads. This leads to sudden failure of 
cluster head. This shortcoming is avoided in the proposed 
approach, by the employment of relay nodes. Data transmission 
path is a multihop communication from CH to BS. 
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4. Results and Discussions 

For simulation purpose, a square sensor field has been 
considered with N distinct sensor nodes with MxM dimension. The 
quantity of sensor nodes in the whole sensor field shall be 
expressed mathematically as, 

                                                                            (8) 

The sensor nodes are assumed to be in immobile fashion, 
thereby each and every sensor nodes are pre-assigned with one 
unique identifier for distinguishing the data collected by the nodes 
in the sensor field, and can be expressed mathematically as,    

    (9) 

We also have assumed that every sensor nodes are 
heterogeneous and possess variable functionalities, and also the 
batteries of the sensor nodes are capable to recharge based on some 
mechanisms.  

Table 1: The used Notations in BIO-LEACH Algorithm 

S.No Notation Description 
1 _Cl m  Cluster Members 
2 _ ( )CH f j  Followers of CH i 
3 _CH c  CH Candidate 
4 _ ( )CH c i  Set of _CH c  received by sensor i 
5 

lε  Minimum Energy Level 

6 
tε  Quality Assessment Threshold 

7 
dε  Decay time 

8 
cR  Communication Range 

9 
1T−  Time of initialization step 

10 
2T−  Time of CH Election step 

 

The position i i(x , y )  R∈  of a sensor node i is signified and 

considered as iθ . Also, it is considered that, the sensor nodes do 
not know the exact position of other sensor nodes, but the cluster 
head and the sensor nodes are aware of the position of the base 
station.  The BS is outside the sensors square, near the middle edge 
of the square, and has sufficient resources. Each sensor can receive 
a message from another, if it is in the communication range of the 
sender sensor. The communication distance corresponding to the 
sensing distance ds is expressed mathematically as,  

                                        (10) 

For effective cluster formation in the proposed BIO-LEACH 
algorithm, the following parameters and notations are considered 
as represented in Table 1. Every simulation work has been done 
in NS2 for maximum of 100 rounds. Unlike O-LEACH and 
HEED approaches, the subsequent cluster heads are elected only 
when the threshold values of the prevailing cluster head become 
less than 1. This concept is not available in most of the existing 
distributed clustering algorithms. Subsequent to initialization step, 
the election of cluster heads wills commences at particular time 

T1. But, in case of next time duration T2, the sensor node that has 
the possibility to become a cluster head will send CHFOLLOW 
message. In circumstance when the sensor node acquires this 
candidature, it will estimate the hop length and hop count of each 
and every CH. In case, when the cluster head do not receive the 
CHFOLLOW message, it will change its status from node j to 
normal node i. In case of steady state phase, the data gets 
aggregated by following TDMA slots. The communication 
between CH and BS is accompanied with the help of CDMA, but 
communication in between local clusters will be done by TDMA.  
 

Fig.6 shows the number of CHs and number of CH elections in 
BIO-LEACH during 100 runs. In the first 10 runs out of the 10 
elected cluster head only 5 is finalized. In 20 runs, 6 get finalized 
out of 10 elections. In next stage, 5 get finalized out of 14 elections. 
Finally, in 100 runs, 4 get finalized out of 10. At an average, 45.63% 
represents the average percentage of cluster head finalized out of 
those selected initially. This figure is a decent value, which 
specifies the novel strategies followed for cluster head selection in 
the proposed approach. The clusters where priority is not assigned, 
only one sensing and data transmission will be allowed for one 
cycle. The clusters possessing priorities will have one cluster head 
and two supporting cluster head, but the clusters that do not have 
priorities will have only one cluster head. This concept helps in 
proper rotation of CHs when compared with the existing 
approaches, thereby aids in better CH selection. 

 

Figure 6: CH Election strategy outcomes. 

Fig.7 specifies the network lifetime evaluation in BIO-LEACH. 
Network lifetime is nothing but the total span of period over which 
the sensor network will be alive. Also, in one angle, it could be 
specified as the time span for the first node to die, because the 
death of the first node implicitly indicates that there will be some 
loss in overall function of the sensor network. It also represents the 
case when, some network nodes die out of energy, and in this case 
the other network nodes being used to acquire the information 
from the dead node and transfer it to the base station. Here, initially 
for 1000 received packets, the number of nodes alive in O-LEACH, 
PSO and HEED are same as that of the proposed approach.  

But, for 6000 received packets, the number of nodes alive in 
O-LEACH, PSO and HEED are 100, 400 and 450, but the 
proposed algorithm has a good number of alive nodes as 500. 

1 2 NS = {s , s ,....., s }  

 i         [1, N] 1 or i N∈ ≤ ≤  

c sR  = 2.   dπ ×  
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Similarly, for 8000 received packets, the number of nodes alive in 
O-LEACH, PSO and HEED are 100, 200 and 350, but the 
proposed algorithm has a good number of alive nodes as 400. 
Finally, for 10000 received packets, the number of nodes alive in 
O-LEACH, PSO and HEED are 100, 100 and 100, but the 
proposed algorithm has a good number of alive nodes as 200. Thus, 
the loss of nodes is greatly prevented in the proposed approach. 
The average number of nodes alive in O-LEACH, PSO, HEED and 
BIO-LEACH are 2275, 3550, 4075 and 4325 . BIO-LEACH 
algorithm shows 47.39% improvement in number of nodes alive 
when compared to O-LEACH, 17.91% improvement in number of 
nodes alive when compared to PSO and 5.78% improvement in 
number of nodes alive when compared to HEED, respectively. 
This is mainly achieved by the incorporation of relay nodes, 
priority and clustering concepts.  

Here, the clusters possessing priorities will be possessing 
cluster nodes more than that of the clusters without priorities, so as 
to avoid cluster failure. In case of O-LEACH, it was proposed to 
connect two separate and longer distanced sensor networks using 
an optical and distributed fiber link, and every other clustering 
process is followed as per the traditional LEACH algorithm. Thus, 
by the concept of using priority, the proposed strategy attains 
betterment in network lifetime. 

 
Figure 7: Network lifetime evaluation in BIO-LEACH. 

Fig.8 describes the evaluation of amount of energy consumed 
in all the four approaches in terms or residual energies. Models 
proposed and implemented by Heinzelman normally attain better 
energy efficiency that implicitly signifies excellent power 
controlling and there is no any channel fading to happen. Initially 
for 1000 received packets, the residual energy in O-LEACH, PSO 
and HEED is 10 Joules, same as that of the proposed approach. 
But, for 6000 received packets, the residual energy in O-LEACH, 
PSO and HEED are 2 Joules, 4 Joules and 6 Joules, but the 
proposed algorithm has better residual energy as 5.5 Joules. 
Similarly, for 8000 received packets, the residual energy in O-
LEACH, PSO and HEED are 0.5 Joules, 2 Joules and 3 Joules, but 
the proposed algorithm has a better residual energy as 4 Joules. 
Finally, for 10000 received packets, the residual energy in O-
LEACH, PSO and HEED are 0.5 Joules, 1 Joule and 3 Joules, but 
the proposed algorithm has a good residual energy as 4 Joules. The 
average residual energy in O-LEACH, PSO, HEED and BIO-
LEACH   are 38.50 Joules, 49 Joules, 60.50 Joules and 64.50 
Joules. BIO-LEACH algorithm shows 40.31% betterment in 
residual energy when compared to O-LEACH, 23.87% 

improvement in residual energy when compared to PSO and 6.20% 
improvement in residual energy when compared to HEED, 
respectively. For highly stable clusters, the residual graph should 
be linear with lesser irregularities, and from the graph it is evident 
that the proposed approach is highly stable. 

 
Figure 8: Evaluation of Amount of energy consumed. 

Fig.9 describes the amount of packets received by the BS in all 
the four approaches. Congestion in wireless sensor network occurs 
because of loss or drop of packets, that mainly affects the network 
lifetime and throughput in these wireless sensor networks. Also, 
losses shall happen when the implemented network possess very 
poor security mechanisms. Initially for 10 rounds, the amount of 
packets received by the BS in O-LEACH, PSO and HEED is 
10000, same as that of the proposed approach. But, for 40 rounds, 
the amount of packets received by the BS in O-LEACH, PSO and 
HEED are 6600, 6900 and 6400, but the proposed algorithm has 
better amount of packets received by the BS as 8800. Similarly, for 
80 rounds, the amount of packets received by the BS in O-LEACH, 
PSO and HEED are 3900, 4200 and 3700, but the proposed 
algorithm has a better amount of packets received by the BS as 4 
Joules. Relay nodes are employed between cluster head and the 
base station. These nodes carry the aggregated data from the 
cluster head to the base station. In most of the existing approaches, 
CHs sends the aggregated data to the base station, either directly 
or forwarding them through other cluster heads. This leads to 
sudden failure of cluster head. This shortcoming is avoided in the 
proposed approach, by the employment of relay nodes, thereby 
leading to number of successfully delivered packets. Also, this 
results in the decrease in communication delay, as seen in Fig.10. 

 
Figure 9: Amount of packets received by the BS in the Four Approaches. 
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Figure 10: Average end-to-end delay during 100 runs for all the four Strategies. 

Finally, for 100 rounds, the residual energy in O-LEACH, PSO 
and HEED are 3500, 3900 and 3000, but the proposed algorithm 
has a good amount of packets received by the BS as 6000. The 
average amount of packets received by the BS in O-LEACH, PSO, 
HEED and BIO-LEACH are 57600, 60100, 54900 and 81200. 
BIO-LEACH algorithm shows 29.06% betterment in amount of 
packets received by the BS when compared to O-LEACH, 25.98% 
improvement in amount of packets received by the BS when 
compared to PSO and 26.84% improvement in amount of packets 
received by the BS when compared to HEED, respectively. The 
slope of the curve is also linear with less irregularities, making it 
more stable. 

Fig.10 describes the average end-to-end delay during 100 runs 
for all the four Strategies. End-to-end delay or one-way delay 
signifies the overall time duration expended by the packets for 
reaching the base station from the cluster node or cluster head. It 
is a communal word in IP network monitoring, and varies from 
round trip time, where the path length in one way direction is only 
considered. Here, initially for 10 runs, the average end-to-end 
delay in O-LEACH, PSO and HEED is 44ms, 30ms and 25ms, but 
for the proposed approach the average end-to-end delay is 12ms. 
But, for 40 runs, the average end-to-end delay in O-LEACH, PSO 
and HEED are 30ms, 20ms and 18ms, but the proposed algorithm 
has reduced average end-to-end delay as 8.1ms. Similarly, for 80 
runs, the average end-to-end delay in O-LEACH, PSO and HEED 
are 40ms, 24ms and 20ms, but the proposed algorithm has a low 
average end-to-end delay as 11ms. Finally, for 100 runs, the 
average end-to-end delay in O-LEACH, PSO and HEED are 50ms, 
35ms and 29ms, but the proposed algorithm has a reduced average 
end-to-end delay as 15ms. The average end-to-end delay in O-
LEACH, PSO, HEED and BIO-LEACH are 375ms, 266ms, 
222ms and 109.1ms.  

5. Conclusion 

In this paper, a priority incorporated zone based distributed 
clustering algorithm, the Better Integrated and Optimized Low 
Energy Adaptive Clustering Hierarchy (BIO-LEACH) has been 
proposed for heterogeneous wireless sensor networks. This 
distributed clustering algorithm possesses three distinct features. 
First, the given clustering area will be divided in to different 
clusters and each cluster will be assigned with priority. The cluster 
which is highly sensitive and which needs frequent data recording 

will be given highest priority. The clusters in which the priority is 
assigned, takes multiple sensing and communication even in one 
cycle. But, the clusters where priority is not assigned, only one 
sensing and data transmission will be allowed for one cycle. 
Second, the clusters possessing priorities will have one cluster 
head (CH) and two supporting cluster head (SCH), but the clusters 
that do not have priorities will have only one cluster head. Third, 
the clusters possessing priorities will be possessing cluster nodes 
more than that of the clusters without priorities, so as to avoid 
cluster failure.  From the simulation results, BIO-LEACH 
algorithm shows 47.39% improvement in number of nodes alive 
when compared to O-LEACH, 17.91% improvement in number of 
nodes alive when compared to PSO and 5.78% improvement in 
number of nodes alive when compared to HEED, respectively. 
Also, the proposed strategy shows 40.31% betterment in residual 
energy when compared to O-LEACH, 23.87% improvement in 
residual energy when compared to PSO and 6.20% improvement 
in residual energy when compared to HEED, respectively. 
Moreover, the novel algorithm shows 29.06% betterment in 
amount of packets received by the BS when compared to O-
LEACH, 25.98% improvement in amount of packets received by 
the BS when compared to PSO and 26.84% improvement in 
amount of packets received by the BS when compared to HEED, 
respectively. Hence this proposed algorithm exhibits highly stable 
clusters. 
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This paper examines application of linear general model predictive control (LGMPC). The
stability of the LGMPC is proven by means of a demonstration of a theorem stating a
sufficient and constructive condition. Lower bounds conditions are found for one of these
matrices and then a system with saturation is taken into consideration. The conditions
can be interpreted through physical aspects. The results obtained were tested by means of
computer simulations and an example with a water recovery process is considered.

1 Introduction

Model predictive control (MPC) is a technique that can be used to
calculate feedback control for both linear and nonlinear systems
using online optimisation techniques. Due to its great flexibility,
MPC is likely to be the method with the most practical applications
among modern control algorithms. MPC is suitable for limited,
multivariable systems and for control problems where regulation of
the control function is very difficult or even impossible. One of the
great advantages of MPC is its ability to handle the limitations of
the system, which makes these methods very interesting to industry.

Linear control theory generally deals with systems that are de-
fined in continuous time and that can be described by ordinary
differential equations in which the process model is the cornerstone
of MPC. The model should fully capture the process dynamics and
also be set up so that the predictions can be calculated.

The application of MPC to mechatronic systems for servo design
attracts the attention of many scientists because of the continuous
development of microprocessor technology. Mechatronic systems
such as electrical motor control [1], two-stage actuation system con-
trol and machine tool chattering control [2] have shown promising
results. Various advanced techniques are being rapidly developed
that integrate MPC to improve performance [3]. However, the sam-
pling frequencies previously used in the research literature may
be too low for general mechatronic systems. Moreover, simula-
tions show that the existence of modelling errors leads to obvious
steady-state errors. Both of these points, especially during real-time
implementation, may influence the performance of mechatronic
systems. For example, the calculation of the solution of MPC tech-

niques in an off-line explicit way has been demonstrated [4, 5], and
MPC has been also applied to piezoelectric actuators [6]. Find-
ing the conditions for stability is one of the interesting issues in
optimisation.

The goal of this paper is to find the lower bounds of a matrix
characterising the cost function that gives stability in an optimal
solution. The results obtained by means of a proportional integral
(PI) controller by Mercorelli et al. [7] and Mercorelli [8, 9] are
extended in this contribution. This work considers a water distilla-
tion system in which water is separated from mud and impurities
using a standard solution based on a heating system combined with
a pressure control structure. The experimental setup represents a
good example in terms of sustainability. Nevertheless, the algorithm
proposed can be applied to any other linear system and represents
an advancement in terms of the choice of weighting parameters for
the cost function.

The paper is organized as follows. Section 2 is dedicated to
model a water recovery system. Section 3 presents backgrounds
of MPC. In Section 4 and 5, the structure of LGMPC is analysed
without and with input saturation respectively. In Section 6, the
proposed control technique is applied to a simulated example in the
context of a Water Recovery Process. Conclusion closes the paper.

2 Mathematical model of the system

Figure 1 shows a schematic of the system being considered. The
system comprises three elements: a boiler, a compressor and an
evaporator. The waste water is located in the middle of the boiler.
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The main nomenclature
min(t): input mass flow (kg/sec)
mo(t): output mass flow (kg/sec)
m(t): mass (Kg)
dm(t)

dt : mass flow (kg/sec)
p(t): pressure inside the evaporator (Pa)
T : temperature (K)
V: volume (l)
pi: initial pressure (Pa)
pd: desired pressure (Pa)
Rg: vapour constant
Aw: anti-windup signal
Kb: weight factor for the anti-windup action
VL: a Lyapunov function
Ak: discrete system matrix
Bk: discrete input matrix
Hk: output matrix
Gp: model predictive control state matrix
F1p: model predictive control ”delta” input matrix
F2p: model predictive control input matrix

A vapour chamber hosts water vapour produced by heating the
waste water in the upper part. In the first phase, the resistor system
heats the waste water. After that, vapour appears in the chamber.
The heating process is then turned off and the compressor is turned
on. The pressure in the vapour chamber must be reduced using the
compressor with the help of a mass flow. This mass flow (m0(t))
represents cleaned and distilled water in the output of the evaporator.
To be more precise, the vapour is condensed and transfers heat to
the waste water in the evaporator. The low pressure in the vapour
chamber allows new waste water to penetrate into the boiler. In this
case, the compressor plays the role of a controller, and the mass
flow m0(t), with the constraint that m0(t) > 0, represents its output.
The compressor includes an asynchronous motor being regulated by
means of an inverter, which is driven by a pulse-width modulated
(PWM) signal that converts the output of the LMPC controller into
a frequency. The error signal occurs in the input to the LMPC. The
section concerning the simulation demonstrates the details of the
control scheme. The dynamics of the asynchronous motor with the
inverter and the other converters are not considered in this analysis,
but they are faster than the dynamics of the controlled process.

In the first phase, the pressure in the container is approximately
1.013 bar. The pressure increases during heating as the water starts
to evaporate. At a lower pressure, the water boils and evaporates
faster. New water is added under control. The ”internal heat ex-
changer” helps to condense the vapour, which now contains no
impurities. The controller design must take the dynamic model of
the system into account. As explained above, the following equa-
tions can be taken into account, considering that the process of
regulation begins when the steam is in the boiler. The idealised
model can be presented as follows:

dm(t)
dt = min(t) − mo(t)

dp(t)
dt =

dm(t)
dt

RgT
V ,

(1)

with min(t) being a stepwise positive constant function.

Figure 1: Boiler system

Considering the forward Euler discretisation with sampling time
Ts, this expression is obtained:

m(k + 1) = Ts(min(k) − mo(k)) + m(k)
p(k + 1) = (min(k) − mo(k)) RgT

V + p(k),
(2)

and thus[
m(k + 1)
p(k + 1)

]
︸          ︷︷          ︸

ẑ(k+1)

=

[
Ts 0
0 1

]
︸      ︷︷      ︸

Ak

[
m(k)
p(k)

]
︸    ︷︷    ︸

ẑ(k)

+

[
Ts

TsRgT
V

]
︸     ︷︷     ︸

Bk

(min(k) − m0(k))︸              ︷︷              ︸
umpc(t)

(3)

3 Model predictive control
The process model is the cornerstone of MPC. The model should
fully capture the process dynamics and also be set up so that the pre-
dictions can be calculated. At the same time, it should be intuitive
and allow a theoretical analysis. The process model is necessary
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to calculate the predicted output quantities y(t + k|t), also referred
to as outputs, in a future instance, where y(t + k|t) designates the
output at time t + k from time t. The various strategies of MPC
can use numerous models to show the relationship between the
output quantities and the measurable input quantities (inputs). A
disturbance model can also be considered to describe behaviour not
reflected by the process model, as well as non-measurable input
magnitudes, measurement noise and model error. However, we
will not consider these models at this point. Virtually any form of
modelling in an MPC formulation can be used, but the following
are the most common.

3.1 Problem definition and general idea of MPC

The problem of the model-predictive approach is a generalised form
of stabilisation: the so-called tracking problem. The goal here is
that the output quantities y(t + k) follow a given reference trajectory
w(t + k), i.e. the deviation of the output quantities y(t + k) from a
known reference trajectory w(t + k) should be minimised within a
certain time window (horizon N) in order to keep the process as
close as possible to this trajectory. This can be achieved by influ-
encing the future output variables by a control sequence u(t + k)
to be calculated within a finite horizon N. For this purpose, a goal
function J is set up, which is normally quadratic in form. The ref-
erence trajectory w is assumed to be known. The calculated output
quantities y(t + k), on the other hand, depend on the chosen model
description and the future control signals u(t + k) or the vector of
the future control function changes ∆u(t) = u(t) − u(t − 1). The
basic idea of MPC can be explained in the following way. The
future control quantities y(t + k) at time t are to be predicted over a
finite horizon N using the process model. These calculated output
quantities depend on known values of the instance t and the future
control signals u(t + k), which are to be calculated and output to
the system. The future control sequence is calculated by optimising
a certain criterion, in most cases by minimising a target function
J. Starting from the current time t, this objective function is now
set up over the control horizon N and, with suitable optimisation
methods, dependent on the zuk control values u(t + k) and control
value changes ∆u are minimised.

3.2 The considered case

Just two samples of the model approach are considered:

ẑ(k + 1/k) = HkAkz(k/k) + HkBkumpc(k). (4)

If ∆umpc(k) = umpc(k) − umpc(k − 1), then umpc(k) = ∆umpc(k) +

umpc(k − 1) and

ŷh(k + 1) = HkAkẑ(k/k) + HkBk(∆umpc(k) + umpc(k − 1)), (5)

where matrix Hk selects the second state variable, and thus yh(t)
represents the pressure.

ŷ(k + 2) = HkA2
k ẑ(k/k) + HkAkBk(∆umpc(k)

+ umpc(k − 1)) + HkBk(∆umpc(k + 1) + umpc(k)). (6)

It must be shown that the following vectorial expression holds:

Ŷh(k) = Gpx(k) + F1p∆Umpc(k) + F2pumpc(k − 1), (7)

where

Ŷh(k) =

ŷh(k + 1)

ŷh(k + 2)

 , ∆Umpc(k) =

 ∆umpc(k)

∆umpc(k + 1),

 (8)

and matrices Gp, F1p and F2p are given by:

F1p =

 HkBk 0

Hk(AkBk + Bk) HkBk

 , Gp =

HkAk

HkA2
k

 , (9)

F2p =

 HkBk

Hk(AkBk + Bk)

 . (10)

If

J =
1
2

N∑
j=1

(
yd(k + j) − ŷ(k + j)

)T
Qp

(
yd(k + j)) − ŷ(k + j)

)
+

N∑
j=1

(
∆umpc(k + j)

)T
Rp(∆umpc(k + j)), (11)

where yd(k + j), j = 1, 2, . . . ,N is the pressure reference profile, N
is the prediction horizon, and Qp and Rp are non-negative definite
matrices. Index (17) can be written as

J =
1
2

ŶT
h (k)QpŶh(k) +

1
2
∆UT

mpc(k)Rp∆Umpc(k), (12)

where ŶT
h (k) represents the error between the desired output and the

predicted output. The solution minimising performance index (12)
may then be obtained by solving

∂J
∂∆Umpc

= 0. (13)

An off-line computation of the solution may be obtained in an ex-
plicit form as follows:

∆Umpc = (FT
1pQpF1p + Rp)−1

(
FT

1pQp(
Ydp (k) −Gpz(k) − F2pumpc(k − 1)

))
, (14)

where Ydp (k) is the desired output column vector. For further details
see Sunan et al. [10].

4 A stability sufficient constructive condi-
tion in GMPC

Theorem 1 Let us consider the discrete SISO linear system:

z(k + 1) = Akz(k) + Bkumpc(k), (15)
y(k) = Hkz(k), (16)

obtained by a discretisation of a linear continuous system by means
of a sampling time equal to Ts. umpc(k) is the first element of the
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vector of the optimal solution [10] for the GMPC considering the
cost function:

J =
1
2

N∑
j=1

(
yd(k + j) − ŷ(k + j)

)T
Qp

(
yd(k + j) − ŷ(k + j)

)
+

N∑
j=1

(
∆umpc(k + j − 1)

)T
· Rp∆umpc(k + j − 1), (17)

where yd(k + j), j = 1, 2, . . . ,N is the position reference trajectory,
N is the prediction horizon and Qp and Rp are non-negative definite
matrices. The solution minimising the performance index (17) may
be obtained by solving

∂J
∂∆Umpc

= 0. (18)

From Sunan et al. [10], it can be seen that the optimal solution is:

umpc(k) = (FT
1pQpF1p + Rp)−1FT

1pQp(
Ydp (k) −Gpz(k) − F2pumpc(k − 1)

)
, (19)

where Ydp (k) and Yp(k) are the desired output column vector and
the measured or observed output vector. Matrices Qp and Rp are
diagonal and positively defined. Under the technical hypotheses
that Qp = I and HT

k H = I, and the assumption

i) r(1,1) >> T 2
s , where r(1,1) represents the first diagonal element

of matrix Rp,
then ∀ r(1,1) such that:

r(1,1) > BkBT
k
‖Ak‖2

1 − ‖Ak‖2
, (20)

where ‖Ak‖2 represents the maximal eigenvalue of matrix
√

AT A
and

‖Ak − Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

)
‖2

< ‖Ak + Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

)
‖2, (21)

then the system (15) is asymptotically stable.

Proof Theorem 1 For the sake of brevity, just one prediction step
is considered, then:

F1p =
[
HkBk

]
, (22)

F2p =
[
HkBk

]
, (23)

Gp =
[
HkAk

]
. (24)

The combination of Eq. (15) with (19) gives this expression:

z(k + 1) = Akz(k) + Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQp(

Ydp (k) −Gpz(k) − F2pumpc(k − 1)
))
, (25)

which can be written:

z(k + 1) =
(
Ak − Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

))
z(k)+

Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQp

(
Ydp (k)

))
− Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQp

(
F2p(k)

))
. (26)

If

r(1,1) > BkBT
k
‖Ak‖2

1 − ‖Ak‖2
, (27)

considering that scalar r(1,1) > 0 and scalar BkBT
k > 0:

0 < ‖Ak‖2 + r−1
(1,1)BkBT

k ‖Ak‖2 < 1. (28)

Recalling that HT
k H = I

0 < ‖Ak‖2 + r−1
(1,1)BkBT

k HT
k H‖Ak‖2 < 1 (29)

and thus

0 < ‖Ak‖2 + r−1
(1,1)‖BkBT

k HT
k HAk‖2 < 1. (30)

With matrix F1p defined as in (22) and G1p defined as in (24), it is
known that matrix Bk is proportional to Ts, then considering that
Rp = r(1,1), choosing a suitable r(1,1) >> Ts and considering that
Qp = I (technical hypothesis), this condition is derived:

0 < ‖Ak‖2 +
∥∥∥∥(Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

)∥∥∥∥
2
< 1. (31)

Considering the norm properties and condition (21), then:

0 <
∥∥∥∥Ak − Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

)∥∥∥∥
2

<
∥∥∥∥Ak + Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

)∥∥∥∥
2

< ‖Ak‖2 +
∥∥∥∥Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

)∥∥∥∥
2
< 1. (32)

To conclude

0 < ‖Ak‖ −

∥∥∥∥Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQpGp

)∥∥∥∥
2
< 1. (33)

�

The constraint in (27) states a plausible condition on the controller.
If mass m → ∞, then, because of the discretisation and

according to the Landau notation,
(∥∥∥∥λmax

(
Ak

)
− 1

∣∣∣∣) → 0 with

O

(∣∣∣∣λmax
(
Ak

)
− 1

∣∣∣∣) = O( 1
m ). In the meantime, O(BkBT

k ) = O( 1
m2 ).

For a very slow system, according to (27), r(1,1) → 0, parameter
r(1,1) is present in the denominator function of the optimal solu-
tion in (19) and small values of r(1,1) are devoted to speeding up
the system. If mass m → 0, then, because of the discretisation,

O

(∣∣∣∣λmax

(
Ak

)∣∣∣∣) = O
(

1
m

)
, but in the meantime BkBT

k → ∞ with

O(BkBT
k ) = O( 1

m2 ). For a very fast system, r(1,1) → ∞, parameter
r(1,1) is devoted to slowing down the system. We can therefore con-
clude that a highly inertial system needs relatively small values of
r(1,1) to be optimised and stabilised. If the inertia is small, then the
system needs larger values of r(1,1) to be optimised and stabilised.
In fact, very fast systems can have very high abrupt changes in the
input signals and in the cost function, and the input factor needs to
be reduced to find an optimality.
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5 The case of input saturation

Proposition 1 If the discrete SISO linear system is considered:

z(k + 1) = Akz(k) + Bkumpc(k), (34)
y(k) = Hkz(k), (35)

and
|umpc(k)| ≤ Umax ∀k, (36)

then (34) the input saturation defined in (36) is asymptotically stable
and its input avoiding the constraint if condition (27) holds together
with the input limitation. The following condition summarises the
result:

r(1,1) > max

BkBT
k ‖Ydp (k)‖2
Umax

+

∥∥∥BkF1pQpF2p

∥∥∥
2

Umax
|umpc(k − 2)|, BkBT

k
‖Ak‖2

1 − ‖Ak‖2

 .
(37)

Proof Proposition 1 The demonstration is straightforward just
considering that

|umpc(k)| < |umpc(k)| < Umax ∀k

and thus it is enough that the following condition holds:

∥∥∥∥Bk

(
(FT

1pQpF1p + Rp)−1FT
1pQp

(
Ydp (k)

))
− Bk(FT

1pQpF1p + Rp)−1F1pQpF2pumpc(k − 1)
∥∥∥∥

2
≤ Umax.

(38)

In fact, using similar considerations as before, the following
expression is obtained:∥∥∥∥Bkr−1

11 FT
1pQp

(
Ydp (k)

)∥∥∥∥
2

+ |BkF1pQpF2p| ≤ Umax, (39)

and thus, including also the stability condition, condition (37)
follows here again:

r(1,1) > max

BkBT
k ‖Ydp (k)‖2
Umax

+

∥∥∥BkF1pQpF2p

∥∥∥
2

Umax
|umpc(k − 1)|, BkBT

k
‖Ak‖2

1 − ‖Ak‖2

 .
(40)

�

It is possible to observe that for large values of Umax, the condi-
tion on the input barrier in the cost function (17) with weight r(1,1)
is not so restrictive, so larger inputs are allowed. For small values
of Umax, the input barrier limits the values of the input and no large
input values are allowed.

6 Simulation results
It must be clarified that function min(t) is a stepwise constant func-
tion with min(t) = 0.086 (kg/sec) or min(t) = 0 and in the simulated
case min(t) = 0.086 (kg/sec) is considered. Two cases should be
differentiated: weak anti-saturating action:

r(1,1) >
BkBT

k ‖Ydp (k)‖2
Umax

, (41)

and strong anti-saturating action:

r(1,1) >>
BkBT

k ‖Ydp (k)‖2
Umax

. (42)

Figure 2 shows the controlled pressure, which represents the result.
If the anti-windup action is relatively weak, more time is necessary
to re-establish the control loop. As already explained, during the
windup effect, the feedback control is broken. The long period
where the pressure is at negative values can be explained by the
absence of feedback control action. From Fig. 3, representing the
mass flow dm(t)

dt = min(t) − m0(t) (kg/sec), it can be seen that this
function is a consequence of the relation:

dm(t)
dt
≈

dp(t)
dt

. (43)

After taking the following equation into consideration one more
time:

dm(t)
dt

= min(t) − m0(t), (44)

for activating the process, a strong initial action through the
mass flow m0(t) is necessary. These two figures show that in case
of a strong anti-saturating action in Fig. 5, the controlled system
emerges from the saturation state very quickly with faster dynamics

www.astesj.com 318

http://www.astesj.com


P. Mercorelli / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 314-320 (2019)

thanks to the stronger anti-windup action. After saturation occurs,
the control loop becomes open and there is no presence of feedback
control.
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Figure 2: Desired and obtained pressure with weak anti-saturating action
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Figure 3: Mass flow m(t)
dt = min(t) − m0(t) (kg/sec) with weak anti-saturating action
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Figure 4: Desired and obtained pressure with strong anti-saturating action
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Figure 5: Mass flow dm(t)
dt = min(t)−m0(t) (kg/sec) with strong anti-saturating action

7 Conclusion

Conservative conditions for stability are a crucial problem in opti-
misation using LMPC. This contribution is devoted to a sufficient
and constructive condition for the stability of an LGMPC, which
calculates a lower bound for the elements of matrix R. The obtained
results are physically interpreted. An illustrative example is pro-
vided in which a water recovery process is taken into consideration
to test the proposed results through computer simulations.
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 Predicting trainees’ final academic results in the early stage of programming class is a 
significant mission in the field of learning analytics. Performing exercises in programming 
class is hard and it takes a lot of time for trainees. For this reason, careful support with 
trainees are offered in many classes through classroom assistants (CAs). Even with CAs’ 
assistances, managing a programming class is difficult. Because each trainee’s coding 
activity is different from another’s, even when each of them is solving the same exercise. 
Classroom assistants with little teaching experience have difficulty for understanding the 
unique features of trainee’s coding activity. We have employed data mining to analyze 
trainees’ coding activities to distinguish those various features. The objective of this 
research is to present such behavioral features of trainees to CAs to enrich their assistance 
for the trainees. In order to investigate the timing of guidance, we conjectured the academic 
results from the chronicle record of coding activities. 

Keywords:  
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Classroom Assistants 
Learning analytics 
Machine Learning 
Grading estimate 

 

 

1. Introduction 

This paper is an extension of the work originally presented in 
2017 International Conference on Computational Science and 
Computational Intelligence (CSCI) [1]. 

In programming exercises, Individual trainee’s coding activity 
varies from person to person, even when each trainee is answering 
the common exercise. The aim of this research is to display many 
coding features of trainees to classroom assistants (CAs). We 
conjectured the academic results to indicate the timing of 
instruction to the CAs. 

Through the  analysis of the logs of trainees by using the data 
mining techniques, we can find the learning pattern of each trainee. 
This analysis helps instructors to identify “at-risk” trainees [2]. 
Programming exercises in higher education institutions allow 
trainees to solve individual tasks. Since the skill levels of trainees 
differ, each of them has to work on tasks in an individual way [3]. 
Some trainees solve exercises easily, while others take much time. 
Therefore, many schools employ CAs to provide assistances for 
the trainees. CAs are expected not only answer questions of 

trainees but also to provide comprehensive assistances for the 
trainees with large assignments [4]. For this reason, a CA needs to 
understand who needs assistance, what kind of assistance the 
trainee needs, and under what circumstances assistance the trainee 
confusing [5]. 

Predicting trainees’ final academic results in the early stage of 
programming class is a significant mission in the field of learning 
analytics. For instance, one can perform regression analysis for this 
purpose [6]. In order to catch the timing when the instructors 
intervene to the trainees who need help, instructors need to 
conjecture the trainees’ future scores of the programming 
exercises. In order to provide such estimations, the authors have 
developed and used a unique programming exercise support 
system [7]. The system is called PRESS, and through the analysis 
of the outputs of PRESS, we have succeeded to identify the coding 
activities.  

Trainees’ progresses differ from each other, because of the 
difference of individual skill levels [3]. We have found that this 
skill level difference can be observed in the coding mode. Trainees 
who show slow progress have poor coding modes. PRESS 
demonstrates that such situations are common. Such trainees often 
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stop programming and become disgusted [8]. Therefore, it is 
important for instructors to identify what kind of trainees have 
programming exercises at an early stage [4]. 

We have conjectured the trainee's academic results in order to 
get the timing when CAs start assistance for the problematic 
trainees. According to the instructor's opinion, trainees who take a 
lot of time for exercises tend to have low academic results. In this 
paper, we give details of the results of evaluation experiments on 
this estimation. As a result, CAs became to comprehend the 
trainee's coding activities without having prior programming 
support experience. 

2. Related Work 

Several researchers have reported that coding activities has 
improved trainee’s skills by assisting in debugging and coding 
methods. Ryan has built a model that enables trainees to improve 
their skills by analyzing debug logs and execution results [9]. Our 
study analyzes coding history in addition to debug logs. 

Alex proposed a tutor on a computer to support trainee 
programming [10]. The tutor checks whether the trainees are on 
the correct trajectory and advises trainees in a wrong track. For 
instance, an instructor may give trainees a hint on how to 
reconstruct their programs. Our research aim is to improve 
trainees' practical skills by supporting coding methods. 

There are past researches targeted at study how to support 
trainees through their learning chronicle data. In such studies, 
scientists have analyzed teaching materials using techniques based 
on statistical methods on Support Vector Machines (SVM). For 
instance, Yamada et al. detected contents on the Web pages that 
were difficult for trainees to comprehend by logistic regression 
[11]. In that research, they have created models with seven 
explanatory parameters, namely latent time, gaze point distance 
moved, gazing point movement speed, mouse distance moved, 
mouse speed, the amount of mouse wheel rotation, and correct 
identification. Yamada’s evaluation experiment have achieved the 
identification rate of 81% by using SVM and time series data to 
improve coding activities, such as compilation and execution 
frequency. 

Researches on foreseeing trainee's performance by machine 
learning (ML) algorithm that takes advantages of trainee's learning 
chronicle data as teaching data are as follows. 

Guo, Zhang, Xu, Shi, and Yang applied deep neural network 
(DNN) to the data from 12,000 trainees in Chinese elementary and 
junior high schools to predict five academic results in high school 
entrance exams [12]. They found that deep learning can predict 
academic results with highest accuracy rate (Accuracy) among 
many ML methods. 

Belachew and Gobena employed three types of ML algorithms, 
namely neural networks, Naive Bayes and support vector 
machines to predict results of 993 trainees at Wolkite University 
in Ethiopia [13]. They found that, as a result of comparison, Naive 
Bayes had the highest accuracy rate. 

Ahmad, Ismail, and Aziz used three ML algorithms, namely 
Naive Bayes, decision trees, and rule bases to predict the 
performance of about 500 trainees in Malaysian [14]. As a result, 
they reported that the rule base has the highest accuracy rate. 

Amrieh, Hamtini, and Aljarah used three ML algorithms, 
namely neural nets, decision trees, and Naive Bayes, to predict 
performance with data from 480 trainees at Jordanian University 
[15]. They found that decision trees and neural networks obtained 
the highest accuracy rates. 

In these preceding researches, variety of ML algorithms are 
applied to trainee data, and researchers who tackled this problem 
demonstrated how and what way each of the ML methods succeeds 
to predict the final scores. Unfortunately, the data used for the 
evaluation are largely different from each other, and the data used 
in many studies are not open to the public. It is difficult for a third 
party to pursue further study through conducting a comparative 
experiments with a follow-up test or alternative method.  We can 
only use them as reference data. 

3. Analysis of Coding Activities 

In this research, we have set up data on the coding activities of 
trainees in 2014 and 2015 classes analyzed in previous study [16, 
17]. Table 1 displays the explanatory parameters used for the 
analysis. We have measured all of the data and then analyzed the 
analysis targets using PRESS. We have examined the following 
two approaches to the data. 

• Unsupervised classification. 

• Estimation of exercise-solving time. 
Table 1: Explanatory parameters 

Type of characteristics 

Time Frequency Error 

Problem-Solving Compilation Number of errors 

Compilation 
interval Execution Number of similar 

errors 

Execution interval   

 

3.1. Unsupervised classification 

We have used Ward's method, which is a representative 
hierarchical clustering [18] [19]. Clustering is a process that groups 
objects into classes of similar objects [20]. We have formed from  

Figure 1: Clustering by Ward's method 

Individual trainees 

1                   2                      3           4 
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Table 2: Explanatory parameters for each cluster 

Cluster Solving 
time [s] 

Compilation 
interval [s] 

Execution 
interval [s] 

Compilation 
frequency 

Execution 
frequency 

Number 
of errors 

Number of 
similar errors 

Number of 
trainees 

1 528 209 267 7 5 1 1 25 

2 812 379 606 6 3 3 3 28 

3 1405 590 1160 7 3 4 3 17 

4 1506 228 337 18 13 5 4 10 

the patterns (observations, data elements, or characteristic vectors) 
into clusters (groups or subsets) based on those localities and 
connectivity in the n-dimensional space as shown in Figure 1. 
Figure 1 demonstrates the cluster analysis of the seven explanatory 
parameters. Table 1 indicates the summary of explanatory 
parameters for each cluster in Figure 1. 

We have perceived the following clusters: 

• Cluster 1: A group solved the exercise in short time. In this 
group, trainees understand each problem they encounter 
while coding. 

• Cluster 2: A group solved the exercise in short time. In this 
group, trainees are coding without understanding the 
details of their problems.  

• Cluster 3: A group solved the exercise in long time. In this 
group, trainees are cursorily checking the error contents 
and cording without full comprehension of their problems. 

• Cluster 4: A group solved the exercise in long time. In this 
group, trainees are cording without checking any error 
details. 

3.2. Length estimation of time for solving exercises 

The trainees in each cluster should  receive cluster-specific 
instructions. Therefore, instructors and CAs need to identify the 
features of the trainees in the class and pay special attentions to 
those who take a long time to solve given exercises. The cluster 
analysis, however, cannot conjecture the duration for solving 
exercises in the future. For this reason, CAs cannot know which 
trainees need certain types of guidance at the beginning or before 
class. In order to ameliorate this hindrance, we used the 2014 class 
coding activities as training data and tried to predict the exercise-
solving time in 2015 class activities. Table 3 displays the coding 
activity data for two years. The values of the explanatory 
parameters for each year are averaged values (excluding the 
number of trainees). These data are taken from two programming 
exercises of the same content each year. 

We have used logistic regression to decide whether trainees’ 
exercise-solving time would be long or short. Logistic regression 
is a typical statistical method that illustrates the relationship 
between two different series of data [21]. We can assume that one 
of the series of data as independent variables, and the other data 
are dependent variables. We assume that the output variable takes 
one value from a set of fixed values. This value corresponds to a 
class of the classification problem. The regression equation is 
displayed in Equation (1). p is the probability conjecture of the 

)( 221101
1

kke
p χβχβχββ ++++−+
=


                       (1) 

 
Table 3: Coding activities in 2014 and 2015 

 2014 2015 
Number of trainees 85 80 
Solving time (Problem) [s] 815 936 
Compilation interval (Average) [s] 295 352 
Execution interval (Average) [s] 513 584 
Compile frequency 10 8 
Execution frequency 5 5 
Number of errors until correct answers 7 3 
Number of similar errors that are most frequent 4 3 
Number of trainees late submission 32 35 
Number of exercise resolutions 40 41 

 

 
Figure 2: The number of trainees in the training data and discrimination rate 

objective variable. In this research, we obtained the probability p 
of a long exercise-solving time. β0 is a constant, β1, β2, ... βk are 
regression coefficients, and χ1, χ2, ... χk are explanatory parameters. 

We first applied training data to logistic regression to 
determine constant and regression coefficients. We used Tensor 
Flow for this calculation. Tensor Flow is a representative tool for 
DNN [22]. We used cross-entropy as a learning error function for 
the supervised classification problem and carried out optimization 
using the steepest descent method [23]. The objective variable for 
logistic regression must be represented in the 0/1 binary. We set 
the teaching data to 0 when it was longer than the mean exercise-
solving time and to 1 if it was shorter than the mean exercise-
solving time. 

We created a model with the 2014 data, and then we applied 
the 2015 data to the model and conjectured the length of the 
exercise-solving time. The discrimination rate was 82.5%. The 

http://www.astesj.com/


T. Kato et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 321-326 (2019) 

www.astesj.com     324 

parameters at this time were a learning rate of 0.015 and the 
number of learning iterations was 70,000. Figure 2 displays the 
number of trainees and the identification rate used in the training 
data for ML. 

4. Estimating Academic results from Trainees’ Activities 

Now that we have the conjecture of the exercise-solving time, 
we next conjectured academic results to find the timing of 
instruction. In order to improve accuracy much further, we have 
used 2016 data in addition to the last two years (Table 3). Table 4 
displays the coding activities for 2016 class and Table 5 displays 
the academic results by three years. The academic results are 
based on the final exam at the end of the semester. 

The subjects (trainees) are sophomores in a Java programming 
class from our institute. Each year, the same instructors took the 
charge of the class, but the academic results are differed from year 
to year as a subjective evaluation of instructors has been added. 
For this reason, we have defined the estimation rate as follows 
along with the coincidence rate: 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑟𝑟𝐸𝐸𝐸𝐸𝑟𝑟 =  
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟𝐸𝐸 𝐸𝐸𝑎𝑎𝐸𝐸𝐸𝐸𝑟𝑟𝐸𝐸𝐸𝐸𝑎𝑎 𝑟𝑟𝑟𝑟𝐸𝐸𝑟𝑟𝑟𝑟𝐸𝐸𝐸𝐸 ± 1

𝑁𝑁𝑟𝑟𝐸𝐸𝑁𝑁𝑟𝑟𝑟𝑟 𝐸𝐸𝑜𝑜 𝐸𝐸𝑟𝑟𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟𝑟𝑟𝐸𝐸
 

Based on the data of these three years, we have conjectured the 
academic results through the following procedure. 

1. Normalize the input data. 

2. Decide the features. 

3. Decide network configuration and parameters. 

4. Conjecture the accuracy by creating a network model. 

5. Check the estimation accuracy. 

6. Repeat steps 3 to 5 to improve accuracy of the estimation. 

7. Analyze by changing the hidden layer 

 
Table 4: Coding activities in 2016 

Number of trainees 107 
Solving time (Exercise) [s] 639 
Compile interval (Average) [s] 405 
Execution interval (Average) [s] 139 
Compile frequency 7 
Execution frequency 2 
Number of errors until correct answers 5 
Number of similar errors that are most frequent 2 
Number of trainees late submission 51 
Number of exercise resolutions 38 

 
Table 5: Academic results in programming exercises 

Academic results 2014 2015 2016 
1: Failing 17 1 5 
2: Below pass 33 13 34 
3: Pass 17 17 34 
4: Very good 21 36 30 
5: Excellent 2 15 7 

 
Figure 3: The coincidence rate, estimation rate, and error rate 

 
Figure 4: Loss and accuracy when the hidden layer is three layers 

Figure 3 displays the coincidence rate, estimation rate, and 
error rate in the case of one, two, three and four hidden layers 
respectively. The error rate in Figure 3 is calculated by sum of the 
divergences between conjectured academic results and final 
academic results then divided by the number of trainees. 

In addition to these parameters, we have chosen the following 
features to analyze the trainees’ activities. They are duration for 
solving the exercises compile frequency, execution frequency, the 
number of similar errors that are most frequent, and the number of 
exercises they resolved. Through various machine-learning 
situations, we have found that the case of three hidden layers 
provides the most accurate estimation. Figure 4 displays the best 
case of our experiments; that has three hidden layers. 

Table 6 displays the mean values of explanatory parameters. 
We have normalized them for each academic result. There was no 
trainee conjectured to earn the academic result of 5 (highest). In 
academic result, the number of exercises solved and the time for 
solving exercises are particularly related. 

In addition to the experiments using DNN, we have performed 
performance prediction using three ML algorithms. The 
algorithms used in this experiment are Random Forest, SVM, and 
Naive Bayes. The objective of these experiments is to assess the 
performance of different ML algorithms. 

With those ML algorithms, the purpose is also classification; 
the same as DNN. Also, we used the same data set for analysis as  
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Table 6: The mean values of feature quantities normalized for each academic 
result 

Ac. 
result 

Exercise- 
solving times 

Compile 
times 

Execution 
times 

Similar 
Errors  

Number of 
exercise 

resolutions 
1 1.66 -0.40 -0.96 -0.78 -2.28 
2 0.25 0.44 -0.44 0.47 -0.65 
3 0.20 -0.77 -0.69 -0.68 -0.61 
4 -0.96 -0.32 0.32 -0.30 1.01 
5 - - - - - 

 
Table 7: Estimation results 

 
Accuracy Precision Recall 

DNN 0.70 0.41 0.46 
Random Forest 0.62 0.34 0.37 
SVM 0.58 0.32 0.42 
Naive Bayesian 0.58 0.32 0.38 

 

DNN. The reason for adopting these three types is that they were 
used for performance prediction in the previous researches [11] 
[13] [14] [15]. 

Table 7 displays the results of various data mining methods. 
The interpretation of precision and recall values here depends on 
each class and each academic result. This value is based on the 
average of all academic result classes. From these results, we can 
confirm that the academic results can be conjectured through 
analysis of coding activities by any MLs. DNN provides the most 
accurate predictions, but precision and recall values are low. From 
the perspective of accuracy, our method can find trainees who 
would fail from the class. However, since precision and recall are 
low, there is an exercise that the same method does not guarantee 
the same accuracy every year. 

5. Discussion 

We have conducted experiments of DNN with various 
combinations of explanatory parameters. We could not identify 
one single particular dominating explanatory parameter. We can 
conclude that all the explanatory parameters contribute almost 
equally to the accurate estimations. What we can state is that the 
DNN provides the highest values as displayed in Table 7. 

For this data set, we can conclude that we can predict the 
performance of each trainee by any algorithms we select, even 
though the Deep Leaning provides the best results. However, 
precision and recall values are low even in DNN. The reason may 
be that the trainees are not the same every year and the final exam 
is different each year. The low value of precision and recall can be 
explained that the past trainee's patterns were not suitable for the 
target trainee's patterns. This can be expected to improve accuracy 
by increasing the number of trainee patterns each year. 

Regarding the explanatory parameters, the most relevant 
activities to the academic results are the frequency of compilations 
and the number of similar errors. Trainees who display too 
frequent compilation and produce a number of similar errors are 
expected to receive low academic results. We can conclude that 

these trainees are doing programming without knowing what 
wrong they have done in the programming. However, there were 
some trainees with low academic results despite the small amount 
of compilations. There is a possibility that these trainees just 
copied their programs from other trainees. Instructor should 
intervene trainees those who compile too frequently in a short 
period of time. Also, we have observed that intervention is 
necessary for trainees who have not compiled for a long time. 
From these observation, we can conjecture that not only we can 
build a system that let instructors know which trainees need 
interventions but also we can construct a computerized automatic 
intervention system  for trainees who need help. 

We interpret the results in Table 6 and consider each group of 
trainees has the following features. 

• Ac. result 1: A group solved the exercises in short period 
and produced a small number of executions. Some trainee 
in this group may be programming carefully, but in 
practice most of them are less motivated and not 
programming at all. This group of trainees may be waiting 
for their friends’ solutions of the task. 

• Ac. result 2: A group compiled the programs very 
frequently, causing the similar errors. This group of 
trainees may not investigate the cause of the error very 
well, and may just execute their program mindlessly. 
Because this type of trainees do not understand the cause 
of the error, the final exam scores also tend to be low. 

• Ac. result 3: A group produced a small number of 
compilations and executions. In this group, trainees do not 
produce the same type of errors many times. Trainees are 
coding while they are investigating the cause of the error 
carefully. They are trying to understand every error they 
produced. Therefore, their final exam scores tend to be 
high. 

• Ac. result 4: A group consumed very short period for 
solving the exercises. Trainees in this group solve many 
exercises. We observed trainees in this group can 
understand exercise sentences quickly and can program for 
solutions quickly. Therefore, their final exam scores tend 
to be very high. 

The numbers of incorrect estimations are as follows. There 
were six cases where the conjectured academic result was 4 and 
the actual academic result was 2. Also, there were four cases 
where the conjectured academic result was 2 and the actual 
academic result was 4. 

The reason why there were no trainees of academic result 5 in 
Table 6 may be that the number of exercises solved was small. 
Actually, we do not have enough training data with trainees with 
this highest academic result. 

6. Conclusion 

In this paper, we have analyzed the trainee's coding history to 
conjecture exercise-solving time and academic results. The 
objective  of this estimation is to support CAs in order to assist 
trainees in programming exercises.  We have carried out the 
analyses to classify trainees who perform programming exercises. 
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We have applied ML to construct a model that represents the 
coding activities of a programming class and then applied that 
model to the coding activities of trainees in the following year to 
conjecture the results from the data for the past two years. As the 
results, we have observed that the coincidence rate is 43.9%, and 
the plus or minus 1 estimation rate was 90.7%. In addition, in the 
analysis using four types of ML, we have found that DNN 
provides the most accurate estimation. However, since the values 
of precision and recall are low, it is necessary for us to investigate 
the coding history of the trainees of each year, and then improve 
our analysis. 

As the data mining, we discovered that DNN, Random Forest, 
SVM and Naive Bayes can foresee the same results with 
sufficiently high accuracy by the same data. We clarified the 
results and found that we could conjecture the academic results 
even with a small amount of explanatory parameters. 

As a future direction for research, we analyze each lesson more 
methodically so that we can conjecture the results at an early stage 
while maintaining the estimation rate high. We also plan to apply 
this method to other programming classes that use other 
programming languages than Java, such as Python. 
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  Hadoop has certain issues that could be taken care to execute the job efficiently. These 
limitations are due to the locality of the data in the cluster, allocation of the jobs, 
scheduling of the tasks and resource allocations in Hadoop. Execution in the 
mapreduce remains a challenge in terms of efficiency. So, an improved Hadoop 
architecture that takes care of the computation time has been discussed. The improved 
architecture addresses the communication issues with the task trackers, inefficient 
clean up task, heartbeat function. Comparing with native Hadoop, the improved 
Hadoop reduces the total time taken for running the reducer tasks. The performance of 
the improved system using optimization serves better in the computation time. 
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1. Introduction 

Big data has a huge volume, velocity and variety of 
information, which produces cost effective, new forms of 
information processing that helps in decision making, prediction 
and automation etc. Big data analytics is the process of analyzing 
large and varied data sets i.e., big data to discover hidden patterns, 
unknown correlations, trends, user preferences and other useful 
information that can help organizations to take better decisions in 
business. Parallel processing in data analytics has appeared as an 
interdisciplinary research area due to the nature and large size of 
data [1]. Pattern matching/mining or analysis need huge amount 
of complex data processing and computing [2]. 

Significant and reasonable allocation of resources are required to 
solve complicated problems [3]. It is very difficult to understand 
and process the data using traditional processing techniques. Big 
data parallel processing platforms has selected new possibilities 
to process the structured, semi-structured or unstructured data [4].  
 
1.1 Problem Statement 
 
      Data localization and the resource allocation for the tasks are 
the challenges in the Hadoop. Effective and efficient resource 

allocation are the challenges in the map reduce framework. In 
order to implement an architecture with the data gathered from 
different sources of the systems as in the banking practice and 
various data processing supports as in the traditional global 
financial systems, an improvement in the computation time is 
required.  
 
1.2 Motivation 
 
        Financial sectors and the banks are facing severe demands 
due to the growth of data processing. This happens not only from 
the improved regulatory requirements and an inconsistency in the 
data sources. The cost has to be reduced  without compromising 
scalability and flexibility. In this scenario, the financial services 
industry shows tremendous interest in applying big data 
technologies to extract the significant value from the large amount 
of generated data. So, there is a requirement to improve the 
computation time of the process. 

      The proposed system addresses the issues in communicating 
with the task trackers, inefficient cleanup tasks, heartbeat 
function. Time taken for the reducers to complete the task has 
been reduced, which helps in better computation time. 
 
      The sections of the paper are divided as follows: Section 2 
discussed some related works. In section 3, Hadoop map reduce 
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work flow and its performance is discussed. In section 4, the 
enhanced hadoop system is discussed. In section 5, the 
implementation phase is discussed. In section 6, the results are 
evaluated and discussed. In section 7, the conclusion is provided. 
Finally, in section 8, the future works are discussed. 
 
2. Related Work 

The improvement in Hadoop Mapreduce performance has 
suggested from different concerns or aspects. Many works have 
suggested in the improvement of  the performance of mapreduce 
jobs and the hadoop, such as scheduling the jobs and computation 
time improvement. Scheduling the job and the execution time are 
considered as the important features of Hadoop [5] [6]. Various 
studies have given the information and have received the results 
using their ideas [7] [8]. Few people focus on the time of starting 
and ending process of map reduce job processing [9]. Issues in the 
system memory could be addressed to improve the performance 
of the overall system [10]. Apart from Hadoop, few studies utilize 
a distributed caching method to enhance the performance of 
Hadoop [11] [12]. Shm Streaming [13] proposes a streaming type 
of schema to give First In First Out queue as lock less which joins 
Hadoop and other programs. Hadoop spreads the redundant data 
into various nodes in various racks. This will be helpful in false 
tolerant issues. Various studies consider the improvements in data 
locality development for the betterment of hadoop [14]. Few, 
discuss on the data types for the betterment in the performance of 
Hadoop [15]. 

3. Hadoop Overview 

Hadoop is an open source framework for distributed storage 
and processing. It gives solutions for big data processing and 
analysis. Hadoop has a file system that stores the data relevant to 
the applications. The interface is known as the Hadoop 
Distributed File System (HDFS). Hadoop Distributed File System 
shares the resources for data analysis. The major parts of Hadoop 
are map reduce and Hadoop Distributed File System. Other hand, 
moving the computing towards the data is less costlier than 
movement of data towards computing [16]. Hadoop allocates file 
system to store huge amount of data files across the nodes in the 
clusters. 

 
In HDFS, the Hadoop cluster has two components, which are 

the masters- Name Node and the slaves- Data Nodes. In Hadoop 
cluster, name node is responsible for maintaining the file system. 
It helps in maintaining the data and sending the jobs to the 
corresponding data nodes responsible for the application data 
[17]. Job tracker works in the master node. Job Tracker takes care 
of the data related to the applications in the data nodes with the 
help of the task tracker  for processing. Each task is running in the 
respective allotted slot in a data node, which has a fixed amount 
of map/reduce slots. 

3.1 Mapreduce 

Map reduce processes the job that splits the input data of the 
job into independent parts and stores the data in HDFS. During 
map reduce execution phase, multiple map tasks are processed in 
parallel. After the completion of the map tasks multiple reduce 
tasks are processed in parallel [18]. With respect to the 

applications the total number of allotted map tasks  be different 
than that of reduce tasks. Data that are stored in HDFS and 
processed in map/reduce framework is the form of key and value 
pair. It has stored and used in the map/reduce tasks to determine 
the required results at the end of the job. The final results will be 
displayed in the key and value combination.  

3.2 Mapreduce Work flow 

HDFS stored the data required for the map reduce job and the 
data is distributed in to the blocks. Each mapper processed one 
block in the same time. Inside  the mapper phase, the user can give 
the logic as per theproblem requirements. So that the map tasks 
runs on all the nodes in the cluster and computes the data parallelly 
that are stored in the blocks. 

The mapper output is stored in the local disk as it is only the 
intermediate output. If it is written on HDFS, that will create 
unnecessary multiple copies as the HDFS always replicates the 
data. The mapper output is sorted/shuffled and submitted to the 
reducer. The shuffling/sorting has taken care by the internal 
process.  Reducer phase is the next phase of processing and the  
user can specify his/her own statements. Input to the reducer is 
given by all the mappers. The final output is produced by the 
reducer and  written on HDFS. 

4. Improved Hadoop System 

The focus is on transferring the relational data into HDFS 
using sqoop. The exported data is analysed using Hive by using 
Hive Query Language [19]. The data is partitioned and is fed into 
MapReduce for further processing. The MapReduce jobs are 
optimized due to the changes done in the configuration of Job in 
progress, Task in progress and Task tracker files of hadoop.  

 

 
Figure.1 Diagrammatic representation of the proposed system 

The bank MySql Database contains the required datasets. The 
data is exported to HDFS using Sqoop tool. Then Hive does the 
partition of the exported data, for which the results gets stored in 
HDFS. Then the Hive partitioned data is analysed and fetched 
from HDFS for MapReduce processing. The next step is 
Optimisation, which is like the heart of the work. Once the 
optimisation is over, the results are compared with that of the 
native hadoop to prove the working correctness of the work as 
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shown in Figure 1. The flow of the proposed system is explained 
below: 

System Work flow 

Step 1: Client requests for data sets. Bank data set is transferred 
from Mysql to HDFS using Sqoop. 

Step 2: Hive extracts the data and partition the data set for map 
reduce programming. 

Step 3: Changes performed in the Jobinprogress, Taskin progress, 
task tracker files. 

Step 4: Name node initializes the job. Data fetched from the data 
node and performs the job. 

Step 5: Performance of the results with respect to the computation 
time is compared with the native Hadoop. 

4.1 Data Collection and Preprocessing 
 

The Initial phase of the work is data collection. The article has 
a bank dataset that contains the account details, customer details 
and transaction details in MySql database.The transfer of the 
dataset into hadoop (HDFS), i.e, data migration is done using 
Sqoop tool. Sqoop supports  for transferring data from relational 
databases to Hadoop. 

Data from the three datasets (account,customer and 
transaction) are combined with its attributed and produced 21,215 
records. The final combined dataset has the following attributes: 
account number, transaction type, amount, month and year.  

  
In this phase, the dataset is fetched into hadoop (HDFS) using 

Sqoop Tool as in Figure 2. Using Sqoop, customized 
functionalities can be performed like fetching the particular 
column or fetching the dataset with specific condition and data 
can be stored in hadoop (HDFS). 

 

 
Figure.2 Data preprocessing using sqoop 

4.2 Data Analysis 

In this phase, the dataset is analysed using HIVE tool which 
will be stored in hadoop (HDFS). For analyzing the dataset, HIVE 
uses HQL Language. Hive is chosen because it is a data 
warehouse by itself. Hive has the ability to work on top of an 
existing Hadoop cluster and provides SQL-like interface. The user 
can map the existing Sqoop tables to Hive and operate on them as 
shown in Figure3. 

4.2.1 Partitioning 

Hive arranges the tables into partitions. The records are 
partitioned based on the transaction type(with draw, transfer, 
deposit). Partitioning helps in dividing a table into related parts 
based on the values of partitioned columns as shown in Figure 4. 
Partitioning is useful in querying a portion of the data. 

 
Figure.3 Data analysis using Hive 

 
Figure.4 Partitioning the transaction data 

 
The number of rows loaded and the time taken to load the 
partitioned data into HDFS is shown in Figure 5. 

 
Figure.5 Loading partitioned data into HDFS 

4.2.2 Bucketing 

Bucketing decomposes data into manageable or equal parts as 
shown in Figure 6. The user can restrict the number of buckets to 
store the data. It provides faster query response. The number of 
required buckets can be given during the table creation. Loading 
of equal volume of data has to be done manually by programmers 
is a significant issue. 

Choosing partitioned data over bucketed data 

The size of the loaded partitioned data in the three partitions 
is less when compared to the size of the loaded bucketed data. 
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Bucketing works well when the field has high cardinality (number 
of possible values a field can have) and data is evenly distributed 
among buckets. Partitioning works best when the cardinality of 
the partitioning field is low. 

 
Figure.6 Bucketed data in HDFS 

4.3 Data Processing 

Data Processing is done using Hadoop Madpreduce. The 
partitioned data is fed into MapReduce for the processing. The 
main factor considered is the SLOTS_MILLIS_REDUCES[20]. 
It represents the total time taken for running the reduce tasks in 
milliseconds in the occupied slots. It also includes the tasks that 
where started speculatively as shown in Figure 7. 

 
Figure.7 Running mapreduce job 

4.4 Optimisation 

Optimisation can be done to the native hadoop by changing 
the configuration factors of the system. There are three main files 
in hadoop[21], to which the changes are done to obtain an 
improved and an optimised version of hadoop. The files in hadoop 
to which the changes are made in order to obtain an improved 
version are  

JobInProgress.java 

JobInProgress maintains all the information in order to keep 
the job on the straight. It maintains its JobProfile and its updated 
JobStatus, along with a set of tables for doing bookkeeping of its 
tasks. 

TaskInProgress.java 

TaskInProgress (TIP) maintains all the information required 
for a task in the lifetime of its owning Job. A given task might be  
executed or re-executed, so level of indirection is needed above 
the running-id itself. A given TaskInProgress contains multiple 
taskids, zero or more of which might be executing at any one time, 
allowing speculative execution. A TIP allocates enough taskids to 
account for all the speculation and failures it will ever have to 
handle. TIP is dead when they are up. 

TaskTracker.java 

Task tracker is a process that initiates and monitors the map 
reduce tasks in the environment. It communicates the Job tracker 
for assigning the tasks and update the status. 

4.4.1 JobInProgress 

The changes made to the JobInProgress.java are as follows, 

Contacting the tasktracker at once 

In native hadoop, the task can contact the TT only after the 
whole task gets completed. So change is made so that, once the 
runJobSetupTask() works, the task can contact the TT then and 
there. It is beneficial as the TT is well informed of the on-going 
tasks and can also help to avoid speculations. 

Launching Synchronised Cleanup 

In native hadoop, Cleanup task is called once at the end of the 
task. The change made here is the introduction of Synchronised 
Cleanup task, which is launched before the cleanup task. It 
updates the last known cluster size then and there. It is highly 
beneficial in case of multiple tasks. 

Later check of Cleanup 
It checks whether the cleanup task is launched already or if 

the setup is not launched already. The later check is beneficial 
when the number of maps is zero. 

4.4.2 TaskInProgress 

The changes made to the TaskInProgress.java are as 
follows, 

Skipping feature 

Since completed reduces (for which the outputs go to hdfs) are 
not failed, this failure is noted only for completed maps, only if 
the particular tasked completes the particular map. However if the 
job is done, there is no need to manipulate completed maps. Reset 
the successful TaskId since no successful tasks can be concluded 
while running. There can be failures of tasks that are hosted on a 
machine that has not yet registered with restarted jobtracker. 
Therefore, the skipping feature recalculates the counts only if it is 
a genuine failure. 

SetComplete function 

When the TIP is complete, the other speculative subtasks will 
be closed when the owning tasktracker reports in and calls should 
close on the required object. 

4.4.3 TaskTracker 

The changes made to the TaskTracker.java are as follows, 
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Resetting heartbeat interval from the response 

The name node and the data node communicate using 
Heartbeat messages. After a certain amount of time, if the Name 
Node does not receive any response from Data Node, then that 
particular Data Node is declared as dead. The normal heartbeat 
period is three seconds. If the name node is not receiving the 
heartbeat from a data node in ten minutes, then the name node 
decides the data node to be not in service and the data node’s 
replicas are considered to be unavailable. The name node allocates 
the new replicas for the unavailable blocks in the other data nodes. 
The heartbeat message from the data node carries the information 
regarding the storage, amount of usage and transfer rate of data in 
the current state. Such details are helpful for the name nodes 
allocation of blocks and the decision making in load balancing. 

By resetting heartbeat interval from the response, the TT 
knows the completed tasks. Once cleanup of the completed task 
is over, normal operation is resumed. 

5. Implementation 
5.1 Mapper Class 

The map task is to process the input data. The input data is 
stored in the Hadoop Distributed  File System (HDFS). The input 
file is passed to the map function and read line by line. The mapper 
processes the data and produces the intermediate data. The 
amount, transaction type, year and month are initialised according 
to the positions in the input data. The mapper class writes the year, 
month, transaction type and amount along with the sum into 
HDFS. 

5.2 Reducer  Class 

This stage is the combination of the shuffle and the reduce 
stage. The Reducers job is to process the data that comes from the 
mapper. After processing, it produces a new collection of output, 
which will be stored in the HDFS. 

5.3 Driver  Class 

The Driver class verifies the arguments from the command 
line. The input/output file details, job details are available in the 
command line. It assigns values for the job. The driver starts the 
execution from the main () method. In this method, a new 
configuration object and the Job are instantiated. 

The job.waitForCompletion() helps to unveils the job 
perfectly. This driver code helps to wait for the job completion. 
The job status will be updated after the job completion.  The true 
argument informs the framework to write verbose output to the 
controlling terminal of the job. 

6. Results and Discussion 

The work has done using bank data, which is analysed to 
identify the future trends in the sector. The improvement in the 
Hadoop performance is ensured by the factors such as 
computation time, time taken for running reduce tasks, contacting 
the task trackers at once, synchronised clean up, skipping feature, 
resetting the heartbeat interval. 

6.1 Health of the file in HDFS after optimization 

The fsck command in hadoop runs a HDFS file system 
checking utility. It is designed for reporting problems with various 

files. It checks health of hadoop file system. It produces a report 
that gives the complete health of the file system. HDFS is 
considered healthy if all the files have a minimum number of 
replicas as shown in Figure.8.  

Table 1. Performance Analysis 

Factors 

Before 
Optimizati
on(sec) 

After 
Optimizati
on(sec) 

Job Duration 82 23 

Map Time 60 3 

Reduce Time 22 20 

 

 
Figure.8 Health status of the result 

 
Figure.9 Performance -  before and after optimization 
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SLOTS MILLIS REDUCES is the total time spent by all reduces 
in the occupied slots. Difference in the time taken for running 
reduces tasks before and after optimisation is noted to be 1367ms 
as shown in Figure 9. After optimization it takes less time. 

6.2 Performance Analysis 

The performance of the job for the same input is analysed 
before and after the optimisation is show in Table 1. Job duration, 
Map task time and Reduce task time are taken as the factors for 
the performance analysis. The time taken to complete the job is 
less after optimization is shown in Figure 10. The performance 
has evidently improved after the optimisation. 

 
Figure.10 Performance Evaluation 

7. Conclusion 

In this article, an improved hadoop framework is presented. It 
includes analysing the internal working of the Hadoop 
MapReduce job, so that changes are done to the job in progress, 
task in progress and task tracker files. In H2Hadoop [19] the work 
was concentrated on the DNA dataset only and in the improved 
hadoop [22] they have considered the text data and the 
performance time was not reasonably improved.  The changes 
performed to optimise the system in this article are in contact with 
the job tracker at once, launching synchronised cleanup function, 
cleanup later checkup, skipping feature, resetting the heartbeat 
interval from the response, avoiding speculative tasks resulted in 
an improved hadoop framework. The performance of the 
improved system using optimization is better in the computation 
time. 

8. Future Work 

Performance factors 

The other performance factors of File System Counters, 
MapReduce Framework can be modified to obtain a more 
optimised hadoop system. 

Tool for better performance 

The result can be analysed using Spark to obtain a faster 
performance than Hadoop, as spark runs in-memory on the 
cluster, and it is not tied to Hadoop MapReduce paradigm. This 
makes repeated access to the same data much faster. Spark can 

run as a standalone or on top of Hadoop YARN, where it can read 
data directly from HDFS. 

Security issues in Hadoop can be addressed at various levels, 
including but not limited to file system, networks, scheduling, 
load balancing, concurrency control, and databases. 
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 Health Information Technology is playing a key role in healthcare. Specifically, the use of 
electronic health records has been found to bring about most significant improvements in 
healthcare quality, mainly as relates to patient management, healthcare delivery and 
research support. Health record systems adoption has been promoted in many countries to 
support efficient, high quality integrated healthcare. The objective of this work is the 
implementation of an Electronic Health Record system based on a relational database. The 
system architecture is modular and based on the concentration of specific pathology related 
parameters in one module, therefore the system can be easily applied to different 
pathologies. Several examples of its application are described. It is intended to extend the 
system integrating genomic data. 
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1. Introduction  

This paper is an extension of work originally presented in IEEE 
4th International Forum on Research and Technology for Society 
and Industry [1] 

The collection of health information for patient data 
management including patient characteristics, treatments and 
outcomes has been over the years a most important aspect of health 
care [2, 3]. EHRs, which replace paper medical records to collect 
people’s health information, integrate different and heterogeneous 
data and are one of the most widely used Health Information 
Technology (HIT) tools. HIT contributes to the improvement of 
quality of care, to patient’s safety and to the reduction of health 
care costs by making available accurate documentation and rapid 
information retrieval and management. The adoption of EHRs has 
been promoted in many countries, both at government level an in 
the private sector, even though their adoption is still rather limited, 
mostly because of standardization, certification, security and 
privacy aspects and concerns. The adoption of standard based EHR 
systems has been found to be able to reduce spending for 
healthcare to a great extent [4]. EHRs can improve patient care and 
safe practice, however potential risks related to medical error, 
systems failure, and security and legal responsibility aspects 
should be considered, identifying barriers for EHRs adoption and 
ways to address them [5-9]. Moreover, organizational and human 

factors can promote or hamper the adoption of a EHR [10]. Further 
relevant aspects of EHRs are interfaces with other information 
systems, that should be based on standard formats, such as Health 
Level 7 Clinical Document Architecture (HL7 CDA), HL7 
Version 3, openEHR and on controlled vocabularies such as 
Logical Observation Identifiers Names and Codes (LOINC), 
"International Classification of Diseases (ICD), Systematized 
Nomenclature of Medicine (SNOMED) and others [11]. The need 
for generic and interoperable EHRs has been recognized, specially 
as relates to interoperability, for the preservation of clinical 
information across heterogeneous systems [12]. Standards are 
needed to implement interoperability between systems. 

An EHR system contains quantitative data (clinical data), 
qualitative data (text documents), and medication records. The 
related amount of data is rapidly expanding, and big data 
technology is going to play a key role in this respect, specially as 
relates to natural language processing, clinical decision support, 
integration of genomics and system biology with EHR data, 
knowledge dissemination and interaction with patients [13].  

The set of requirements that must be met by EHR systems is 
defined by ISO 18308:2011. According to this standard the scope 
of the EHR is regarded as broader than documentation, prevention 
and treatment of illnesses. ISO 18308 relates to shared EHR 
information and to the EHR system aspects that may be used for 
the support and coordination of patient-centred continuity of care. 
An EHR system includes data repositories, directory services, 
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knowledge services containing terminological system, care 
pathways and workflows, user applications and other modules and 
services. An EHR architecture can be classified according to a data 
approach, a concepts approach and a process/service approach. 
These approaches are present in existing systems and in specific 
domain languages and modelling languages [14]. A medical record 
system has been developed, adopting the three approaches above. 
The medical record system that has been developed is based on 
Health Level 7 (HL7) standard and can be easily tailored to the 
needs of different clinical wards. The use of this standard allows 
the system to support interoperability between the main 
components of the Hospital Information System (HIS), such as the 
Laboratory Information System (LIS) and the Pharmaceutical 
Information System (PIS), and can be easily extended for example 
to the radiology information system (RIS) and to the picture 
archiving and communication system (PACS). A Service Oriented 
Architecture (SOA) has been adopted, that can be defined as an 
open extensible, composable architecture based on autonomous, 
interoperable and reusable services, implemented as a Web 
services [15]. SOA has been employed in healthcare after adoption 
in other sectors, such as banking, transport and industrial 
automation [16]. SOA is widely used for real time implementation 
in large distributed systems, mostly because it supports the easy 
integration of new software within the existing one, reducing the 
impact on service users and cost [17-20]. Moreover, the SOA 
paradigm has been successfully implemented in the design of 
several distributed healthcare systems [21-23]. 

2. Materials and Methods 
The system has been implemented taking into account the 

specific needs of different departments of the San Martino hospital 
in Genoa (Italy). 

The workflow relating to a visit includes the identification of 
the patient through the information already present in the HIS 
obtained by a pseudo-anonym code according to the specifications 
of UE General Data Protection Regulation, (GDPR) [24]. The 
information on laboratory analyses is obtained by query of the 
hospital LIS and the information on therapies is obtained by query 
of the PIS of the hospital. The data are stored on different platforms 
which do not interact with each other, therefore its direct use is 
cumbersome and with possible misunderstandings. In order to 
address this problem, a system based on a relational database 
developed with Microsoft SQL Server 2017 has been set up, which 
has made it possible to create a consistent and logical 
representation of the information. It is worth noting that, in order 
to achieve GDPR compliance, the data in the database are stored 
by pseudo-anonymization techniques. A pseudo-anonymous code 
is used to query the database, in a secure fashion. The information 
relating to the identity of the patient is present only at the physician 
interface level, after authentication [23]. 

The database has been designed developing a conceptual 
model of the data, abstracting relevant aspects of the activities and 
processes relating to patient management. A conceptual model is a 
set of rules and conventions that allows to move from a reality of 
interest to a conceptual scheme of the data. The model has been 
divided into three levels that represent respectively the 
protagonists of the project (level 0), the clinical event (level 1), and 
the format of the parameters and results (level 2). 

In level 0 the main actors and features of the project have been 
considered, defining the fundamental entities and the relationships 

among them. The Entity-Relation (E-R) diagram shows the 
general logistical aspects of the platform (Figure 1). Patients are 
followed up and subsequently entered into the database by the 
operators. Both patients and operators are linked to the centres 
involved in each clinical study. Each operator may be authorised 
to access more than one clinical study, and each patient can be 
involved in more than one study. Moreover, the clinical events 
relating to each patient may take place in different centres (the 
latter aspect being of fundamental importance, since different 
centres may use different units of measurement and ranges of 
normality). Each study may consider more than one clinical event, 
some of which may be common to those of other studies, while 
others may be specific to certain studies only. 

 
Figure 1. Entity relationship diagram for level 0 

Level 1 of the E-R diagram (Figure 2) shows the meta-
descriptive approach that has been adopted to manage clinical 
events and make the database structure as simple and general as 
possible. The main element is the definition of different Event 
Types. Within the conceptual definition of systems implemented 
with E-R diagrams [25], attributes are the elements that describe in 
detail the characteristics of entities and relationships. By 
transforming E-R diagrams with relational logic schemes, these 
attributes become columns of tables in databases. This approach, 
if applied to our case, binds the set of elements considered in a 
medical record (which happens in many third-party applications), 
blocking it in the data base (DB) construction. 

When developing the system, it has been chosen to store the 
names of the elements that are regarded as rows of the table (called 
"parameters"). Another table (called "categories") has been 
categorized, and related with the clinical reality through the links 
in the table that derive from the relation shown in in figure 2 
(diamond "considered aspect divided by"). This choice allows to 
use the same DB and the same software for several tables and to 
easily characterize the individual parameters in a strong semantic 
way (using international codes such as - LOINC - ICD - ... ). This 
greatly helps interoperability. 

The most important aspects have been divided into different 
"Categories". These are "containers" of parameters, homogeneous 
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from the conceptual point of view, but not necessarily 
homogeneous from a data format point of view (for example, a 
clinical event of the "Therapy" type has a "Therapy information" 
category, including parameters such as "Adherence" and "Therapy 
start date"). Each clinical event has Results, which are the values 
of the parameters of that particular event. 

Events are grouped into types. Parameters are also grouped into 
types, which are translated and mapped in LOINC using 
standardized dictionaries, in order to support data reuse. 

 
Figure 2. Entity relationship diagram for level 1 

Level 2 shows the entities and relationships which are taken 
into account to manage the Parameters and Results of Clinical 
Events. Each Parameter has a specific format (typically real 
integer, string or Boolean), so the results (i.e. the records 
corresponding to the values of the parameters of an event) can have 
different formats. The E-R diagram (Figure 3) takes into account 
the fact that all parameters stored in the database have their own 
units of measurement and range of normality, but these units and 
ranges are different for each centre that may be involved in the 
network. This is of fundamental importance for the work carried 
out by the physician. In the transition from the conceptual scheme 
to the logical scheme, great attention has been paid to this aspect, 
in order to allow each user to work with the tools that are most 
familiar to him/her. Moreover, the differences between the units of 
measurement have been taken into account in the data extraction 
algorithm. All records relating to a single parameter are converted 
into a standard unit of measurement, defined by the users as the 
ones which are most widely used. 

 
Figure 3. Entity relationship diagram for level 2 

The implementation, including the creation of a web client and 
a web service, has been carried out in Visual Basic .NET using 
Microsoft Visual Studio 2015 software. 

The system architecture has been designed with special 
reference to interoperability, according to HL7 in the HSSP 
(Healthcare Services Specification Project). The HSSP, started in 
2005 by HL7, focuses on standard software services for healthcare, 
enabling the use of SOA, which has been recognised as extremely 
useful for interoperability, code reuse and new needs response 
[26]. Standards service interfaces for infrastructure reuse 
capability and specific health facility were considered providing a 
methodology for the implementation of relevant services [27]. 

Specifically, the HL7 Clinical Document Architecture (CDA) 
has been used for the encapsulation of clinical data that can be 
easily exchanged between applications, retaining their semantic 
significance [28]. 

Clinical parameters are associated differently with specific 
names and internal codes in different hospital and/or health 
centres. In order to allow the communication among different 
centres, the codes used by different hospitals/centres have been 
translated into LOINC language with regard to clinical trials [29], 
international Anatomical Therapeutic Chemical Classification 
System (ATC), national Marketing Authorisation (AIC) for drugs, 
International Classification of Diseases 9th version (ICD9) for 
diagnosis and ISO Country 3166-1 for the classification of the 
country of origin of patients. 
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The “San Martino” hospital in Genoa is equipped with a 
network infrastructure made of two Local Area Networks (LANs) 
that are not connected to each other (the hospital LAN and the 
university LAN). Specifically, the parts of the HIS are placed in 
the hospital LAN, which is not accessible from external networks 
for security reasons, because of the hospital firewall. The access to 
data and to the required information is granted by a virtual private 
network (VPN), capable to securely connect the two LANs, 
allowing access for clients belonging to the university network. 

The original data are sent through the VPN and, by tunnelling 
protocols and advanced encryption, are secured by a protective 
barrier before they are shipped over a potentially dangerous 
infrastructure such as the Internet. Tunnelling is a multi-protocol 
(IPsec) data encapsulation process within another IP packet that is 
shipped over the network. In order to transmit the data to 
authorized end recipients only, the data are packaged twice by a 
specific authentication system in which access levels depend on 
user role. 

The strong modularity of the system allows to use the general 
structure described above for different diseases. The system has so 
far been used for the implementation of the EHR for the Ligurian 
HIV network [30-32], for ophthalmology [33, 34] and for 
infectious diseases [35]. For each of these cases, different clinical 
events, parameter categories and parameters have been 
implemented in order to provide a tool which is very suited to the 
specific needs of physicians and caregivers. Table 1 and table 2 
show, respectively, the clinical events and the categories of 
parameters for the three scenarios. 
3. Results 

The system that has being developed is hosted in Genoa 
university network. The user interface of the system is divided into 

several parts, each concerning a specific section of the medical 
visit. The EHR system is managed through a web interface that, 
for security reason, can only be accessed within the Genoese 
hospital and university LANs. The system interaction with the 
physician or caregiver takes place as follows. When the user logs 
in he/she is redirected to the page relating to the specific patient 
selection and the examination starts. After obtaining access 
permission, the caregiver can either manually enter the data of a 
new patient or see the data for a patient who is already present in 
the data base. 

For a new entry, the related information is retrieved from the 
hospital databases and, after translation into LOINC, is stored in 
the EHR system database. The clinical parameters are retrieved 
from the LIS and the information on the laboratory tests is stored 
by an array of CDA which is sent to the web service which stores 
it in the system database. 

A section of the clinical diary allows physicians to inspect the 
exams that are available for each patient. The physician can see all 
specific visits, their dates and parameters. The information for each 
clinical event is retrieved and updated by algorithms that taking 
into account the ethical committee permissions. 

The creation of the web pages for user interface is also guided 
by the structure of the DB, i.e. a page is formed for each event, 
within which all parameters related to that event are presented. The 
type of value for each parameter (integer, real, list or free text, date) 
automatically inserts the selection of the most suitable input tool 
for that type (textbox, dropdown list, calendar, ...). The 
measurement units for the numerical parameters and the normal 
ranges also (possibly linked to the patient's personal data, age, sex, 
height, weight) are also automatically inserted.

Table 1. Clinical events for the Maculopathies, HIV, and Tuberculosis 

Maculopathies HIV Tuberculosis 
Personal data Blood sample taken First visit 
Anamnestic Admission history and physical note Visit 
Calendar Medical history unknown Microbiological examination 
Eye examinations Therapy Laboratory examination 
Maculopathies Discharge summarization note Resistance development 
Laser Injection Therapies Specialist visit Instrumental examination 
Primary Diagnosis Submission questionnaire Therapeutic treatment 
Secondary Diagnosis Non-Haart Therapy Alcohol test 
Clinical Folder Adverse event  
Two Eyes Qualitative therapy  
Pharmacovigilance Card Repeated medical history  
Ozurdex Monitoring Card Vaccination  
Visual Functioning Questionnaire Microbiological culture  
Retina Plus - Personal data Failure  
Retina Plus - Access Instrumental examination  
Retina Plus - Questionnaire Visit Control  
Telescreening Pregnancy  
Laboratory Exams   
Plaquenil Protocol   
Certificates   
Allergies   
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Table 2. Categories for Maculopathies, HIV, and Tuberculosis 

Maculopathies HIV Tuberculosis 
Personal data Phenotype and viremia Symptomatology 
Anamnestic Carbohydrate metabolism Inflammation indices 
Calendar Cardiovascular profile Diagnosis of tubercular infection 
Visuals and symptoms Liver functionalities Sputum microbiological examination 
Front and rear segment 

Renal function 
Microbiological examination of 
bronchoaspirate 

Laser Injection Therapies Oxidative stress Microbiological examination of urine 
Primary diagnosis NK phenotype Microbiological examination of faeces 
Secondary diagnosis 

Anamnestic 
Microbiological examination of other 
material 

Topical therapies in progress Non-Haart Therapies Resistance 
Expert Inflammation parameters Instrumental examinations 
Folder Leukocyte formula hemochrome Localization 
Exclusion criteria Monocyte populations Inpatient 
Prohibited treatments Mocyte activation markers Comorbidity 
Interruption of treatment Inflammation mediators Treatment 
Pharmacovigilance Card Lymphocyte Proliferation Side effects 
Ozurdex Monitoring Card Therapy information First-line oral agents 
Visual Functioning Questionnaire Drugs therapy B: Injectable agents II line 
Appendix of Optional Additional 
Questions Information about hospitalization A: Fluoroquinolones 
Retina Plus Personal data Diagnosis of hospitalization C: Other second line agents 
Retina Plus Access Diagnostic and therapeutic procedures D1: Deputy agents  
Retina Plus Questionnaire Discharge information Laboratory examination 
Telescreening Comorbidity CBC 
Grape harvesting Discharge diagnosis D2: Deputy agents  
Laboratory Exams Non-Haart Drugs D3: Deputy agents  
Instrumental examinations Objective examination  
Microbiology tests Chemistry  
Plaquenil start therapy Specialist visit information  
Plaquenil HIV information  
Blood pressure HBV information  
Certified HCV information  
Allergies Hepatitis  
 T lymphocyte activation markers  
 Side effects therapy  
 Submission questionnaire  
 Non-Haart Drugs  
 Information on drugs therapy  
 Details of side effects therapy  
 T reg  
 Concomitant therapy  
 Adverse event therapy  
 HCV adverse event  
 Qualitative HCV therapy  
 Qualitative HIV Therapy  
 Vaccination  
 Microbiology  
 Non-hepatitis serologies  
 Instrumental examination information  
 Control visit information  
 Resistance  
 Pregnancy  
 Barthel ADL (Activities of Daily Living)  
 Barthel MOB  
 IADL  
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4. Discussion and Conclusions 

An EHR system has been set up in order to meet the needs of 
medical and clinical personnel. The main aspects that have been 
considered relate to the management of visits and to the setting up 
of a clinical diary according to the standards currently in use.  

The objectives of the study have been met as shown in table 3, 
in which the system’s application to maculopathies, HIV, and 
tuberculosis are described. Specifically, for the three pathologies 
the table shows the initial year, the numbers of patients which have 
been recorded, the numbers of related parameters, the number of 
events and the number of values that have been stored. The last 
column, named “session”, shows the number of days in which an 
operator queries an EHR. 

The system aims to simplify physician’s, nurses’ and 
caregiver’s work for administration and management of treatment 
and follow-up. Moreover, it aims to support multicentric tracking 
for patients who are treated in several hospital facilities and the 
conduction of clinical trials. The system was set up focusing on 
parameters and parameter types, grouping them in one specific 
module. This facilitates the use of the system for different 
pathologies, because the pathology related data are in one module 
per pathology. The use of one single section for the management 
of different pathologies allows for easy use by different 
departments of one hospital and by different hospitals. This design 
choice also facilitates data reuse. 

The main problems and limitation that have been encountered 
relate to data availability, because of data anonymity requirements 
for security and privacy. In the first place, this problem has been 
circumvented requiring the hospital to make the data pseudo-
anonym, while keeping the link between the pseudo anonym code 
and the patient identity separate from the data and managed by the 
hospital system only, on physically separated platform. Moreover, 
the data which are copied onto the EHR system platform are 
encrypted by up to date techniques which protect them from 
attacks. Therefore, even if the data were red this would not provide 
any useful information 

It is intended to evaluate the system performance by 
questionnaires addressing usability by physician, nurses and care 
giver. 

Further developments mostly relate to the integration of 
genomic data in the system [36, 37]. This aspect is becoming 
increasingly important and the parameter focused architecture of 
the system is suitable in this respect. The integration of genotype 
and phenotype information in the EHR and the insertion of 
genomic information in clinical workflows would facilitate the 
planning, administration and evaluation of genetically enabled 
care.  
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 In this research work, we proposed a technique to decrease the complexity of 2-D Matrix 
Pencil (MP) for the direction of arrival (DOA) evaluation by combining two perpendicular 
arrays: The first one is the uniform linear array (ULA) and the second one is a uniform 
circular array (UCA). This special structure for the 2D Matrix Pencil pipe to a powerful 
methodology for real-time implementation on a digital signal processor, while the MP used 
to correlated and uncorrelated sources with the presence of a white noise. The obtained 
results show that proposed MP method gives better results at the level of the precision and 
the estimation of the DOA compared to the published measure. 
 

Keywords:  
Matrix Pencil 
UCA 
ULA 
DOA 

 

 

1. Introduction  

The technological progress in the telecommunications field has 
given a rise to a remarkable increase in systems for the exchange 
and transport of information through more accessible and easily 
manageable means: this is the case of wireless systems which 
have several advantages in particular at the level of their high 
throughput and their various applications such as: telephony, 
remote localization, medicine and military applications [1-3]. 

Smart antennas have evolved to meet the demands of many 
applications such as mobile, radar and marine 
applications. Several research studies have been published on this 
subject for the purpose of treating this new generation of antennas 
in order to evaluate the direction of arrival (DOA) signals received 
by antenna networks of different forms such as the Uniform 
Linear Network (ULA) or the Uniform Circular Network (UCA). 
To do this, several methods have been proposed so as to evaluate 
and estimate the directions of arrival of signals have been 
proposed, for example: MUSIC, ESPRIT, MLE [4] and the 
Matrix Pencil [5]. In this manuscript, we study the method of the 
Matrix Pencil comparing it with others studies published. 

 In literature, a lot of researches propose to use this algorithm 
for different antenna network structures: The first proposal was 
the use of Matrix Pencil for rectangular networks to estimate the 
Doas of plane waves; their objective was to use the Direct Fourier 

Transform (DFT) to transform the complex part of the signal to a 
real part [6]. The second proposal was to use the same network, 
but this time, trough the transformation of MP method while is 
based on the information collected by the data matrix of the pencil 
method, for the purpose of reduced the complexity of the 
calculation and estimate the desired DAO [7]. The third proposal 
was the use of the number of samples as the den to apply to the 
Matrix Pencil in order to extract the DOA. So, our proposal is to 
combine the ULA structure with the UCA, first, to benefit from 
the advantages of each network and to compensate for these 
disadvantages, then to minimize the complexity and computation 
time. The operation of our proposed structure is as follows: 

- The use of the Linear Array (ULA) to scan 180° to receive 
all elevations “θ” 

- The use of the Circular Array (UCA) to perform a 360° 
scan to extract all azimuths “Ф ” from received signals. 

The organization of the manuscript is being as follows: The 
formalism of the Matrix Pencil based on uniform linear array 
model is presented in section 2. The MP method for the Uniform 
Circular Array is explained in section 3.The performance and the 
results of the 2-D MP method showed in section 4 and at the end 
the conclusion. 

2. Matrix Pencil using ULA  

In order to study our approach, we have started by the Matrix 
Pencil formalism by using the real Matrix to evaluate the direction 
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of arrival of multiple impinged on the Uniform Linear Array [8]. 
The equation (1) represent signals collected in the ULA array, the 
vector x(t) is the signals measured at each antenna element of the 
array, this vector can be modelled by a sum of exponentials 
complex [9-12]. Therefore, n(t) is the noise. The observed voltage 
is given by: 

 
y(t) = 𝑥𝑥(𝑡𝑡) + 𝑛𝑛(𝑡𝑡) = � Ri𝑒𝑒si𝑡𝑡 + n(t)𝑁𝑁

𝑖𝑖=1                         (1) 

 
  By using the equation one, the sum of signals are written as 

follow: 
 

y(P) = ∑ Rizip + n(p)N
i=1                                          (2) 

 
Where, 

Zi =  e j2πλ  d sin(θ), for i = 1, 2,…, N                           (3) 
 

We assume that the factor damping αi = 0, in order to estimate 
the exact value of the angle θ. We construct the matrix Y to derive 
directly from the equation x(t), the column of this matrix Y is a 
windowed part of the original vector,                        {x (0) x (1) x 
(2) ... x (N) -1)}. 
 

Y = � 

x(0) x(1) … x(L − 1)
x(1) x(2) … x(L)
⋮ ⋮ ⋱ ⋮

x(N − L) x(N − L + 1) … x(N − L)

�        (4)        

                                                                                                                  𝑁𝑁 − (𝐿𝐿 + 1) 𝑥𝑥 (𝐿𝐿) 
 

L is the pencil parameter; it is chosen between N/3 and N/2 for 
noise filtering [13-14].The values of L are chosen in this range 
[15]. From the matrix Y, we define two sub-matrixes, say  

 

Ya = � 

x(0) x(1) … x(L − 1)
x(1) x(2) … x(L)
⋮ ⋮ ⋱ ⋮

x(N − L − 1) x(N − L) … x(N − 2)

�       (5) 

                                                                                                   (𝑁𝑁 − 𝐿𝐿) 𝑥𝑥 (𝐿𝐿) 

 Yb = � 

x(1) x(1) … x(L − 1)
x(2) x(2) … x(L)
⋮ ⋮ ⋱ ⋮

x(N − L) x(N − L + 1) … x(N − 1)

�      (6) 

                                                                   (𝑁𝑁 − 𝐿𝐿) 𝑥𝑥 (𝐿𝐿) 
We can also write 

 
 Ya = ZaR Zb                                                                  (7) 
 Yb = Za R0 Z0Zb                                                                   (8) 

Za = � 

1 1 … 1
Z1 Z2 … ZM
⋮ ⋮ ⋱ ⋮

Z1(N−L−1) Z2(N−L−1) … ZM(N−L−1)

�           (9) 

                                                                                                                       
(𝑁𝑁 − 𝐿𝐿) 𝑥𝑥 (𝐿𝐿) 

 

 Zb =

⎣
⎢
⎢
⎢
⎡
 

1 Z1 … Z1(L−1)

1 Z2 … Z2(L−1)

⋮ ⋮ ⋱ ⋮
1 ZM … ZM(L−1)⎦

⎥
⎥
⎥
⎤
                                            (10) 

(𝑀𝑀 𝑥𝑥 𝐿𝐿) 

 
Z0  =  diag [Z1, Z2, … , ZM]                                              (11) 

 
R0  =  diag [R1, R2, … , RM]                                             (12) 

 
Now, we consider the Matrix Pencil 

 
Yb – λYa =  Za − R0 [Z0 – λI]Zb                                       (13) 

 
We use the identity matrix I of dimension (MxM), which can 

give us an idea about the rank of Yb - λYa.  This rank will be M, 
if only if M≤L≤N-M [15-16]. While, if λ = Zi, i = 1, 2, ..., M the 
ith line of [Z0 -λI] = 0, the rank of this matrix is then (Mx1) . 
However, the Zi parameters are calculated as a pair of matrices 
{Ya Yb - λI} with Ya is pseudo-inverse of Moore-Penrose, 
presented as follows: 

Ya+ =  �YaH Ya�
−1

YaH                                                       (14) 
 

 The DOA is obtained from : 
 θi = sin−1( Im (logZi)

πd
)                                                       (15) 

Where Zi is defined in eq. (3) 
 

3.  Matrix Pencil using UCA 

In this section, we use a UCA of separate antennas distributed 
on the axes ox and oy, with dx = dy = d. The array receives the 
signals with incidence angles of (θq, Фq), which are respectively 
represent the elevation and azimuth. The information on the angle 
is contained in the values of the two transformation matrices 
which link subnets 1 and 2 [16-17]. The expressions αx and αy 
are in the following form: 

 
 𝛼𝛼𝑥𝑥𝑖𝑖 =  exp( j � 2π ∆

λ0
�  sinθi cosФ i )                                       (16) 

 
αxi  =  exp( j � 2π ∆

λ0
� sinθi sin Фi)                                    (17) 

 
  Expressions of the elevation and azimuth are giving by the 

equations: 

θi =  Arcsin [ �−jλ0
2π∆

 ��(Ln αxi)2 + �Ln αyi�
2 ]               (18) 

 
      Ф i =  Arctg �Lnαxi 

Ln αyi
 �                                                       (19) 

With  i= 1, 2, ... , Ms. 
 
4. Results and discussion 

We present in this section the simulations results of the Matrix 
Pencil for the proposed structure by using the Matrix Pencil. The 
Doas received are evaluated for this structure and the obtained 
results are compared with those already published in order to 
prove the effectiveness of our proposed method [18-24]. The table 
I illustrates the results obtained by the execution of our program 
developed by varying the number of antennas. We opted for the 
RMSE criterion to assess accuracy. 

So, we have studied the antenna structure of 100 and 95 
elements. We assumed that five antennas no longer worked. Then 
we tested our program to minimize the error of these five antennas 
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while varying the number of samples from 1 to 4 to deal with this 
failure when implementing our method. 

Table 1. Proposed Method for 100 and 95 antennas 
 

 
Number of antennas   𝜽𝜽°𝒊𝒊𝒊𝒊   𝜽𝜽°𝒐𝒐𝒐𝒐𝒐𝒐 RMSE 

100  

[18] 

0 0.0004 

0.0019 

5 5.0001 
10 9.9948 
15 15.0014 
20 20.0045 
30 29.9984 

Proposed 
Method 

0 0.0000 

0.0006 

5 5.0001 
10 9.9991 
15 15.0001 
20 20.0000 
30 30.0001 

95  

 [18] 

0 0.0067 

0.0023 

5 5.0024 

10 10.0014 

15 14.9976 
20 19.9965 
30 29.9991 

Proposed 
Method 

0 0.0005 

0.0018 

5 5.0006 

10 10.0008 

15 15.0009 

20 20.0000 

30 29.9999 

To deepen our work, we studied the variation of the angle θ    
deviation by varying the number of antennas from 7 to 14. The 
obtained results are presented in table II.     

 
Table 2.  Results of proposed method with various antennas 

 
Number of 
antennas   𝜽𝜽°𝒊𝒊𝒊𝒊 𝜽𝜽°𝒑𝒑𝒑𝒑𝒊𝒊𝒑𝒑𝒊𝒊𝒑𝒑 𝜟𝜟𝜽𝜽°𝒑𝒑𝒑𝒑𝒊𝒊𝒑𝒑𝒊𝒊𝒑𝒑 

7 
 [19] 30 

60 
37.5900 
61.8400 

0.253 
0.030 

Proposed 
Method 

30 
60 

30.0017 
60.0928 

0.226 
0.025 

8 
 [19] 30 

60 
30.1800 
61.6400 

0.006 
0.027 

Proposed 
Method 

30 
60 

30.0477 
60.0267 

0.003 
0.018 

10 

[19] 30 
0.2 

30.3100 
0.2100 

0.010 
0.05 

Proposed 
Method 

30 
0.2 

30.0004 
0.2010 

0.006 
0.005 

14 
[19] 30 

60 
30.1700 
59.4900 

0.005 
0.0085 

Proposed 
Method 

30 
60 

29.9975 
60.0009 

0.0026 
-0.0033 

 
We conclude that even in the presence of this failure; Matrix 

Pencil assures that estimation of the directions of arrivals remains 

stable even if the conditions change with a max of error of equal 
to 0.030% and a min of error equal to 0.017%. 

The results presented in table. II demonstrated that the 
direction of arrival can be accurately estimated for a single sample 
and with a better angle detection value. 

 
As shown in figure 1; we used a  unequal signals power for 

azimuth and elevation (133.6°,137.8°) and (78.6°, 82.4°), 
respectively. One power value is 7 dBm and the other is 5 dBm.    
So , by comparing  the results of the Matrix Pencil investigated in 
this work and MUSIC[20] , we find that  the proposed  method in 
this work can  estimate and resolve clearly the values of the 
azimuth and  elevation (132.4°, 136.2°) and (78°, 84°), and the 
peaks are sharp compared to [21]. 

 

 
Figure 1. Elevation and azimuth for (133.6°, 137.8°) and (78.6°, 82.4°) 
 

 
Figure 2. Elevation and azimuth for (128.4°, 116°) and (78°, 84°) 

In the second simulation , we have changed the azimuth and 
elevation values ,(128.4°,116°) and ( 78°,84°), and the power 
signals is 7 dBm and 5 dBm. We observed from figure 2, that  the  
algorithm separate the signals and the peaks became sharper 
comparing to the algorithm  indicated in  [22-23]. Furthermore, the 
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direction of arrival estimations for the angles  (128.4°,116°) and 
(78°,84°), is more accurate than MUSIC method . 

 
Figure  3.  DOA for 5.24 GHZ 

 
Figure  4.  DOA for 7.26 GHz 

 
From figures.3 and 4, the DOA was accurately evaluated and 

estimated by the proposed MP method for chosen frequencies 
with good amplitude. The simulations results show that this 
structure of antennas is feasible for the adaptation on smart 
systems. 

Table 3. Method MUSIC and Pencil for different SNR 

 
Reference 

 
SNR 

UCA angles       
( deg°) 

UCA errors         
( deg°) 

𝜽𝜽 Ф 𝜽𝜽 Ф 

[24] 3 -37.799999  
57.600002 

 
0.200001 

 
0.600002 

Proposed 
method 3  

-37.600000 
 

57.100002 
 

0.400000 
 

0.100002 

[24] -3  
-37.400000 

 
56.500000 

 
0.600000 

 
-0.500000 

Proposed 
method -3  

-37.399998 
 
58.800003 

 
0.600002 

 
1.800003 

 
In the following step, the proposed MP method is compared 

with MUSIC method indicated at [24], under the same conditions 
shown in table III with two angles -38° and -57°. We confirm that 

the proposed method resolve clearly the 3 angles contrary to 
algorithm MUSIC witch cannot detect all angles if the number of 
decrease. Our results give less error margin to estimate DOA. 
Table III estimates the margin error for the estimation of the 
angles θ and Ф for different values of the SNR. 

Analysing table III, we conclude that: 
- For a SNR of -3 dB, the Matrix Pencil has a better estimation 

than the MUSIC, with an error rate of 0.75% for the circular 
network and 0.96% for the linear network. 

- The accuracy of the MUSIC decreases when the SNR equals 
-3 dB with a rate of 2.1% for the linear network and 1.27% for the 
circular network. 

- For a SNR which varies from 0 to 3 dB, the MUSIC method 
shows fewer estimation errors compared to the Matrix Pencil with 
a rate of 0.35%. 

 
- For the same SNR values, the circular structure allows a 

lower mean error relative to the linear structure, with a 
maximum error rate of 0.42%. 

- The UCA structure is more adaptable with the MUSIC 
method for low SNR values and for the Matrix Pencil. 

 
-  Implementation of our proposed algorithm for the Matrix 

Pencil converts to a maximum computational time of 20 ms  even  
if the number of iterations increases. 

 

In this research, we have used the Matrix Pencil for a divided 
array. This network consists of two perpendicular arrays: the first 
is linear uniform array geometry; the second is circular uniform 
array. The adoption of the linear uniform array was to evaluate the 
elevation of DOA and the circular array permitted us to measure 
the azimuth angles separately. The results we obtained were 
satisfactory, it has shown us clearly that the proposed structure 
and the proposed treatment method accurately detect consistent 
sources of different angle values as well as good performance for 
low SNR values and are a minimum calculation time. 
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 Panjang Island is one of the islands which is categorized as a small island and is located 

in Jepara District, Jepara Regency, Central Java Province. The problem faced by Panjang 

Island is erosion, which increasingly erodes the shoreline and begins to damage buildings 

on the beach. A solution that is effective enough to overcome erosion or changes in the 

coastline is to build coastal shelters to reduce wave energy and increase sediment supply. 

The purpose of this study is to study the exact location of the submerged breakwater from 

aspects of wave parameters. The method used is wave forecasting and numerical wave 

model scenarios for submerged breakwater structures. The results showed wave height 

forecasting results in the western season (December, January, and February) is 2.66 

meters, in the first transition season (March, April, May) is 2.14 meters, at east season 

(September, October, December) 1.45 meters, in the second transition season (June, July, 

August) is 2.26 meters. The model simulation results with a scenario based on the plan 

show the most effective damping in the east season with a reduction of 52.26%. 
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1. Introduction   

Panjang Island is one of the islands which is categorized as a 

small island and is located in Ujung Batu Village, Jepara District, 

Jepara Regency, Central Java Province. Panjang Island is 

surrounded by shallow sea and is located on the west side of 

Kartini Beach, Jepara with a distance of approximately 1.5 

nautical miles. Ecosystems in Panjang Island waters are coral 

reefs, seagrass beds and mangroves with the substrate in the form 

of sand, mud and coral fragments, making Panjang Island as one 

of the marine tourism areas in Jepara. 

The problem faced by Panjang Island is erosion, which 

increasingly erodes the shoreline and begins to damage buildings 

on the beach. This erosion is caused by hydro oceanographic 

factors, one of which is waves. Waves usually spread from the 

high seas to the beach. Waves can cause energy that can give 

effect to the formation of the coast because waves can cause 

currents in a direction perpendicular to the coast and along the 

coast causing sediment transport [1]. Ocean waves are oscillatory 

movements of water that occur due to the influence of wind, 

earthquakes, submarine volcanoes, avalanches, and human 

activities [2]. According to Dijkstra [3], ocean waves are one of 

the parameters that influence changes in coastal and marine areas 

in addition to currents and tides. So it is necessary to study ocean 

waves for the optimal management and development potential of 

coastal areas. 

The Panjang Island beach protection effort is by building a 

breakwater. Separate breakwater system is designed to reflect, 

eliminate, refract and decompose waves, resulting in lower energy 

in the structure [1] thus limiting storm damage and long-term 

erosion. Sinking breakwaters can be classified into 3 (three) 

categories, namely: dynamically stable reef breakwater, statically 

stable low-crested breakwater and statically stable submerged 

breakwater [4]. The use of submerged breakwaters, including 

lately submerged breakwaters, has been widely used [5]. 

Technological adaptation, especially to offshore breakwater 
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structures, has resulted in sinking offshore breakwater structures 

that are now known as Low-Crested Breakwaters (LCB) or 

submerged breakwater. Some literature listens to the widespread 

use of LCB in various countries such as the USA, UK, Japan and 

Italy [6], even in Japan the use of LCB became very popular and 

more widely used than conventional breakwaters [7]. The 

advantages of submerged breakwater include being able to reduce 

the aesthetic impact, cheaper, better water circulation that allows 

for improved water quality and biological productivity and 

reduces the effect of barriers to sediment transport [8]. The 

construction of submerged breakwater structures on Panjang 

Island is an attempt to maintain the beauty of the coast from the 

construction of a breakwater built on water and to reduce wave 

energy that erodes the shoreline. With the construction of a 

submerged breakwater, it is hoped that the coastal area will 

remain beautiful and this building will be able to become the 

initial stage of building breakwater naturally with the hope of 

coral growth in the building. Therefore, it is deemed necessary to 

conduct a study related to wave attenuation through an underwater 

structure. 

In the study of determining the location of the submerged 

breakwater, it examined the exact location for placement of 

submerged breakwater based on wave values and depth. So that it 

can be seen the most effective location for placement of 

submerged breakwater so that that wave energy can be reduced to 

the maximum in order to overcome erosion that occurs in the 

coastline of Panjang Island waters 

2. Methods 

The material in this study consisted of two types of data, 

namely the main data namely wave measurement data and wave 

model data in the form of wave height (H) and wave period (T). 

The supporting data used in this study consisted of tidal data 

BMKG Maritime Semarang in October 2017; bathymetry data of 

Panjang Island Waters, Jepara Regency survey results using 

Echosounder; Indonesian earth map that was issued by Badan 

Koordinasi Survey dan Pemetaan Nasional (BAKOSURTANAL) 

in 2000 Sheets 1409 - 04 and Sheets 1409 - 05; Google Earth map 

Image of GeoEye Satellite scale of 2017; three-hour daily wind 

data for 11 years (2007-2017) obtained from www.ogimet.com. 

The survey was conducted in October 2017 on Panjang Island 

waters. The sample location was determined by purposive 

sampling method, and the measurement of wave data was carried 

out using the SonTek Argonaut-XR ADCP at a depth of 11 meters 

below sea level. The collection of wave data is carried out for five 

days with the interval of taking wave data every 10 minutes. The 

bathymetric contour data used in this study is data obtained from 

direct surveys using the Garmin 585 Echosounder and scale stick. 

Tidal data used is tidal data obtained from the Meteorology, 

Climatology and Geophysics Station (BMKG) Semarang. The 

wind data used in this study are three-hour intervals of wind data 

obtained from the website www.ogimet.com, which is then 

carried out by wave forecasting Sugianto et al. [9]. Wave 

modelling consists of simulated wave propagation analysis on the 

mathematical model. 

Data processing is done in the form of wind data processing 

and modelling. Wind data is needed to do wave forecasting. Wave 

forecasting used in the research is the wave forecasting method 

Sugianto et al. [9]. Calculation of wave height and significant 

wave period is calculated using calculations: 

For wind speeds starting from U> 0 knots 

Hs = 0,0016 U2 + 0,0406 U  (1) 

For wind speeds starting from U> 0 knots 

Ts = 0,15 U + 2,892    (2) 

Where 

Hs: Significant wave height (meters) 

Ts: Significant wave period (seconds) 

U: Wind speed (knots) 

 

Figure 1. Research Site in Panjang Island waters, Jepara 
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Wave data from observations were analyzed by the method of 

determining representative waves using the values of Hmax and 

Tmax. The beach building consists of 4 modules with a gap of 10 

meters per module. It is placed at a depth of 3.5 meters with a 

building height of 75% from a depth of 2.5 meters based on the 

calculation of breaking waves in the east season. The wave 

parameter data used as input to the model is wave data forecasting 

results with the DNS method per season. The wave parameter data 

is in the form of wave height (H) and wave period (T) and the 

dominant direction of the wind is blowing. 

 

 

Figure: 2 Submerged breakwater experiment layout. 

 

Figure 3: Selected submerged breakwater layout. 

Table 1.  Seasonal wave parameters as input model for existing model area in 

Panjang Island waters, Jepara 

Season 

Wave 

Height 

(m) 

Wave 

Period 

(s) 

Direction 

(°) 

West (Dec, Jan, Feb) 2.66  7.39  315 

East (Sept, Oct, Nov) 2.13  6.79  45 

Transition 1  

(March, April, May) 
2.26  6.94  0 

Transition 2 

(June, July, August) 
2.5  7.24  0 

According to Holthuijsen [10], waves generated by wind have 

a wave period of fewer than 30 seconds. The wave model 

simulation is generated from the output of the wave tracking step 

which is then carried out in the loop film step with the results in 

the form of wave tracking videos in the 3-dimensional form 

shown in Figure 4. 

Table 2. Seasonal wave parameters as input for small models 

Season 

Wave 

Height 

(m) 

Wave 

Period 

(s) 

Direction 

(°) 

West (Dec, Jan, Feb) 1.3  8.1 315 

East (Sept, Oct, Nov) 0.8  6.98  45 & 90 

Transition 1  

(March, April, May) 
1.03  8.1  0 

Transition 2 

(June, July, August) 
1.3 8.1  315 

 

 
Figure 4 Simulation of the wave model of the east season with the coming 

direction of waves from the east. 

 

3. Result  

3.1. Measurement of Wave Results at The Study Site 

Wave data retrieval was carried out at Panjang Island waters, 

Jepara, Central Java with the coordinates of 110 ° 37'59.52 "BT 

and 6 ° 34'44.15" LS at a depth of 11 meters. The time of data 

collection is carried out for five days from October 4, 2017, to 

October 8, 2017. The results of wave measurements are in the 

form of wave height and wave period, which can be seen in the 

following table. 

 

 
Figure. 5 Graph of significant waves high in measuring on Panjang Island 

Waters 

 
Table 3. Description of significant high wave statistics measurement at Panjang 

Island Waters 

Descriptive (Amount of Data, N = 599) Hs (m) 

Wave 

Height 

Average 0,0700 

Minimum 0.0060 

Maximum 0.2710 

Range  0.0738 

Skewness 1.3650 

 

http://www.astesj.com/


D.N. Sugianto et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 346-351 (2019) 

www.astesj.com         349 

 

Figure. 6 Significant wave period charts measurement on Panjang Island Waters 

Table 4. Descriptive statistics of significant period periods measurement at 

Panjang Island Waters 

Descriptive (Amount of Data, N = 599) Ts (s) 

Wave Period 

Average 3.567 

Minimum 2.000 

Maximum 10.70 

Range  8.700 

Skewness 2.863 

 

Define abbreviations and acronyms the first time they are used 

in the text, even after they have been defined in the abstract. Do 

not use abbreviations in the title or heads unless they are 

unavoidable. 

3.2. Simulation of Submerged Breakwater Wave Model on 

Panjang Island Waters, Jepara 

Based on the results of calculations carried out, the waters of 

Panjang Island Jepara according to their relative depth, d / L of 

0.105 so that these waters are included in the category of 

transitional waves or medium water waves. This calculation is 

based on the statement of Triatmodjo [11] which states that 

medium water waves have a relative depth between 0.05 <d / L 

<0.5. 

 

Figure 7. Propagation of Submerged Breakwater Wave Models in the West 

Season in Panjang Island Waters, Jepara 

 

Figure 8. Propagation of Submerged Breakwater Wave Models in the first 

transition season in Panjang Island Waters, Jepara. 

 

Figure 9. Propagation of Submerged Breakwater Wave Models in the East 

Season from The East (90°) in Panjang Island Waters, Jepara. 

 

Figure 10. Propagation of Submerged Breakwater Wave Models in the East 

Season from the Northeast (45°) in Panjang Island Waters, Jepara. 
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Method to calculate the effectiveness of submerged 

breakwater is by comparing wave height before and after the 

construction of the submerged breakwater. The difference in 

value after compared is then made into percent. 

 

Table 5. Submerged breakwater building efficiency in Panjang Island waters, 

Jepara (December, January, February) 

Scheme 
Wave Height (m)  

Point A Point B Point C 

Before the 

construction of 

the submerged 

breakwater  

1.028 m  0.77 m 0.7 m 

After the 

construction of 

the submerged 

breakwater  

0.56 m 0.4 m 0.5 m 

Effectiveness 

Value (%)  
45.5 48 28.5 

Average (%)  40.7  

 
Table 6.  Submerged breakwater building efficiency in Panjang Island waters, 

Jepara (March until August) 

Scheme 
Wave Height (m) 

Point A Point B Point C  

Before the 

construction of 

the submerged 

breakwater 

2.098 m 2.06 m 2.1 m 

After the 

construction of 

the submerged 

breakwater 

1.787 m 1.7 m 1.73 m 

Effectiveness 

Value (%) 
14.82  17.47 17.6 

Average (%)  16.63  

 

Table 7.  Submerged breakwater building efficiency in Panjang Island waters, 

Jepara (September, October, December) from the east (90°) 

Scheme 
Wave Height (m)  

Point A Point B Point C  

Before the 

construction of 

the submerged 

breakwater 

1.52 m 1.739 m 1.65 m 

After the 

construction of 

the submerged 

breakwater 

0.83 m 0.74 m 0.76 m 

Effectiveness 

Value (%) 
45.4  57.45 53.94 

Average (%)  52.26  

Based on the value of maximum wave height and wave 

period, it is then used to calculate the wave breakdown parameters 

in Panjang Island waters, Jepara. Based on the calculations that 

have been done, the breaking wave height is 0.54 meters with the 

depth of the breaking wave at 0.59 meters. The breaking wave is 

relatively small due to the influence of wave data collection time 

in October where the month is included in the Transition II season 

where the wind strength is relatively small. 

Wind data obtained from www.ogimet.com for 11 years is 

displayed in the form of wind roses or windrose. It can be seen 

from the results that the relative velocity of the biggest winds in 

the western season. East and transition 1 and transition 2 are 

relatively small, with the dominant direction coming from the 

south, while the south is from the land so it is not used in wave 

forecasting because it cannot generate waves at sea. 

Table 8.  Submerged breakwater building efficiency in Panjang Island waters, 

Jepara (September, October, December) from the northeast (45°) 

Scheme 
Wave Height (m) 

Point A Point B Point C  

Before the 

construction of 

the submerged 

breakwater 

1.74 m 1.73 m 1.65 m 

After the 

construction of 

the submerged 

breakwater 

1.01 m 0.947 m 0.9 m 

Effectiveness 

Value (%) 
41.95  45.26 45.45 

Average (%)  44.22  

 

 
 

Figure 11. Erosion in Panjang Island, Jepara calculated by GIS data. 

 

The location and dimensions of the submerged 

breakwater are based on the most vulnerable locations affected by 

erosion, namely on the east side of Panjang Island waters, Jepara. 

Then the calculation of the breaking wave plan was then carried 

out. According to Triatmodjo [11], a wave that moves from the 

deep sea with a wave height greater than H0 will break at a 

distance greater than Xp in front of the building. While if the wave 

height in the deep sea is smaller than H0 it will break in buildings 

with a height that is smaller than the planned wave height. 

Calculation of building dimensions is also based on HHWL sea 

level, so that the construction of a submerged breakwater is 

effective at the highest sea level and does not appear when the 

water level is lowest. 

Based on the simulation results of wave propagation models 

on the submerged breakwater in Panjang Island waters, Jepara, it 

was found that submerged breakwater buildings played a role in 
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dampening waves in these waters, where waves were seen 

refraction and the wave height was reduced by about 0.7 meters. 

Ocean waves are the parameters of marine hydraulics 

that have the most role in controlling the process of coastal 

dynamics and changes in the back and forth of coastlines. When 

the wave is large, the force and the blow energy will be large too. 

Broken waves are closely related to transport and distribution of 

sediments along the coast. The coast will experience erosion as 

indicated by the retreat of the coastline from its original position. 

This erosion process occurs when there is no balance between 

supply and capacity of sediment transport. 

Looking at the very small efficiency in the transition 

season and the western season this is because the building 

structure is concentrated in the eastern season where the east side 

of the island has the worst erosion. Even though the north and 

west sides are the side which is directly affected by the high waves 

that are generated by wind from wider waters. However, the worst 

erosion occurred on the east side of the island. This is due to the 

influence of other oceanographic hydro, namely ocean currents. 

Ocean currents in the waters of Panjang Jepara Island according 

to Al Ghifari [12] is a type of tidal flow. There are unique 

conditions in the waters between the cape in the Bulu and Panjang 

Island Kelurahan, which is a narrow topography that causes a 

greater current velocity than the surroundings. A large mass of 

water moving in space which gets smaller will cause the current 

to move faster. Hydro-oceanographic conditions such as ocean 

currents have a direct influence on sediment transport around the 

coast and cause the worst erosion not on parts of the island facing 

directly to wider waters on the north and west but on the east side 

where there is a narrow gap between Panjang Island and Tanjung 

in around the Port of Kartini which causes a greater current speed 

than the surroundings. 

So that the greatest effectiveness in the east season is 52.26%. 

Where buildings are effective enough to dampen incoming waves, 

although the damping is rather small, the reason why submerged 

breakwater is built is an aesthetic reason, so that the aesthetic of 

the beach is maintained. This is because Panjang Island, Jepara is 

a tourist destination in Jepara Regency as well as a place of 

pilgrimage for tourists. So that protection remains carried out and 

does not interfere with the beauty offered on Panjang Island as a 

tourist destination in Jepara Regency. 

4. Conclusion 

The characteristics of sea waves in the waters of Panjang 

Island, Jepara include the types of swell/sea waves, namely waves 

that are generated by distant winds. While based on the period, 

including the type of gravitational waves (period 1 sec - 30 sec). 

Sea waves in Panjang Island waters, Jepara according to their 

relative depth, d / L of 0.105 so that these waters are included in 

the category of transitional waves or medium water waves. Wave 

transformations that occur due to the influence of changes in depth 

with coefficient Ks of 0.989 and wave refraction process with Kr 

coefficient of 0.88. While the Hb breaking wave height is 0.54 m 

with a db breaking wave depth of 0.58 m. The effectiveness of the 

breakwater design in submerged breakwater buildings can reduce 

waves by an average of 52.26% in the east season. The most 

important consideration is the placement of submerged 

breakwater buildings on the east side of Panjang Island waters, 

Jepara because on the east side the worst erosion occurs. The 

dimensions of the submerged breakwater building are placed at a 

depth of 3.5 meters with a building length of 50 meters, a building 

width of 2 meters and a building height of 2.5 meters with a gap 

of 10 meters as many as four modules. This building is parallel to 

the depth contour on the east side of Panjang Island waters, Jepara 
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 Knowing about different events in several Latin American countries, as well as in Ecuador, 
in relation to data alteration, in the different sectional voting processes, it has been 
necessary to carry out a security analysis provided by the systems of choice in the different 
sectional governments of the country. The objective of this study is to analyze information 
security policies, their processes, standards and encryption methods, for the voting 
processes of the National Electoral Council of Ecuador (CNE). In this study a qualitative, 
deductive and exploratory research approach was applied, which allowed an analysis of 
the articles in reference. The articles of law that the Constitution has stipulated were 
reviewed, since the country manages a traditional system, which is carried out through 
several stages or phases, but which in turn uses technological tools. During these stages 
there are risks that can harm the sectional candidates, in such a way that a review of the 
Ecuadorian reality is essential, which implies the commitment of their actors, working as a 
team with specialists in the different areas, as well as compliance with public policies. It is 
concluded that the prevention, processes and policies proposed by the entity are based on 
the pillars of information security of the ISO 27001 standard, it is also pertinent that the 
cryptography implemented by the CNE with the hash code is in constant integration with 
new more robust and secure cryptographic methods providing greater security, integrity 
and confidentiality avoiding alterations in the data entered in the electoral process. 
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1. Introduction 

     The use of technology in different spheres of activity within 
the country is on the rise, so it can be seen in the area of education, 
banking, commercial and other state entities, as in the electoral 
system of the National Electoral Council of Ecuador (CNE). 
Thanks to these technological advances, implemented in various 
systems, the voting processes have been expedited, but the risk of 
information manipulation have also increased, vulnerabilities, 
threats and risks in the end results.  

     Electronic voting systems are critical security systems that 
require early identification of security requirements and controls 
based on the analysis of potential vulnerabilities, threats, attacks 
and associated risks[1]. 

     In Ecuador, voting systems in line with the regulatory 
framework OSI (Information Security Officer), it can be done in 
two ways which can be both physical or digital, however, the 
electoral process carried out in the country is maintained with the 

traditional model. Where results are counted, digitized, stored and 
presented in real time from the website of the National Electoral 
Council (CNE), either for presidential elections or the election of 
sectional rulers. 

    The need to build an internet presence has motivated 
governments to develop websites and portals for information and 
policy management, as well as to establish a growing presence in 
social networks. These platforms, supposedly, should be aimed at 
improving interactive processes between public bodies and 
citizens, facilitating fundamental issues such as transparency and 
participation[2]. 

     But why should an analysis of information security be carried 
out for the voting processes of sectional governments in Ecuador, 
and how safe is the entry of this information (results) into the 
voting system? To improve the security, integrity and 
confidentiality of information in the voting process, both at the 
sectional and national levels, there must be processes, quality 
standards, computer security policies (PSI), encryption 
algorithms and information access security, the implementation of 
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these processes and policies ensure the management of 
information in the institution, thus preventing theft of information 
and manipulation of votes in electoral processes. 

     The main objective is to analyze the processes, policies and 
cryptographic means that secure the information and are 
implemented by the CNE, so that in an electoral process the 
management of it remains confidential, available and integrated 
and no third party can adulterate or gain control of it. 
     The method used in this study uses a qualitative, deductive, 
descriptive and exploratory research approach to analyze 
reference articles, Ecuador's articles of law and analyzes carried 
out in past votes. 

     Concluding that the processes and policies proposed by the 
entity are based on the pillars of information security of the ISO 
27001 standard, it is also pertinent that the cryptography 
implemented by the CNE with the hash code is in constant 
integration with new cryptographic methods. robust and safe to 
provide greater security, integrity and confidentiality in future 
electoral processes and avoiding alterations in the data entered in 
the electoral process. 

2. Materials y Methods 

2.1. Methods 

     For this study a qualitative method was applied to analyze the 
security of the information necessary for an electoral process and 
that is applied by the CNE. It is also descriptive because the 
objective of the investigation is to analyze the standards, protocols, 
encryption means that ensure the information and the external 
media that attempt against it, and it is exploratory because the 
different reference articles, of the law of Ecuador and security 
analysis carried out in previous votes in the country were 
reviewed. Considering the important aspects of an information 
security analysis for a sectional voting process in the country. 

2.2. Materials 

     In order to carry out this study, reference articles, articles of 
law of Ecuador and security analysis carried out in past votes in 
the country were considered, which provided a contribution to the 
proposed topic. 

     The articles of the Constitution of the Republic of Ecuador 
indicate the duties and rights for the electors, such as Art. 62 
which states: “People in political rights have the right to universal, 
equal, direct, secret and public scrutiny vote”[3]. 

     Electronic voting systems are critical security systems that 
require early identification of security requirements and controls 
based on the analysis of possible vulnerabilities, threats, attacks 
and associated risks[1]. 

     In Ecuador the voting processes are not one hundred percent 
digital, an electronic voting system is not handled, compared to 
other Latin American countries such as Venezuela and Brazil, in 
2004 the electronic voting pilot was implemented in the provinces 

of Guayas, Pichincha, Azuay, Imbabura and Manabí. The most 
recent tests were in 2014 in the provinces of Santo Domingo, 
Azuay and certain areas of northern Quito, after these tests it was 
announced that the year 2017 would be implemented nationally, 
but it could not be since in the year mentioned for the elections it 
was announced by the CNE the non-use of the same because of 
its high cost of implementation nationwide. 

     Knowing this, the voting systems in Ecuador with the issuance 
of the regulatory framework, the Information Security Officer 
(OSI) of the CNE, initiated the implementation process, 
socialization of the PSI (Information Security Policies) within the 
CNE at the national level, emphasizing that there are two ways of 
having the information, these are in physical and digital[4].      

     The use of TIC, security policies, platforms, encryption 
methods and the knowledge of those involved in the subject make 
it possible for risks in computer systems to decrease and even 
prevent malicious accidents that compromise availability, 
authenticity, integrity and confidentiality of information systems 
in electoral processes. 
     Today the security of companies or entities are based on three 
main fundamentals: 
 

• People. 
• Management. 
• Information Technology and System. 
• Logical Security. 

     All this information and data that will be entered in the voting 
systems in an electoral process must be encrypted in 
cryptographic algorithms in which we can define the following: 

• Symmetric algorithms. 
• Asymmetrical algorithms. 
• Hash Functions. 
• Digital Signature and Certificates. 

 
     Likewise, the National Electoral Council (CNE), as part of the 
electoral function of Ecuador, has the responsibility of 
“Organizing, directing, monitoring and guaranteeing, in a 
transparent manner, the electoral processes; convene elections, 
carry out electoral calculations, proclaim the results, and possess 
the winners of the elections ”(Art. 219 of the Political 
Constitution)[4]. 

I) Electoral Process in Ecuador. 

     The National Electoral Council (CNE) is the institution. that 
decides the use of electronic voting methods and / or total or 
partial scrutiny in the different elections in accordance with 
art.113 of the current democracy code[3]. 

      The electoral process in Ecuador is physical and digital, the 
physical and manual form is divided into four phases: 

• Installation and arrival of voting board members (JRV). 
• Voting and receiving the vote. 
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• Counting and counting of votes. 
• Packaging and shipping of material after counting.  
 

 
 

Figure.1 Electoral Process Phases 

     The processes carried out by the CNE for the 2017 electoral 
process, evidenced the application of the PSI for the management 
of physical information, to maintain the integrity of the documents 
both in manufacturing, transportation, and systematization. 
Physical information available in the electoral material includes: 

• Patrones electorales. 
• Installation Minutes. 
• Voting Ballots.  
• Proceedings of scrutiny among others. 

 
     All electoral documents were prepared by the Military 
Geographic Institute (IGM), as well as the logistics and 
transportation of electoral material for an electoral process is 
under the CNE cooperation agreement with the Ministry of 
National Defense and the Ministry of Interior, where The 
responsibilities of each Defense institution in an electoral process 
are clearly indicated. Given these scenarios, it should be taken into 
account that technological advances are already within the 
democratic voting of Ecuador, with which the CNE took into 
account that a filter of primary security of the information to be 
protected is managed by people, therefore the aspect of trust is a 
key piece to guarantee the viability of the information entered, 
therefore the agency must be able to determine neutral personnel 
for the counting and entry of the information in the system by 
carrying out security policies according to the information that is 
handled . 

II) Information Security Analysis 
 
     For the 2017 electoral process, the CNE, through the National 
Information Office, developed with its own staff, computer 
systems that store the digital data of the 2017 electoral process. 
Among the main systems developed are the Registration of 

Candidacies, Selection of members of Vote Receiving Boards 
(MRJV), Scrutiny System, among others[4]. 
     So that the CNE Voting System were not vulnerable to fraud, 
threats and associated risks, the National Electoral Council 
developed processes and procedures following the ISO 27001 
quality institutional models and PSI procedures that the CNE has 
approved and among which we have: 

• Access Control Policies. 
• User creation standards, network computers, servers, 

database. 
• Secure configuration standards for wireless networks. 
• Password standards. 
• Cryptographic control standards. 
• Standards for VPN configuration. 
• Third Party Interoperability Standards. 
• Computer contingency plans, among others[4]. 

     These procedures were developed according to the main pillars 
for good information security management as described in figure 
2. These are: 

• Confidentiality Of Information. 
• Integrity Of Information. 
• Availability Of information. 

 
Figure.2 Pillars of Information Security[5]. 

      
     In a voting process, whether physical or digital, it involves the 
intervention of different entities, such as: voters, vote counters, 
registration centers, ballots and voting boxes, to name a few[6]. 
In this way, it is understood that, in the face of so many involved, 
greater care must be taken of the leak, damage or loss of 
information. There is also a variety of Information Security 
services that provide a guarantee that protects the data within the 
system and everything that is done on it. 
    According to Tossi, the cyberattacks correspond to denials of 
service, introduction of viruses, malicious program and/or Trojans 
that cause loss of information or will prevent normal network 
service, mail web services, and computer systems. International 
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evidence shows that the most important attacks are "denial of 
service" against government networks and private company 
websites to disrupt or disable their normal operation; to erase or 
destroy vital information in private or state entities and attacks to 
degrade or disrupt industrial control systems[7]. 
 
     The processes of digital voting must be synonymous with 
integrity, audits, confidentiality and access control, but not during 
sectional elections, but from before, since an electoral process 
carries its own demands. That is why information security 
objectives were established in the election processes in the 
country. 

Table 1: Objetives for Information Security 

Objetives For Information Security 
Data Integrity During and after the election 

process. 
Audit That can be auditable, at any 

stage of the process. 
Confidentiality Information integrity and 

non-denial. 
Access Control Policies Security policies both 

physical and digital in 
controlling access to staff of 
the CNE. 

 
     The computer systems linked to the 2017 electoral process 
were verified by accredited auditors of the political organizations, 
according to the audit plan that was approved by the Plenary of 
the CNE (Minutes 14-PLE-CNE-2016). In the observations, 
different types of assessments of the systems developed by the 
CNE could be carried out. As an important point, it is mentioned 
the obtaining of hash codes of the counting system on the day of 
the election, both in the first and in the second round, in order to 
have a verification element, both for the CNE and for the 
organizations policies, where the integrity of the information 
between the system audited by the political subjects and the one 
used for scrutiny on election day is evidenced[4]. 

     For the approach of a universal security system according to 
any type of information system, four approaches can be identified: 

● Prevention.  
● Detection. 
● Forensic. 
● Response and Action. 

     Each of these approaches makes a reference to the role each 
has in relation to the information system. 
 
     There are systems such as the UPS (Integral Administrative 
System) that was implemented in Venezuela on some occasions, 
which uses the fingerprint for the electoral process where it is 
verified that the voter is the corresponding one according to their 
identification so that the machine is active with the validation of 
the footprint and the voter's identity card. 

     For his part, Bast Silva, indicates that in electronic voting 
systems it is necessary to protect. Indefinitely the visitor's privacy 

even after the election is over, since in case any intruder obtains a 
digital copy of records that allow the voter to relate to their vote 
would have all the time to try to decipher it.  
 
     People want to keep their privacy secured indefinitely and 
there are cases in which it would be of the utmost seriousness to 
know who a person voted. For example, knowing the trajectory as 
a voter of a current candidate could influence the electorate. 

     During the electoral process the data security lasts: the 
protection of the circulating information should only support the 
period that corresponds to the voting process[8]. 

     Organizations that wish to establish the self in a globalized and 
competitive market such as today's should have an infrastructure 
that allows them to interact with their environment in an 
appropriate way, facilitating the promotion, dissemination and/or 
provision of their products or services through such a technology 
platform. However, the destination of such disclosure, processing 
and/or information processes are not always directed towards the 
external scope of the organization, but can and should be 
implemented into the internal processes of the organization, in 
order to streamline the channels of process control, information 
(formal and informal), disclosure of policies and feedback of 
those nerve elements in the organizational work. Despite all the 
efforts, Charlemagne, in his studies shows that, despite the new 
channels and digital media, the basic interaction between 
representatives and represented is constantly relegated[9]. 
 
     One of the relevant aspects during and after the voting process, 
is to save the data, for this Legorreta, points out that the 
transformations that society has suffered over time have led to the 
raising of new questions about the way in which many of the 
processes are carried out within a State[10].  

     The electoral sphere has not been exempted from these 
transformations. Being the State, who must ensure that the 
processes are handled efficiently and responsibly. 

     According to Del Monte, the use of technological resources 
during an electoral process involves three specific areas: 

 
• Creation of the voter database. 
• Total calculation of votes and total aggregation of 

votes and transmission of results  
• Publication of votes and partial results[11]. 

 
     While the counts have changed, they have influenced using 
technology has allowed the creation of new means of voting, 
where technologies are active participants, their foray being for 
some years in different countries. Manual counting times now 
involve the use of technologies for electoral management, 
although this adds benefits in speed, this implies a high cost, both 
economically as long-term and socially and politically.  
 
     In countries like the United States with regular electoral 
processes, they have already been introduced with equipment that 
is used to collect votes and then be counted automatically. For this, 
laws and a jurisdiction have been created that envisages a very 
rigid state policy. 
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     According to Morales, in that line, people's adaptation to 
communication and information technologies has been mediated 
by the level of internet access and the broadband capacity 
available to them. Thus, the presence of electoral processes in the 
virtual space depends not only on the characteristics and 
transformations of web 1.0 to web 2.0, but also the possibility of 
internet access[12]. 

     There are in turn protocols that have a universal acceptance at 
the moment to transmit information or data on the Internet, it aims 
to effectively transmit the information, in addition, by carrying 
out automated processes, it will allow to expand its performance 
so that this is implemented within the technical area under way: 

● Reduce investment in raw materials, along with human 
resources. 

● Clarity and certainty in the choice of authorities. 
● Create favorable conditions for access to suffrage, 

through conditions that make it easier for the user to 
comply with their right safely. 

● Process information requirements quickly and efficiently. 
 

     In addition, Ávila Barrios points out, So far commented that it 
can be considered an error to address the issue of Electronic 
Government (GE) only from a technocratic perspective, since it is 
about having, through the use of technologies, a platform that 
allow to successfully implement participatory processes, with 
efficient and transparent procedures that provide effective 
services to citizens[13]. 

     The information handled in an electoral process would 
maintain the use of security processes, with data being that are 
compromised and vulnerable, can be seen in Table 2. 
 

Table 2: Data that Require Security 
 

 Confidentiality Integrity Availability 

Electoral 
Roll 

NOT YES YES 

Votes YES YES YES 

Candidates NOT YES YES 

Income of 
result 

YES YES YES 

 
     It is a difficult task, but steps are being taken to improve the 
electoral system and this requires planning, investment and 
technological updating, as well as Aguilar, notes that the 
application of new technologies in electoral matters has increased 
worldwide in the last years[14]. 

III) Cryptography in Information Security 
 
     Information entered an electoral process is the main and most 
important element in an electoral process, it is sensitive 
information that must be protected and protected. 
 

     Any new approach that comes up is quickly made available to 
a huge critical mass that evaluates and generates the changes it 
deems necessary. Simultaneously, the geometric growth of a 
cryptanalyst’s attack capacity requires a cryptographic system to 
demonstrate security in an undisputed manner, with rigorous 
formal mathematical techniques to be applied. 

     Thus, the author García believes that the same is true in the 
field of computer security in general and in cryptography. One of 
the reasons for this phenomenon is the large increase in the 
volume of information available. 

• One of the applications with the highest demands in this 
electronic sense. The results of a vote define important 
power relations and the management of important 
economic resources. It is therefore essential to ensure two 
key points 

• The count must transparently reflect the will of the 
citizens. 

• A voter must be assured that their vote will remain 
anonymous indefinitely[15]. 
 

     Cryptography in the scrutiny system is used to protect the data 
transmitted between the voter and the server to ensure that it is not 
leaked to a third party[16].  

The National Electoral Council, as an important point 
mentions the obtaining of hash codes, this sense, the Hash 
cryptographic function, is a mathematical algorithm that 
transforms any arbitrary block or data entry into a series of 
alphanumeric illegible characters[4].   
     The Hash algorithm will ensure the integrity of the information 
due to a system that prevents the manipulation of the results. The 
identification mechanisms of the users must also be considered, 
in relation to entering the system with their password, which 
prevents malicious third parties from wishing to manipulate the 
system, even preventing these subjects from reversing any 
procedure already performed by the user. In addition, you can use 
the digital signature that adds to the user’s security system, using 
encryption with keys that can only be used by authorized persons. 

     For the cryptographic systems to work, a protocol is required, 
which allows to follow the respective steps, which avoids the 
manipulation of some external entity and which allows the 
proposed objectives to be achieved. Do not underestimate any 
level of security, so you must be aware of any weaknesses 
presented and any steps that are not being met accordingly. 

IV) hreats in Information Systems 
 
     Voting systems even though they have high security standards, 
however, they can be breached and present certain threats. Among 
them are: 
 

• Human Threats. 
• Natural Threats.  
• Environmental Threats. 

 
    In the face of the most common threats, several previous 
practices could be carried out: 
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• Preparation of Security Protocols. 
• Review of Information Security Standards. 
• Creation of a Computer Emergency Response Team 

(CERT). 
• Review of Information Security Risk Management 

Methodologies. 
• Review of annual information security reports. 
• Mitigate Distributed Denial of Service (DDoS) attacks 

on Linux platforms. 
• Avoid social engineering attacks like spear phishing, 

which correspond to malicious emails that take users to 
fake websites with lots of Malware. 

     According to Camana, the increase in the volume of 
information that is computerized in digital databases has grown 
dramatically in recent years[17]. 

     Documentation about the projects to implement automation in 
the elections, which aims to counteract human error during the 
entire electoral process, could also be reviewed. 

3. Results 

     Technological suggestions and security measures will enable 
better counting in a voting process. Abdala says the adoption of 
electronic voting may have differential effects on election results 
by affecting voter turnout[18]. 
 
     In this way, it should be borne in mind that proper handling of 
information is indispensable, since, when reaching the wrong 
hands (it can be altered, stolen, deleted, etc.). 
 

 
 

Figure.3 Authentication cryptographic Process 

It is also suggested to work with audits to enable it to know 
whether the mechanism used complies with the security processes 
and the information entered is being protected and the results are 
being correct and timely in the voting process, so Rocha, states 
that, in electronic voting systems, it is extremely important to have 
a record of events, in order to have the evidence of actions taken 
especially for cases where manipulations are suspected[19]. 

 
• User Authentication. 
• Information is encrypted using a cryptographic channel or 

method. 
• If the user complies with security permissions and accesses, 

the decryption information is verified by security methods. 
• If the authentication is successful, the voting registration 

system is accessed. 
• The user casts their vote. Which allows you to print the 

voting receipt. 
• Once the above steps are approved, the general log is 

generated, its result, and at the end of the report. 
 
     It should be added that, the elements that can cause problems 
to the computer system can be either external (hacker attacks, 
viruses, espionage) or internal, which can turn out to be very 
expensive, since, it can be carried out by someone trusted and 
have direct access to the most important and sensitive information. 
     Following these considerations, it is possible to avoid 
computer risks, but also by taking care of possible accidents of 
nature that may affect processes and through the creation of public 
policies, establishing rules and procedures that allow safeguard 
election information. 
 

 
 

Figure.4 Cryptography AES 
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It was determined that the combination of the symmetrical 
system and the asymmetric system can be combined to obtain a 
better result. 
     This hybrid security system will prevent external agents from 
manipulating or affecting the results obtained in the different 
elections; complementary safety measures have also been 
analyzed that can help mitigate or avoid possible effects on the 
results. 
      The AES encryption algorithms, consists in applying to each 
state a set of grouped operations that are considered rounds, the 
algorithm performs eleven rounds, where in each round a different 
subkey is applied: 
 

● 1 Initial Round. 
● 9 Rounds of Transformation.  
● 1 Final Round, as seen in the figure 6 

 
4. Discussion 

     It can be understood that new technologies contribute 
effectively to progress in each country, in Latino America there 
are few countries that use electronic voting, Ecuador still does not 
specify this proposal because of a lack of decision, budget or 
distrust in political parties. With a good programmed established 
and following security protocols, its implementation could ensure 
security, speed and effectiveness, before, during and after the 
electoral process. Any voting system, whether digital or 
traditional, will need essential requirements for its 
implementation. However, there is no voting system that provides 
this security and integrity of information; more, however, there 
are aspects that can be taken into consideration to prevent certain 
attacks.  

     Hence it is suggested to work with a permanent audit, as noted, 
Schmidt, the functions of the system should be stored in digital 
logs that can be extracted later for audit purposes. These blogs can 
also be used as duplicates of the documents required by current 
legislation[20]. 
     But it is also suggested to take brief steps to develop an 
appropriate security system: 
 

• It is necessary to recognize the required infrastructure 
and the proper security measures both physical and 
digital, as well as the care of those who have access to 
such information and the custodians who provide 
security of the site. 

• Study the vulnerabilities that can occur within the system 
and the enclosure where such data is permanently 
located, as well as external attacks that attempt or violate 
security measures. 

• Develop a contingency plan in case security measures 
are breached. 

• Have a team of professionals dedicated to maintaining 
stability and security in networks and identifying 
potential vulnerabilities, as well as malicious attacks, 
fixing open door problems. 

• Establish security policies both in the use of the system 
and in the responsibilities in case of eventualities during 
its application. 

Security systems that are applicable in some contexts have 
been noted that they do not have the same effect on others so 
models vary in countries that use electronic voting systems in 
whole or in part, as is the case in Argentina compared to 
Venezuela, which apply different models. Thus, the suggestions 
made for Ecuador may be effective if other complementary 
aspects are met. 

Despite the contrary intentions, from some malicious and 
direct sources to the electoral system, these suggestions will 
mitigate external interventions that want to change the election 
results. 

5. Conclusions and Future Works 

5.1. Future Works 

     Design of security protocols, new cryptographic methods and 
effective physical and logical security measures to prevent 
information leakage and modification of the results obtained in 
the different votes, thus avoiding problems with the information 
entered in the electoral process. 

Strategies for the protection of precincts before, during and after 
sectional voting, using advanced technology. 

      Technology security audit, which allows monitoring the 
compliance of the phases during the electoral processes. 

5.2. Conclusions 

In the voting processes for Sectional Governments in Ecuador 
and requires working with a design of security protocols with 
strategies that counter social engineering attacks by preventing 
the leakage of information and modification of the results 
obtained in the votes. 
     It is necessary to use new technologies so that the results 
obtained are reliable, it is pertinent that the cryptography 
implemented by the CNE with the hash code is in constant 
integration with new more robust and secure cryptographic 
methods to maintain an adequate security standard, since it allows 
a correct encryption of the information, providing greater security, 
integrity and confidentiality to the corresponding votes, likewise 
care must be taken of content uploaded in clouds or on state 
government platforms, because they can be vulnerable to specific 
attacks by malicious codes or by denial of service. 
     Finally, to involve international entities which allow audits to 
be carried out and help improve the current state of information 
security systems in the country. 
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 Since lighting constitutes an important part of the total electricity consumption of a country, 

the design and implementation of more efficient interior lighting systems are one of the 

feasible strategies to reduce energy consumption. With this purpose, in recent years several 

studies have considered the use of LED lighting systems. However, its implementation at a 

large scale is still unaffordable for some organizations like academic institutions. In this 

context, this research presents a strategy to replace the current fluorescent-based lighting 

system to LED technology in a building of a higher education institution in Ecuador, and 

thus contribute to reducing energy consumption in campus facilities. The appropriate LED 

lamp alternative was selected from those available in the Ecuadorian market through AHP 

multicriteria decision-making method. The improvement proposal included an annual 

schedule for the progressive replacement of fluorescent lamps, based on the economic 

savings that would be generated every year after its implementation. The proposal was 

technically validated by simulation in DIAlux 4.12 and its economic feasibility was 

demonstrated by estimating the net present value and the equivalent uniform annual cost. 

With this strategy, a total of 2595 fluorescent tubes installed in the 215 building light points, 

can be replaced with LED technology in three years, with an initial investment of 4949.10 

USD and generate an energy saving of 47.36%.  

Keywords:  
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1. Introduction 

Given the high level of pollution generated in the environment 

by the production of electricity based on fossil fuels, it is evident 

that there is a need to draw up strategies to reduce energy 

consumption. For this purpose, one of the feasible strategies 

consists in the design and implementation of more efficient 

interior lighting systems [1], since lighting constitutes an 

important part of a country's total electricity consumption [2]. It 

has been reported that in industrialized countries, lighting 

represents 20% of the total energy consumption [3].  

The optimization of indoor lighting systems is a matter of 

great interest to the scientific community [4]. Approximately 21% 

of all the electricity produced in the world is consumed in lighting 

[5]. Some more specific studies show that the electric energy 

consumed by lighting systems represents 50% of the total energy 

consumption in office buildings, between 20% and 30% in 

hospitals, 15% in manufacturing factories and from 10 to 15 % in 

schools [4,6].  

In the USA approximately 31% of all electrical consumption 

in academic buildings is due to lighting systems [7]. In Europe, 

this value is approximately 50% [8]. The reduction of energy 

consumption through the design and implementation of more 

efficient lighting systems is an important solution to the problem 

[5], but not the only one. Other possible ways to reduce the energy 

consumption related to lighting in buildings include the creation 

of awareness in the users, the adjustment or organization of the 

furniture and other elements within the space in a way that allows 

to take advantage of the natural light that enters through the 

windows, or the installation of motion sensors and control 

systems that modulate the intensity of the light according to the 

needs or turn it off when the space is not being occupied. 

In recent years, several studies have considered the 

implementation of LED lighting (Light-Emitting Diodes) to 

reduce the electricity consumption of the facilities and thus 

contribute to the energy efficiency in buildings [1,4,5,9,10]. LED 

lighting has gained special relevance in recent years over 

traditional lighting technologies due to its high efficiency, long 
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lifespan and low maintenance cost. However, its impact on energy 

savings in industrialized countries has been questioned [3].  

LEDs can produce high luminous fluxes with low heat 

emission and maintain their light output efficiency for years. 

Incandescent (IL) and fluorescent (FL) bulbs contain filaments 

that must be replaced periodically and consume a lot of electrical 

energy while generating heat [11]. The duration of the fluorescent 

bulbs is of the order of 20,000 hours, while the incandescent bulbs 

last approximately 1000 hours. LEDs, on the other hand, do not 

have filaments, and therefore, they do not burn like incandescent 

or fluorescent bulbs. Normally, commercial LED lamps have a 

lifespan of 30,000 to 50,000 hours. 

The design of an interior lighting system should consider, in 

addition to energy efficiency, the visual performance and comfort 

of users [5]. Particularly in educational institutions, the 

implemented lighting systems should provide a pleasant and 

stimulating environment that allows students, teachers and 

administrative staff in general, to perform their activities without 

excessive visual effort, avoiding fatigue, headaches and the 

prevalence of vision disorders provoked by inadequate lighting 

[12]. For this reason, the lighting system in educational 

institutions should be monitored with a certain frequency to 

guarantee the correct development of the teaching-learning 

processes. 

In Ecuador, the 2393 Executive Decree that regulates the 

levels of lighting is not very demanding, or at least not very 

precise in terms of the levels of lighting suitable for each activity 

[13]. On the other hand, public or private institutions are not 

required to carry out light audits to detect deficiencies in lighting 

systems. Therefore, it is extremely important to give concrete 

answers to the reduction of energy consumption in Higher 

Education Institutions (HEIs) by searching for more efficient 

lighting alternatives without neglecting compliance with current 

regulations regarding health and safety. 

In this context, this study proposes an energy-saving strategy 

based on the progressive implementation of LED lighting in an 

academic building of an HEI located in the city of Guayaquil. 

This research is part of a wider scope project named 

"Sustainable Energy Campus Model" developed by the 

Interdisciplinary Research Group in Applied Mathematics 

(GIIMA) of the Universidad Politécnica Salesiana in conjunction 

with the Interdisciplinary Modeling Group (InterTech) of the 

Universitat Politècnica de València. The results of the project will 

allow, in the medium term, to optimize the energy consumption 

for lighting, air conditioning and the use of computers in the 

institution. The future savings generated by the improvements 

proposals within this project could further strengthen the 

university infrastructure, especially in the setting and equipment 

of new laboratories and the increase and updating of the literary 

heritage available in the university library. 

2. Methods 

The research is quantitative with a descriptive approach. The 

HEI under study is located in the city of Guayaquil, Ecuador, and 

is composed of six buildings. These, in turn, are composed mostly 

of classrooms, laboratories, teacher workrooms, administrative 

offices, auditoriums, hallways, bathrooms, and storage areas. 

Illuminance measurements were taken in the facilities of one 

of these buildings between October 2017 and February 2018 by 

four AMPROBE lux meters model LM100, with an accuracy of ± 

5% + 5 digits. The dimensions of the facilities, as well as the 

distance from the work surface to the light points, were obtained 

through a Capital laser distance meter, model CP-3007, with an 

accuracy of ± 0.5% and resolution of 0.01m.  

The replacement strategy of the current lighting system based 

on FL to LED technology, included an annual schedule for the 

progressive replacement of fluorescent lamps, based on the 

economic savings that would be generated every year after its 

implementation. For this, the LED lamp alternative suitable for 

the building’s facilities was selected from those available in the 

Ecuadorian market using the AHP multicriteria method [14].  

For the improvement proposal technical validation, it was 

used DIALux 4.12 software. Facilities were modeled and the 

lighting levels that would be obtained once the lamps were 

installed were simulated. In this regard, it was possible to verify 

in each case the fulfillment of the minimum illuminance 

requirements established in the national and international 

regulations used as a reference in this work [12,13].  

For the economic validation of the improvement proposal, 

using (1), the net present value (NPV) of the costs was calculated 

and compared for the two project alternatives: (A) The 

progressive replacement to LED lighting or (B) to keep the current 

FL-based lighting system. 


=

=
n

j

jPVNPV
1

                                  (1) 

By progressively replacing the current FL-based lighting 

system with LED technology, energy consumption will decrease 

and this will generate economic savings. This saving has been 

taken into account in this investigation for the determination of 

the annual present value (PVj), considering as such the updated 

value of the difference between the total costs (TCj) and the future 

annual benefits (ESj) as presented in (2). 

 

PVj = (TCj− ESj) ∙ [1/(1+i)j]                       (2) 

 

Likewise, the economic analysis included the equivalent 

annual uniform cost estimation (EAUC) for each alternative 

throughout its expected time horizon. EAUC consists of 

converting all expenditures into a uniform series of payments [15] 

and is frequently used in the evaluation of investment projects 

where revenues are not relevant, but costs. It is formulated as in 

(3) and its value depends on the capital cost or discount rate (i) 

and the NPV of the amounts of cash outflows from year j=0 to 

year j=n. When comparing several alternatives of mutually 

exclusive projects, the one with minor EAUC should be selected 

[15,16]. 

 

EAUC = NPV [i(1+i)n/(1+i)n - 1]                   (3) 

 

The relevant benefits and costs items for NPV calculation 

(expressed in $/year) are obtained from the following equations. 

There, AC represents the annual cost of lamps acquisition, EC the 

annual electricity consumption cost, DC the cost of the final 

disposal of the fluorescent lamps that are replaced and ES 

corresponds to the annual economic benefit that represents the 

energy savings by the use of LED lamps instead of FL. In addition, 

L represents the quantity of lamps expressed in units (u), Pr the 

wholesale price of the lamp ($/u), P the power of the lamp (W), H 
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the estimated daily use time of the lamp, D the number of days 

per year in which the institution operates and T is the electric rate 

($/kWh). Also, WFL refers to the average weight of a 60cm long 

fluorescent lamp (Kg/u) and PrD means the price of the 

specialized recycling service for the final disposal of FL ($/Kg). 

 

TCj = ACj + ECj + DCj                           (4) 

 

ACj = L ∙ Pr                                    (5) 

 

ECj = 0.001 ∙ L ∙ P ∙ H ∙ D ∙ T                      (6) 

 

DCj = WFL∙ LFL∙ PrD                              (7) 

 

ESj = 0.001 ∙ LLED ∙ H ∙ D ∙ T ∙ (PFL − PLED)             (8) 

 

3. Results 

In this section it is reported the results of the light audit, the 

selection of the most suitable LED lamp alternative for 

educational facilities according to certain relevant factors, the 

proposed replacement schedule and the technical and economic 

validation of the improvement proposal. 

3.1. Indoor lighting audit 

The building under study is one of the six that comprise the 

campus. There were identified 50 classrooms, 4 hallways, 18 

restrooms, 8 computer laboratories, 4 teacher  workrooms, 5 

administrative offices, a medical department, a supply warehouse, 

a restaurant/coffee shop and a copy center, all of them illuminated 

by 60 cm long linear fluorescent lamps with powers of 17, 18 and 

32W. 215 light points and 2595 fluorescent tubes were counted 

throughout the building. The chapel, the theater, and the 

auditoriums do operate with compact fluorescent lamps (CFL) 

downlight style. 

In the building, several careers carry out their daily academic 

activities in three sessions: morning (07h00-13h00), evening 

(14h00-18h00) and night (18h00-22h15). The existence of a night 

session facilitates the students to work and attend University at 

the same time and is one of the differentiating elements of this 

HEI in the city. After the last shift of classes, it takes an hour for 

the cleaning team to organize all the classrooms for the next day. 

According to the above, in this study, it has been considered 

that the lighting system remains on 16 hours a day, 288 days a 

year. The illuminance measurements were made at night, between 

7:00 p.m. and 10:00 p.m. In each location, illuminance 

measurements were taken at the height of the work surface (0.77m 

in classrooms and 0.8m in laboratories) at five different points, 

and the average value was taken as a reference. 

The legislation that regulates indoor and outdoor lighting 

levels in Ecuador is the 2393 Executive Decree: Regulation of 

safety and health of workers and improvement of the work 

environment [13], however, this norm does not establish specific 

illuminance values for academic activities given its generality. 

From its content, it is assumed that the reading and writing 

activities that take place in a classroom, as well as those that take 

place in a computer laboratory,  can be done with a minimum 

lighting level of 300 lx since in these cases the average distinction 

of details is essential. In these facilities would not be justified an 

illuminance of 500 lx, which is the value established in the 

standard for works in which a fine distinction of details under 

conditions of contrast is indispensable. 

Given the lack of specificity in the Ecuadorian regulations, 

this research also took as a reference to the European standard on 

indoor lighting EN 12464.1, which includes minimum 

illuminance values for educational establishments [12]. Table 1 

shows a comparison of the levels of illumination allowed for the 

facilities at the academic building under study in this investigation 

according to both regulations. In case of disparity, the highest 

minimum permissible illuminance value was taken as reference. 

According to the above, it was identified that 98% of the 

building facilities do not comply with the lighting requirements 

established in the national regulation and the European standard 

for indoor lighting. Note also that only the chapel and the 

restaurant/coffee shop meet the reference standard used in this 

investigation. 

The noncompliance with the lighting levels required for the 

facilities was corroborated through its simulation in DIAlux 4.12. 

Taking as an example a standard classroom model of 6.80m x 

6.70m x 3.25m, considering a maintenance factor of 0.8, a height 

of the work plane of 0.77m, six light points and three FL lamps of 

17W in every light point, the resulting illuminance isoline 

diagram (Figure 1) shows illuminance values below the 300 lx 

requirement established in regulations for this type of facility. 

 

 
Figure 1: Illuminance isoline diagram for a standard model classroom 

 

3.2. LED lamps selection 

To verify more economical lighting alternatives and 

contribute to the campus energy saving, it was decided to 

implement LED lighting, as this technology is more efficient, 

generates less consumption given its low power, in addition to its 

longer lifespan. 

Unified Glare Index, UGR), efficiency (lm/W) and light type. 

Then, as all the identified alternatives provided light in a neutral 

white tone and had a UGR<19, the criteria type light and glare 

were discarded from the final decision process. 
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The decision criteria that were taken into account for LED 

lamp selection were: power (W), lifespan (h), wholesale price 

(USD), color rendering index (CRI), glare (measured by the  

The hierarchical decision model followed in this research for 

the selection of the LED lamp by the Saaty Analytical Hierarchic 

Process (AHP) is shown in Figure 2. In the scheme, the zero level 

represents the decision objective, the level one the decision 

criteria considered, and level two presents a selection of the few 

alternatives of linear 60cm long LED lamps available in the 

Ecuadorian market that could be installed in the bases of existing 

fluorescent luminaires. This last consideration was necessary to 

reduce the cost of the replacement process, since LED luminaires, 

despite their benefits, currently continue to be more expensive 

than FL.  
The comparison of the importance or preference between each 

pair of criteria using the Saaty scale [14], led to a reciprocal matrix 

(R) so that rij represents the relative priority between criterion Ci 

and criterion Cj with respect to the objective or goal of the 

problem. 

𝑅 =

[
 
 
 
 

1 5 3 5 1
1/5 1 1/3 5 1/5
1/3 3 1 5 1
1/5 1/5 1/5 1 1/5
1 5 1 5 1 ]

 
 
 
 

 

The results of the normalization of the paired comparisons are 

presented in the RNORM matrix and the resulting priority vector in 

the W matrix. 

 

𝑅𝑁𝑂𝑅𝑀 =

[
 
 
 
 
0.3659 0.3521 0.5422 0.2381 0.2941
0.0732 0.0704 0.0602 0.2381 0.0588
0.1220 0.2113 0.1807 0.2381 0.2941
0.0732 0.0141 0.0361 0.0476 0.0588
0.3659 0.3521 0.1807 0.2381 0.2941]

 
 
 
 

 

  

𝑊 =

[
 
 
 
 
0.3585
0.1002
0.2092
0.0460
0.2862]

 
 
 
 

 

 
The process of paired comparisons of the criteria yielded a 

consistency index of 9.08%, so it is considered that the matrix R 

has an admissible consistency and the vector of priorities obtained 

(W) is accepted as valid. 

As could be interpreted in Figure 2, all the decision criteria are 

quantitative variables, so it would not be relevant to make 

comparisons between alternatives concerning each variable using 

the subjective scale of Saaty. Consequently, with the values 

identified for each decision variable in each alternative, the M 

Table 1: Compliance with illuminance reference standards for academic buildings 

Facilities 

Standard 
Reference 

standard 

Total of  

facilities 

Facilities that 

do not meet 

the standard 

Measured 

illuminance 

Illuminance 

needed to meet 

the standard 

Decree  

No. 2393 
EN 12464.1 μ σ μ σ 

Classrooms 300 lx 300 lx 300 lx 50 50 130 46.30 170 46.30 

Hallways 20 lx 100 lx 100 lx 4 4 54 12.53 47 12.53 

Restrooms 50 lx 200 lx 200 lx 18 18 35 8.03 165 8.03 

Computer 

laboratories 
300 lx 300 lx 300 lx 8 8 139 36.60 161 36.60 

Teacher 

workrooms 

Not 

specified 
300 lx 300 lx 4 4 112 38.24 189 38.24 

Administrative 

offices 
300 lx 300 lx 300 lx 5 5 113 33.68 187 33.68 

Medical 

department 

Not 

specified 
500 lx 500 lx 1 1 225 0 275 0 

Warehouse 200 lx 100 lx 200 lx 1 1 140 0 60 0 

Restaurant and 

coffee shop 

Not 

specified 

a Not 

specified 
100 lx 1 0 260 0 0 0 

Chapel 
Not 

specified 

Not 

specified 
100 lx 1 0 178 0 0 0 

Copy center 300 lx 300 lx 300 lx 1 1 145 0 355 0 

Theater 
Not 

specified 

Not 

specified 
100 lx 1 1 84 0 16 0 

Auditoriums 
Not 

specified 
500 lx  500 lx 2 2 169 43 331 43 

a For this case, the European standard states as appropriate any value of illuminance that allows creating an appropriate atmosphere. Source: Own elaboration based on 

the requirements in the national and European standards referred to in [12, 13]. 
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matrix was generated. Here, every mij represents the value that 

the lamp alternative i takes in variable j. 

 

 
Figure 2: Hierarchical decision model for LED lamp selection 

 

𝑀 =

[
 
 
 
 

9 25000 3.70 70 89
9 40000 3.90 80 130

9.5 30000 3.50 75 77
9 25000 3.60 75 100
10 30000 3.60 75 90 ]

 
 
 
 

 

 
Note that the above mentioned power and wholesale price 

criteria are to be minimized, while lifespan, color performance, 

and efficiency are to be maximized. Thus, it was necessary to 

homogenize the M matrix to the MNORM matrix. The latter is 

composed of all the local priority vectors of the alternatives for 

each criterion. 

 

𝑀𝑁𝑂𝑅𝑀 =

[
 
 
 
 
0.1 0.625 0.0513 0.8750 0.6846
0.1 1 0 1 1
0.05 0.75 0.1026 0.9375 0.5923
0.1 0.625 0.0769 0.9375 0.7692
0 0.75 0.0769 0.9375 0.6923]

 
 
 
 

 

 
Then, the global priority vector of the alternatives was 

obtained from the multiplication of the alternative priority vectors 

concerning the decision criteria (MNORM matrix) with the 

priority vector of the criteria with respect to the objective (W 

matrix). 

𝑀𝑁𝑂𝑅𝑀 ∙ 𝑊 =

[
 
 
 
 
0.3453
0.4681
0.3271
0.3778
0.3324]

 
 
 
 

 

 

From here it is concluded that the most suitable LED lamp 

alternative according to the previously defined decision criteria is 

the Americanlite AL572518. This LED tube, measuring 60cm in 

length, emits neutral white light, has a power of 9W, 40000h of 

lifespan, wholesale price of $ 3.90, IRC equal to 80, UGR<19 and 

average efficiency of 130 lm/W.  

3.3. Technical validation of the selected lamp 

Taking into account the selected lamp model, the facilities 

were modeled and the lighting system was simulated using the 

DIAlux 4.12 software. 

Taking the simulation of a standard classroom as an example 

and considering three LED tubes in each of the six pre-existing 

light points, the resulting illuminance isoline diagram shows 

values equal to or greater than those established in the regulations 

for this type of facility (300 lx) in most of the useful area of the 

classroom (Figure 3). More specifically, the Dialux report showed 

an average illuminance value on the work plane of 326 lx, 204 lx 

on the floor, 70 lx on the ceiling and 52 lx on the walls. 

On the other hand, the resulting color performance diagram is 

shown in Figure 4. The red color on the work surfaces ensures that 

if the selected LED lamp is implemented, without having to 

increase the number of light points, it is possible to guarantee the 

minimum illuminance requirements established in the regulations. 

This validates from the technical point of view the suitability of 

the selected lamp for the building's facilities, which are mostly 

classrooms with similar characteristics. 

 

 
Figure 3: Illuminance isoline diagram for a standard model classroom 

 

 
 

Figure 4: False color rendering 

 
3.4. Replacement strategy 

Given the high cost that comprises to shift all the fluorescent 

lamps at once, it is recommended the replacement to be gradual, 

prioritizing those facilities with greater gaps to meet the lighting 

standards.  For the building under interest in this research, it is 

proposed to follow the lamp replacement schedule represented in 

Table 2 with their respective prioritization criteria. As may be 

seen, the classrooms and computer laboratories were prioritized, 

since within these facilities are commonly developed the 

academic activities that are the central axis of the University 

formative mission. 

To select an 

appropriate 60cm long 

LED lamp 

Power 

(W) 

Lifespan 

(h) 

Price 

(USD) 

CRI 

 

Efficiency 

(Lm/W) 

Sylvania 

P24994-36 

Americanlite 

AL572518 

Ledex 

P16102 

Ace T8 

Esmerilada 

Evergreen 

7,59376E+12 

Criteria 

Alternatives 

Goal 
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It is worth noting that as part of the replacement strategy and 

after the first year of the initial investment, it has been considered 

that the new lamps to be installed are to be obtained with the 

amount equivalent to the economic value saved by the institution 

the previous year due to the use of LED technology instead of 

fluorescent technology. 

3.5. Economic validation of the improvement proposal 

For the economic validation of the improvement proposal, two 

alternative strategies were considered: (A) To implement the 

progressive replacement to LED lighting proposed in this study or 

(B) To continue with the current FL-based lighting system. The 

energy consumption and annual economic expenditure estimated 

in each case are referred to in Table 3. 

From the above, it is assumed that the current FL-based 

lighting system electricity costs represent on average 10.93% of 

the total electrical energy consumed in the building (95% CI: 

9.89-11.98), taking into account that during the last 18 months of 

operation, the total average cost of the building was $ 13,657.94 

(95% CI: 12434.50-14881.38). 

The investment cycle for strategy (A) and (B), has an 

estimated time horizon of eight and two years, respectively, 

considering the average lifespan of the corresponding lamp, the 

16 hours of daily use and the 288 days of annual operation of the 

institution. Then, since both alternatives are mutually exclusive 

and have different lifetimes, the comparison of their net present 

values must be made on the least common multiple of years, in 

this case, 8 years. According to this, Table 4 shows all possible 

expenditures and benefits for each alternative. In it, for the 

calculation of the present values of the annual differences between 

costs and benefits, the active interest rate of 7.26% established by 

the Central Bank of Ecuador for March 2018 [17] was considered 

as the minimum attractive rate of return (MARR).  
It is important to clarify that in the estimation of the total costs 

there have not been considered salary expenses of the personnel 

that will perform the replacement of the fluorescent lamps for 

those with LED technology, given that the University has 

maintenance personnel hired and their salaries are debited from 

the annual operations budget. 

With the data in Table 4, a NPV of $56115.02 was calculated 

for alternative 1, while for alternative 2 the resulting NPV was 

$133188.18. Then, with the updated values of the differences 

between costs and benefits, the EUAC was estimated for each 

alternative considering their respective life cycles. In this regard, 

the strategy of the progressive switch to LED lighting yielded a 

EUAC equal to $8868.28, while the alternative of doing nothing 

and maintain the current FL lighting system was $20669.26. This 

result shows that the alternative based on LED technology has 

lower NPV and lower EUAC, which means it is the most feasible 

alternative from the economic point of view. 

Finally, the graph in Figure 5 shows the trend of total costs for 

both alternatives over time, in addition to the behavior of 

economic savings and the acquisition cost of LED lamps.  

 

 
Figure 5: Some relevant cost functions 

As can be seen in Figure 5, the strategy of progressive 

replacement to LED lighting (Strategy a) is less costly during the 

replacement period (three years) and during the rest of the 

investment's life cycle. In the same way, it is observed that once 

the total conversion of the system has been made, the economic 

saving for the use of LED lighting (with respect to the current 

system based on FL) would cover the acquisition costs of the new 

luminaires that are needed at the end of the investment life, 

guaranteeing the sustainability in time of the proposed system. 
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Table 2: Schedule for replacement of FL by LED lamps 

Priority level Facility Quantity a Priority criteria Required lamps Schedule 

1 Classrooms 15 (RS – IM) ≥ 200 lx 405 
First year 

2 Computer Laboratories 7 (RS – IM) ≥ 100 lx 189 

3 Classrooms 25 150 ≤ (RS–IM) < 200 lx 297 

Second year 

4 Computer laboratories 1 (RS – IM) < 100 lx 27 

5 Classrooms  10 (RS – IM) < 150 lx 270 

6 Medical department  1 - 12 

7 Teacher workrooms  4 - 144 

8 Administrative offices  5 - 135 

9 Auditoriums  2 - 78 

10 Hallways 4 - 324 

11 Warehouse 1 - 3 

12 Copy center  1 - 18 

13 Theater  1 - 49 

14 Restaurant and coffee shop  1 - 12 

15 Chapel  1 - 38 
Third year 

16 Restrooms 18 - 216 
a RS represents the value of the reference illuminance standard according to regulations. IM refers to the actual average illuminance measured in the facilities. In 

areas where no prioritization criteria were applied, all lamps will be replaced at the same time.  
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4. Discussion 

This research shows that the progressive implementation of 

LED lighting in an academic building is a strategy that can 

contribute substantially to the energy and economic savings of a 

Higher Education Institution. 

A lighting audit found that 98% of the building's facilities do 

not meet the illuminance requirements included in national and 

international regulations [12,13]. Likewise, it was detected that 

the energy consumption of the current FL-based lighting system 

represents 10.93% of the total electric energy consumed in the 

building, a value considered high, despite being located within the 

range of 10 to 15% identified by other similar studies in 

educational institutions [4,6]. 

These reasons justify the need to implement a strategy to 

optimize energy saving through lighting system in the building, 

which at the same time, favors the performance and visual 

comfort of users through compliance with current regulations on 

occupational health and safety. 

In response to this need, this research presents a strategy for 

the progressive replacement of the current FL-based lighting 

system to LED lighting, with a duration of three years, which 

guarantees compliance with the minimum levels of lighting 

required by national and international regulations for each facility 

and allows to obtain an energy saving of 47.36%. This value 

would represent an economic saving of $8322.68 per year for the 

institution and would allow the total coverage of the new 

luminaires that are needed at the end of the investment lifecycle. 

Since the instantaneous conversion to LED lighting can be 

unfeasible from the economic point of view due to the high 

amount of the initial investment, the strategy suggested in this 

research prioritizes the replacement in those facilities with a 

greater need for illuminance to meet the requirements on national 

and European regulations. In this concern, the planned 

replacement of lamps can be covered with the amount equivalent 

to the economic value saved by the institution the previous year 

due to the use of LED technology instead of FL technology. 

Another element of importance to highlight in order to reduce 

installation costs was the consideration of the same number of pre-

existing light points. 

According to the above, the amount of the initial investment 

of $4949.10 will allow replacing 48.90% of the lighting system. 

Then, with the energy savings of the first year, 1072 LED lamps 

could be acquired to increase coverage to 90.21%. Finally, with 

the energy savings of the second year, the remaining 254 lamps 

can be acquired to cover 100% of the building's needs according 

to the planned schedule. 

The technical validity of the improvement proposal was 

obtained by modeling and simulating all the building's facilities 

in the free software DIALux, which is one of the most commonly 

used tools in lighting systems simulation [1,4,5,9,10,18–21]. In 

this regard, this research demonstrates that the results of the 

simulation in DIALux are very similar to those on-site 

Table 3: Energy consumption and annual electricity expenditure for lighting systems based on FL and LED 

Facilities Quantity 
Total of 

lamps 

FL Lighting system LED Lighting system 

Power 

consumed 

(kW) 

Power 

consumption 

(kWh/year) 

Energy 

cost 

($/year) 

Power 

consumed 

(kW) 

Power 

consumption 

(kWh/year) 

Energy 

cost 

($/year) 

Classrooms 50 1350 22.95 105753.60 9517.82 12.15 55987.20 5038.85 

Hallways 4 324 5.508 25380.86 2284.28 2.916 13436.93 1209.32 

Restrooms 18 216 3.672 16920.58 1522.85 1.944 8957.95 806.22 

Computer 

laboratories 
8 216 3.672 16920.58 1522.85 1.944 8957.95 806.22 

Teacher 

workrooms 
4 144 2.448 11280.38 1015.23 1.296 5971.97 537.48 

Administrative 

offices 
5 135 2.295 10575.36 951.78 1.215 5598.72 503.88 

Medical 

department 
1 12 0.216 995.33 89.58 0.108 497.66 44.79 

Warehouse 1 3 0.054 248.83 22.39 0.027 124.42 11.20 

Restaurant and 

coffee shop 
1 12 0.384 1769.47 159.25 0.108 497.66 44.79 

Chapel 1 38 0.684 3151.87 283.67 0.342 1575.94 141.83 

Copy center 1 18 0.306 1410.05 126.90 0.162 746.50 67.18 

aTheater 1 49 0.882 31.75 2.86 0.441 15.88 1.43 

aAuditoriums 2 78 1.404 808.70 72.78 0.702 404.35 36.39 

Total 97 2595 22.95 195247.37 17572.26 23.36 102773.12 9249.58 
a In the case of the auditoriums, an average use of 2h per day was considered, and for the theater 8h per month, wich is equivalent to 0.3h per day. 
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measurements, confirming what was reported in previous studies 

[10,21]. 

Several authors have proposed the adoption of LED lighting 

as an alternative to the reduction of energy consumption in 

educational facilities [1,4,5,18,21]. However, these studies start 

from the use of a specific luminaire model, devaluing the analysis 

of other alternatives through a multicriteria decision method. In 

this research, the application of the AHP method for this purpose 

demonstrated feasibility and relevance. In the same way, the 

lamps selection criteria here used and their respective levels of 

relative importance may constitute a starting point for future 

research to strengthen lamp selection decisions.  

Another important element to highlight is that the studies that 

have validated the implementation of indoor LED lighting 

systems as the best strategy against traditional lighting 

technologies [1,4,5,9,18], do not consider the costs of the final 

disposal of a massive FL replacement. Fluorescent and compact 

fluorescent lamps contain Mercury, a potentially dangerous 

element for the environment, so the final disposal of these lamps 

must be handled carefully through special recycling techniques 

[2,3]. For this reason, in this research when estimating the costs 

for each alternative, in addition to the acquisition costs and the 

annual energy consumption, the cost of the final disposal of the 

replaced FL was included. 

In the economic analysis of alternative lighting systems for 

interiors, it is common to calculate the Simple Payback Period 

(SPBP) or the whole lifecycle cost (WLC) without considering 

the value of money in the time [1,4,10,19], although some authors 

consider that these techniques should not be used as the primary 

measure of value to select a project alternative [15,16]. The 

consideration of the net present value (NPV) or the equivalent 

annual uniform cost (EAUC) as economic evaluation tools is not 

common in the literature. 

In this context, the strategy of progressive change to LED 

lighting proposed in this research yielded a VPN of $ 56115.02. 

This means that if the institution had to disburse today the amount 

required to cover the lighting costs of the next eight years, it 

would be more economical to have a lighting system based on 

LED technology since maintaining the current FL-based system 

would be 42% more expensive. Likewise, for the first strategy, 

the estimated EAUC was $ 8868.28, less than the value of 

$ 20669.26 which would represent maintaining the current system 

based on FL technology. This allows validating that the first 

alternative is more feasible from the economic point of view, and 

at the same time confirms the relevance of the VPN and the EAUC 

as economic evaluation tools for mutually exclusive investment 

project alternatives with different life cycles where generally only 

the costs are relevant. 

Finally, the authors would like to point out that the reduction 

of energy consumption in a university campus, not only depends 

on the implementation of strategies such as the adoption of a more 

efficient and safe lighting system like the one suggested in this 

work. Energy-saving must be a shared social responsibility of all 

those who make the University a common resource for the entire 

Society. In this regard, HEIs should take advantage of their 

transformative capacity to raise awareness among their students, 

teachers and administrative staff about the need to contribute to 

energy savings and thereby maximize the contribution that is 

made from the academy towards environmental sustainability. 

 
5. Conclusions 

This work showed that despite the high cost of LED lighting, 

it is feasible from a technical and economic point of view to 

converting an FL lighting system set in educational institutions 

through the implementation of a progressive replacement strategy. 

The suggested strategy guarantees the total replacement of the 

current lighting system of a university building consisting of 215 

light points and 2595 FL, in three years, with an initial investment 

of 4949.10 USD, generating an energy saving of 47.36%. 

Through simulation in DIALux 4.12, it was demonstrated that 

the proposed LED lighting system will cover the minimum indoor 

lighting levels established in national and international 

regulations for educational facilities. The estimation of the 

investment net present value, as well as its equivalent annual 

uniform cost, proved the economic feasibility of the improvement 

proposal.  

The results of this work could constitute a reference for the 

administrative management of public universities in developing 

countries, which increasingly receive fewer resources from 

governments. The economic savings for the implementation of 

Table 4. Costs and benefits of the alternatives: (a) Progressive change to LED lighting and (b) Current lighting system based on FL 

Alternatives 
a Cost 

ítems 
Year 1 Year 2 Year 3 Year 4 Year 5 Year 6 Year 7 Year 8 

(A) 

Progressive swift 

to LED lighting 

a 4949.10 4180.80 990.60 0 0 0 0 0 

b 4736.52 8482.99 14167.56 14167.56 14167.56 14167.56 14167.56 14167.56 

c 7465.58 1806.52 0 0 0 0 0 0 

d 390.85 330.18 78.23 0 0 0 0 0 

e 17542.05 14800.49 15236.39 14167.56 14167.56 14167.56 14167.56 14167.56 

f 4210.24 3690.18 858.47 8504.14 8504.14 8504.14 8504.14 8504.14 

g 12429.44 9657.19 11651.52 4278.85 3989.23 3719.22 3467.48 3232.78 

(B)  

Maintain the 

current FL-based 

lighting system 

a 2334.60 2334.60 2334.60 2334.60 2334.60 2334.60 2334.60 2334.60 

c 17935.19 17935.19 17935.19 17935.19 17935.19 17935.19 17935.19 17935.19 

d 399.48 399.48 399.48 399.48 399.48 399.48 399.48 399.48 

e 20669.26 20669.26 20669.26 20669.26 20669.26 20669.26 20669.26 20669.26 

g 19270.24 17965.92 16749.88 15616.15 14559.15 13573.70 12654.95 11798.39 
a The cost items considered are: a) Acquisition, b) Annual energy consumption in LED lighting, c) Annual energy consumption in FL lighting d) Cost of the final 
disposal of FL, e) Total cost, f) Economic saving by the use of LED versus FL and g) Present value of the difference between costs and benefits.  
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more efficient lighting systems could contribute to the 

strengthening of university infrastructure and the offering of 

better educational services. At the same time, the energy savings 

generated would have a positive impact on the reduction of the 

emission of greenhouse gases into the atmosphere. In this regard, 

future research should pay more attention to the combination of 

more efficient lighting systems with cleaner energy sources, to 

maximize the contribution that is made from the academy to the 

sustainability of the environment. 
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 With the progress of IoT, everything is going to be connected to the network. It will bring 
us a lot of benefits however some security risks will be occurred by connecting network.  To 
avoid such problems, it is indispensable to strengthen security more than now. We focus on 
personal authentication as one of the security. 
As a security enhancement method, we proposed a method to carry out numeral 
identification and personal authentication using numerals written in the air with Leap 
motion sensor. In this paper, we also focus on proper handling of aerial input numerals to 
verify whether the numerals written in the air are helpful for authentication. We collect 
numerals 0 to 9 from five subjects, then apply three pre-processing to these data, learn and 
authenticate them by CNN (convolutional neural network) which is a method of machine 
learning. As a result of learning, an average authentication accuracy was 92.4%. This 
result suggests that numerals written in the air are possible to carry out personal 
authentication and   it will be able to construct a better authentication system. 

Keywords:  
Aerial input numerals  
Leap motion 
Deep learning 
CNN 
Dilated convolution 
Personal authentication 

 

 

1. Introduction 

With the progress of IoT, everything is going to be connected 
to the network. It will bring us a lot of benefits, however some 
security risks will be occurred by connecting network.  To avoid 
such problems,  It is indispensable to strengthen security more than 
now. As one of the security elements, We focused on personal 
authentication. As a current major personal authentication method, 
there are a method using card information and password or 
biometrics system using face, iris, vein and so on. Biometric 
authentication is possible with high accuracy, and it is difficult to 
duplicate authentication information. However, if biometric 
information is stolen, there is a big problems that it is difficult to 
change or the number of changes is limited. For method using card 
information and password, although there are some problems such 
as skimming and password leakage, it can be relatively easily dealt 
with by changing authentication information. Therefore, We 
considered that it is necessary to create a system that strengthens 
security by adding new elements to the existing authentication 
method using card information and password. Even if 
authentication information is stolen, this system  can be easily 
recovered. As a method to realize this system, we propose a 
method input numerals in the air using Leap motion sensor and 
then perform numerals recognition and personal authentication 
from input handwriting. 

 
Figure 1 : Leap motion sensor 

For password authentication realization and further security 
enforcement, we proposed a method as following. First, numerals 
data are inputted using Leap motion. Then, these data are learned 
and identified with CNN which is one of deep learning methods. 
Moreover, we also assume that at the same time personal 
authentication will be carried out to enhance security. In this paper, 
we focus on personal authentication to verify whether the numerals 
written in the air have unique features between individual for 
authentication. We also focus on proper handling of aerial input 
numerals. Numerals written in the air have different features from 
numerals written in the paper. Therefore, we must try different pre-
processing approaches to the data. 

In the next subsection, we describe about related work to show 
the novelty in this paper. 
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1.1. Related work 

First of all, this paper is an extended version of the work 
originally presented in 2018 IEEE International Conference on 
Internet of Things and Intelligence System (IOTAIS) [1]. In this 
work, we handled the data of three subjects measured by the Leap 
motion. Then we applied two pre-processings to these data. Finally 
they were learned by CNN. As a result, the average accuracy was 
90.3%, False Rejection Rate(FRR) was 3.8% and False 
Acceptance Rate(FAR) was 5.9%. As an extension from this, in 
this paper, we carried out an addition of a pre-processing, increase 
of subjects, and change of the layer structure of CNN. By these 
extension, we could reach more effective way to handle the 
numerals written in the air, and we could confirm this layer 
structure change is useful for numerals which have fewer features 
between individual. 

As a related work, there was a research conducted by Katagiri 
and Sugimura[2]. They used trajectory of writing in the air using a 
penlight and performed signature verification with DP matching 
on the data. As a result, FRR and FAR were both 3.6%. Moreover, 
they considered that it was difficult to duplicate the aerial input, 
which had individual features because the degree of freedom of 
input movement was large. 

In the research by Hatanaka, et al. [3], they acquired signature 
data including finger identification information from 50 people by 
the Leap motion. Then, they also used DP matching to express a 
distance between features and carried out evaluation using the 
distance. Moreover, they experimented with or without screen 
feedback. When there were the feedback and no information of 
finger identification, the Equal Error Rate(EER) was 3.72%. When 
there was finger identification information, the EER was 2.67%. 
On the other hand, when there were no feedback and no finger 
identification information, the EER was 6.00%. Furthermore when 
there was information of finger identification, the EER was 5.11%. 
In response to this result, they considered that using of finger 
identification information could have a performance equivalent or 
superior to the related work [4]. However, in this research [3], 
subjects had to use several fingers when perform the measurement. 

In the research by Nakanishi, et al. [5], they attempted to 
authentication of aerial handwritten signature only using 
information of fingertip coordinate without using the information 
of finger identification. They dealt with the time series data 
measured by the Leap motion and the subjects used only one finger 
for measurement. Then, another five people's forgery signature 
data were added to the kanji signature data for two kinds of people 
and the learning was done by CNN. As a result, the accuracy 
against two signatures were 97.0% and 95.9% respectively, FRR 
were 9.6% and 19.2%, and FAR were 0.8% and 0.1%. From these 
results, it indicated the possibility where the aerial input was useful 
even without using the information of finger identification. 
Assuming use in a real system, it is easy to use only one finger for 
users. Therefore, we attempt to do verification without the 
information of finger identification. 

There is one another example using CNN and time series data 
[6]. In this paper, The feature extraction is carried out by CNN, as 
a conclusion, usefulness of using CNN for multivariate time series 
had been shown. 

These researches indicate the usefulness of the aerial input for 
identification and authentication. These researches [2],[3],[4] dealt 
with hiragana or kanji in Japanese. We try to authenticate numerals 
in this paper. Numerals have relatively simpler shapes than 
hiragana or kanji. Therefore numerals data may not have big 
difference how to write. On the other hand, there was a result that 
the numerals written on a paper were identified in high accuracy 
(99.98%) [7]. 

Therefore, we try to verify that the numerals written in the air 
are useful for identification or authentication in this paper. 

About numeral identification, there was our previous research 
[8]. In this research, we acquired 450 data from subjects by the 
Leap motion. We applied two pre-processings to these data, then 
these data were learned and classified by CNN. As a result, the 
average accuracy for identification was 93.4%. From this research, 
we could confirm the usefulness of numerals written in the air for 
identification. Hence, we try the personal authentication with the 
numerals written in the air as the next step in this paper. 

2. Methods 

In this paper, we measured numerals data using the Leap 
motion and then these data were learned and authenticated using 
CNN(Convolutional Neural Network). This flow is shown in 
Figure 2. 

 
Figure 2 : Flow of the proposed method 

When the Leap motion is used, a subject can write numerals 
with natural movement because it does not need special operation. 
Moreover, the introduction cost of the Leap motion is low and 
there was a result that characters which were measured by the Leap 
motion were useful for authentication. From these reasons, we use 
the Leap motion to collect data. 

2.1. Input 

The input data are measured by the Leap motion. Numerals 0 
to 9 are the targets of measurement. These data consist of x, y, z 
coordinate values of the locus of the fingertip when subjects draw 
numerals. An example of the input data and its locus of x, y, z 
coordinate values are shown in Figure 3. 

 
Figure 3 : Example of input data 

http://www.astesj.com/


S. Yamamoto et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 369-374 (2019) 

www.astesj.com     371 

2.2. Pre-processing 

The data obtained directly from subjects are not suitable to 
learn in order to carry out the neural network learning. Therefore, 
we apply three pre-processings to raw measurement data then we 
reshape them to suitable. Of the three pre-processings, an outlier 
processing is the process newly added in this paper. 

2.2.1 Adjustment of position to start writing 

When we carry out the measurement, a inputting start 
coordinate values are not always same. From this factor, using 
such data directly for learning, they did not have good result for 
identification. To deal with this problem, we need to unify the 
writing start coordinate values. The  i-th coordinate value before 
adjustment is defined as 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , the  i-th coordinate value after 
adjustment is defined as 𝛼𝛼𝑎𝑎𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏 , and the writing start coordinate 
value is defined as 𝑑𝑑. Moreover, we applied following formula to 
x, y, z coordinate values respectively for adjustment. 

     𝛼𝛼𝑎𝑎𝑏𝑏𝑎𝑎𝑏𝑏𝑏𝑏[𝑖𝑖] = 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏[𝑖𝑖] − 𝑑𝑑 (1) 

The data after application of this processing are shown in 
Figure 4. Through this adjustment, each starting point is adjusted 
to 0. 

 
Figure 4 : Data after adjustment 

2.2.2 Equalization of the data length 

The measurement data have different data length for each 
measurement. To carry out learning by CNN using these data in 
later process, we have to unify length of the data. We set the 
longest data length in all measurement data as a length of the data 
after unified. Then, we use linear interpolation to unify the data 
length. The linear interpolation is a method to calculate a value 
corresponding to any coordinate which exists between two points. 
To carry out this processing, the following formulas are applied to 
𝑖𝑖-th x, y, z coordinate values. In the following formulas, 𝑑𝑑𝑑𝑑𝑑𝑑_𝑑𝑑𝑖𝑖𝑠𝑠𝑠𝑠 
means data length after unification, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑑𝑑𝑖𝑖𝑠𝑠𝑠𝑠 means data length 
before unification, and 𝑑𝑑′ means a value obtained by truncating the 
fractional part of 𝑑𝑑. The data after application of this processing are 
shown in Figure 5. In this paper, the number of data points was 
unified to 300. 

 𝑑𝑑𝑠𝑠𝑑𝑑𝑠𝑠𝑠𝑠 = 𝑑𝑑𝑑𝑑𝑎𝑎_𝑑𝑑𝑠𝑠𝑠𝑠𝑏𝑏
𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎_𝑑𝑑𝑠𝑠𝑠𝑠𝑏𝑏

 (2) 

 𝑑𝑑 = 𝑠𝑠
𝑑𝑑𝑠𝑠𝑎𝑎𝑠𝑠𝑏𝑏

 (3) 

 𝑑𝑑 = 𝑑𝑑 − 𝑑𝑑′ (4) 

 x′ = x[i](1 − 𝑑𝑑) + 𝑥𝑥[𝑠𝑠+1]𝑑𝑑 (5) 

 

Figure 5 : Data after equalization using the linear interpolation 

2.2.3 Outlier processing 

When we carried out measurement, some outliers caused by 
the finger-sensor position relationship could occur. Therefore, it is 
necessary to remove such outliers. First, we use Interquartile range 
(IQR) to detect the outliers. We set upper limit and lower limit 
using IQR. Then, if any values exceed these limits, such values are 
detected as outliers. The IQR, upper limit, and lower limit can be 
calculated using the following formulas. 25percentile means 25 
percent of data from the bottom and 75percentile means 75 percent 
of data from the bottom when data are arranged in ascending order. 

 𝐼𝐼𝐼𝐼𝐼𝐼 = 75𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑑𝑑𝑖𝑖𝑠𝑠𝑠𝑠 − 25𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑑𝑑𝑖𝑖𝑠𝑠𝑠𝑠 (6) 

 𝑈𝑈𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝 𝑠𝑠𝑖𝑖𝑙𝑙𝑖𝑖𝑑𝑑 = 75𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑑𝑑𝑖𝑖𝑠𝑠𝑠𝑠 + 3.0 × 𝐼𝐼𝐼𝐼𝐼𝐼 (7) 

 𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑝𝑝 𝑠𝑠𝑖𝑖𝑙𝑙𝑖𝑖𝑑𝑑 = 25𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑠𝑠𝑝𝑝𝑑𝑑𝑖𝑖𝑠𝑠𝑠𝑠 − 3.0 × 𝐼𝐼𝐼𝐼𝐼𝐼 (8) 

Next, we remove the values which were detected by IQR. 
Finally we interpolate them by linear interpolation. These flow of 
processing is shown in Figure 6. 

 
Figure 6 : Flow of outlier processing 

By these processings, reduction of noises can be expected, we 
will be able to handle aerial input numerals better. 

2.3. Learning & authentication 

The preprocessed data are fed to CNN for authentication. The 
authentication (classification of subjects) with 2 classes 
separation(one subject or the others) is carried out. 

2.4. Experiment 

We measure the numerals 0 to 9 in order. Subjects carry out 
actual measurement after some practice of drawing. As shown in 
Figure 7, when we carry out the measurement, the Leap motion is 
placed on the desk and the subjects can see feedback on the screen. 
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Figure 7 : Measurement scene 

In the measurement, the subjects draw the numerals 0 to 9. The 
numerals 0 to 9 are defined as one set. 15 sets measurement a day 
is carried out. Measurement flow is shown in Figure 8. 

 
Figure 8 : Measurement flow 

In this experiment , the subjects are four men and one woman. 
Measurement was carried out three days. These subjects are 
defined as A, B, C, D, and E. A target for authentication is the 
subject A. In the learning phase, a training data contains the two 
days data and a test data contains the rest one day data. Against 
these data, cross validation was carried out. The details of the data 
for validation are shown in Table 1. 

Table 1 : Details of the data for cross validation 

 Train Test 

Data1 Day1, Day2 Day3 

Data2 Day1, Day3 Day2 

Data3 Day2, Day3 Day1 

Using these data, we carried out the learning and authentication 
by CNN. We used Adam as an optimization function and ReLU 
(rectified linear unit) as an activation function. Moreover, we set 
dropout rate of each layer 50%. The number of epochs was 300. 
The layer structure of CNN is shown in Figure 9. 

 
Figure 9 : Layer structure of CNN 

As Figure 9 shows, the structure which was used in this 
experiment had just one convolution layer. Furthermore, the batch 
normalization and the early stopping were introduced to avoid the 
overfitting as much as possible. The kernel size was set to 3×2 to 
learn 3 channels(x, y and z coordinates) of input simultaneously. 
Moreover, when the convolution processing was carried out, we 
used a dilated convolution [9][10]. The dilated convolution can be 
carried out with making space for convolution. Using the dilated 
convolution, wider information can be processed. In the research 
by Luo, et al.[10], they referred dilated convolution is one of the 
methods to increase receptive field. Therefore, it can be expected 
it has the usefulness to authentication by numerals which have few 
feature differences between individual. This structure had fewer 
number of layers than common ones. There were two factors to 
this. First one was that the authentication target was numerals. 
Numerals have fewer features than other characters. The second 
factor was that the number of data was not sufficient for learning. 
From these factors, if there were more layers, excessive feature 
extraction could occur, and as the result, the overfitting may occur. 

Table 2 : Experimental results 1 

 Accuracy(%) 

Data1 Data2 Data3 

0 100.0 92.4 97.8 
1 96.4 100.0 96.0 
2 92.4 98.2 88.0 
3 96.9 91.1 87.1 
4 98.2 97.3 96.4 
5 98.2 96.4 97.8 
6 92.4 89.8 83.6 
7 93.8 78.7 90.7 
8 84.4 88.4 83.6 
9 88.4 96.4 82.2 

Table 3 : Experimental results 2 

 Accuracy(%) 

(average) 

FRR(%) FAR(%) 

0 96.7 0.0 5.4 
1 97.4 0.5 3.7 
2 92.9 1.5 10.4 
3 91.7 0.2 13.6 
4 97.3 1.5 3.0 
5 97.5 1.0 3.2 
6 88.6 2.5 16.5 
7 87.7 0.7 19.8 
8 85.5 5.2 19.0 
9 89.0 0.7 17.5 

average 92.4 1.4 11.2 
 

3. Result 

We carried out learning and authentication five times. The 
authentication results are shown in Tables 2 and 3. Moreover, we 
use FRR(False Rejection Rate) and FAR(False Acceptance Rate) 
as an evaluation criteria. FRR means a probability to reject a 
person who should be authenticated, and FAR means a probability 
to accept a person who should not be authenticated. 
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3.1. Discussion 

We discuss about experimental results to verify the usefulness 
of the pre-processings and cause of misauthentication. From 
experimental results, we focus on numerals 5 and 8. These had the 
best and worst results. We considered that we could find out 
problems by comparing these numerals. First, comparison between 
subjects for data of "5" is shown in Figure 10. 

 
Figure 10 Comparison between subjects for data of “5” 

The results for "5" were the best. From Figure 10, it can be seen 
that the x and y coordinate values have unique features between 
subjects. Even if the data had similar outlines, the scale of those 
data was different for each subject. However, in the z coordinate 
values, it can be seen that though some of data had unique features, 
data were sometimes unstable even within the same subject, and 
the outliers still remained. Therefore, we considered differences in 
the x and y coordinate values contributed to high accuracy. On the 
other hand, comparison between subjects for data of "8" which had 
the worst result is shown in Figure 11. 

 
Figure 11: Comparison between subjects for data of "8" 

From Figure 11, in the x and y coordinate values, it can be seen 
that the differences between subjects were relatively small 
compared to the case of "5". For the z coordinate values, they 
showed unique features for each subject and can be expected to be 
useful for authentication. However, some data trended differ even 
within the same subject. Thus, it can be considered the low 
accuracy was caused by such data. In the z coordinate values, such 
differences in data trended within the same subject can be seen not 
only in "8" but also in other numerals. Therefore, the 
misauthentication could be caused by the z coordinate values. 
However, if we removed the z coordinates, the authentication 
accuracy by numerals with relatively small difference between 
subjects in the x and y coordinate values bacame worse by 
reduction in subject's unique features. Accordingly, we will 
continue to use the z coordinates. However, we have to confirm 

about a uniformity of the data within the same subject to use these 
data appropriately. Hence, we will conduct an additional 
experiment for confirmation of the uniformity as a future plan. 

Next, we discuss about the usefulness of the pre-processings. 
We used three pre-processings, and focus on the outlier processing 
among them. The outlier processing was the most recently 
introduced process in our research and its utility has not been tested 
yet. Moreover, the FAR was worse than before applying the outlier 
processing. This process may have lost the features of the data. 
When we carried out comparison of data before and after applying 
this processing, we found some problems. Examples of data that 
have a problem process are shown in Figure 12. 

 
Figure 12 : Example of data that have a problem process 

As shown in Figure 12, there were three cases. First, in the case 
1, the outliers were not detected well although there were relatively 
long continuous outliers. If there were a lot of outliers, data 
distribution might be biased and outliers might not be detected. 
This distribution bias had a significant impact on the interquartile 
range. As a result, it can be considered this problem occurred. 

Second, in the case 2, normal values were recognized as 
outliers. Therefore, a part of the data was deleted as outliers and an 
abrupt change occurred. Even if it looked like a natural change 
visually, it was regarded as outliers in case that the number of the 
data was small. 

Third, in the case 3, the use of the linear interpolation for the 
outlier processing might be inappropriate. As shown in Figure 12, 
the linear interpolation sometimes caused unnatural interpolation. 

However, the overall accuracy was improved by the 
introduction of the outlier processing because this processing was 
effective for some data. A successful example of outlier processing 
is shown in Figure 13. 

 
Figure 13 : Successful example of outlier processing 

As shown in Figure 13, the outlier processing could reduce 
noises against some data. Noise generation is inevitable due to the 
nature of the experiment. Therefore, we need to solve the problems 
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mentioned in Figure 12. We will try to improve outlier processing 
by changing thresholds or trying another method as a future plan. 

4. Conclusion 

We proposed a method to carry out numeral identification and 
personal authentication by numerals inputted by the Leap motion 
sensor. In this paper, we focused on personal authentication and 
attempted discussion whether the aerial input numerals were useful 
for the authentication system. Moreover, we applied new one pre-
processing and dilated convolution to numerals written in the air, 
verified these usefulness. We measured aerial input numerals data 
from five subjects by the Leap motion sensor and applied three pre-
processings. And then, for these data, we carried out two classes 
separation(subject A or the others) by learning and authenticating 
using a Convolutional Neural Network with dilated convolution. 
As a result, average accuracy was 92.4%, FRR was 1.4%, and FAR 
was 11.2%. Compared to our previous paper[5], the overall 
accuracy has been improved. This result suggests that the aerial 
input numerals have enough features for authentication and the 
outlier processing and dilated convolution newly introduced this 
time are effective to aerial input numerals.  Therefore we consider 
that we could show the usefulness of the aerial input numerals for 
authentication system. However, several problems, existence of 
biased z coordinate values in the same subject and problem of the 
outlier processing, were found by experiments and discussion. 
Against these problems, we will conduct additional experiment to 
collect more data, and then confirm trends of data. Moreover, we 
will try to carry out another method for outlier removal, find more 
effective way to handle aerial input numerals. 
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 In recent years, deep learning has been widely used for time series prediction. Deep 
learning model that is most often used for time series prediction is LSTM. LSTM is widely 
used because of its excellence in remembering very long sequences. However, doing 
training on models that use LSTM requires a long time. Trying from one model to another 
model that use LSTM will take a very long time, thus a method is needed for optimizing 
hyperparameter to get a model with a small RMSE. This research proposed Artificial Bee 
Colony (ABC) as a method in optimizing hyperparameter for models that use LSTM. ABC 
is a metaheuristic method that mimics the behavior of bee colonies in foraging. Optimized 
hyperparameter in this research consisted of sliding window size, number of LSTM units, 
dropout rate, regularizer, regularizer rate, optimizer and learning rate. In this research the 
proposed method called as ABC-LSTM. Bitcoin prices historical data was used as the 
dataset for evaluating the prediction of the models. The best ABC-LSTM model resulted 
best RMSE of 189.61 compared to model that use LSTM without optimization resulted best 
RMSE of 236.17. This result showed that ABC-LSTM model outperformed models that use 
LSTM without optimization. 
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1. Introduction 

Nowadays bitcoin has become the most popular 
cryptocurrency and has the largest capitalization value compared 
to others cryptocurrency. Besides being a digital currency, bitcoin 
has also become a trading instrument. The price of bitcoin has very 
high volatility. Even though it has high volatility and is full of risks 
and uncertainties, many people are interested in trading bitcoin. 
The high volatility of bitcoin price movements has encouraged 
many people to speculate on getting high capital gains. To assist 
bitcoin traders, a system that is capable to predict the price of 
bitcoin is needed, which intended to increase the potential to get 
large profits as well as to avoid potential losses 

In recent years there have been many studies that use deep 
learning for predicting the price of bitcoin. Adebiyi et al. [1] and 
Guresen et al. [2] used Multi Layer Perceptron (MLP) while Jang 
and Lee [3] and McNally et al. [4] used Bayesian Neural Network. 
Deep learning model that is widely used for predicting bitcoin 
prices is Long Short-Term Memory Neural Network (LSTM) [4], 
[5]. LSTM is a special modification of Recurrent Neural Network 
(RNN). LSTM is widely used in time series forecasting activities 
because of its ability in remembering long sequential data. 

The use of model that use LSTM for predicting bitcoin prices 
has a disadvantage, it requires a long training time [4] and a 
suitable hyperparameter combination is needed to get optimal 
results. There were several researches that tried to optimize 
hyperparameters in models that use LSTM using metaheuristics 
such as Particle Swarm Optimization (PSO) [6], Genetic 
Algorithm (GA) [7] and Ant Colony Optimization (ACO) [8]. The 
use of metaheuristic for optimizing hyperparameters on model that 
use LSTM was expected to get a model with small error.  

In this research, a sliding window was conducted on the closing 
price of bitcoin and bitcoin volume traded from the previous days 
as a feature for price predictions of bitcoin in the next day. Using 
sliding window can improve the accuracy of bitcoin predictions 
[9]. To get the appropriate sliding window numbers, the sliding 
window was used as one of the optimized hyperparameter. This 
research used Artificial Bee Colony (ABC) as a method for 
optimizing hyperparameter for models that use LSTM for bitcoin 
price prediction. 

ABC is a metaheuristic algorithm based on foraging behavior 
of bee colonies [10]. ABC had been used as an optimization 
algorithm in many task [11], such as training neural network [12]. 
Besides that ABC also used as a machine learning method, such as 
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clustering [13]. ABC has a good balance in exploiting and 
exploring solution [14]. In this research ABC was proposed as an 
optimization method for optimizing hyperparameter. 

The main contribution of this research is combining ABC and 
LSTM to optimize the hyperparameter that resulted a model with 
small RMSE. Optimized hyperparameter in this research consisted 
of sliding window size, number of LSTM units, dropout rate, 
regularizer, regularizer rate, optimizer and learning rate. Chung 
and Shin [7] combined GA and LSTM for optimizing 
hyperparameter consisted of sliding window size and number of 
LSTM units. 

This paper is structured as follows. Section 2 contains the 
literature review, Section 3 contains the proposed method in this 
research, which is the combination of ABC and LSTM for 
optimizing hyperparameter, Section 4 contains an explanation of 
dataset, implementation, experiment results and comparison with 
benchmark models and Section 5 contains conclusion of this 
research. 

2. Literature Review 

2.1. Related Works 

An old model that is often used for forecasting is the Auto 
Regressive Integrated Moving Average (ARIMA). Saxena et al. 
[15] used ARIMA model and compared its performance with 
LSTM model for predicting bitcoin prices. Bitcoin price prediction 
using LSTM outperformed ARIMA [15]. Similar to stock prices, 
bitcoin prices is often nonlinear and non-stationary, thus the 
application of the ARIMA model for long-term predictions is quite 
difficult [16].  

In recent years, there are many researches tried to predict price 
movement by using deep learning. Deep learning is basically 
Artificial Neural Network (ANN) with input layers, several hidden 
layers and output layers which are usually referred to as Multi 
Layer Perceptron (MLP). Adebiyi et al. [1] used ANN for 
predicting stock prices. 

Guresen et al. [2] used MLP, Dynamic Artificial Neural 
Network (DAN2) and hybrid neural network by using a 
generalized autoregressive conditional heteroscedasticity 
(GARCH) for predicting a stock market index. 

Bayesian Optimized Recurrent Neural Network was used by 
McNally et al. [4] for predicting the classification of bitcoin prices 
movement that slightly outperformed the ARIMA model. McNally 
et al. [4] also used LSTM model with accuracy that exceeded the 
Bayesian Optimized RNN but the time needed by LSTM for 
training data was much longer than Bayesian Optimized RNN. 
This LSTM model had been proven effective for predicting bitcoin 
prices [4]. Jang and Lee [3] also used Bayesian Neural Network 
for predicting bitcoin prices based on bitcoin time series data and 
other blockchain information. 

A model that use LSTM was also used by Alessandretti et al. 
[5] for predicting the cryptocurrency market where LSTM 
performed better for predictions with longer data days than models 
that use Gradient Boosting Decision Tree. LSTM for predicting 
stock price movements used in  [17]–[19]. Nelson et al. [20] used 
LSTM to predict stock market price movements. Gao and Chai 

[19] used a stock prediction model that combines LSTM with 
PCA. Table 1 shows summary of related works. It describes 
dataset and method that was used and the experiment results. 

Table 1: Summary of related works 

Ref Dataset Method Result 

[15] Bitcoin Price 
LSTM LSTM outperformed 

ARIMA ARIMA 

[4] Bitcoin Price 

Bayesian 
Optimized RNN LSTM achieved highest 

classification accuracy 
while RNN achieved 
lowest RMSE 

LSTM 

ARIMA 

[5] Bitcoin Price 

Single 
Regression 
XGBoost Regression XGBoost  

worked best for short 
time window while 
LSTM worked best for 
long time window 

Multi Regression 
XGBoost 

LSTM 

Simple Moving 
Average 

[9] 

Bitcoin Price, 
prices of crude 
oil, SSE, gold, 
VIX, 
FTSE100, 
global 
currencies 
USD/CNY, 
USD/JPY, 
USD/CHF 

Support Vector 
Regression 

LSTM outperformed all 
other model 

Linear 
Regression 
Neural Network 

LSTM 

[21] Bitcoin Price PSO-MLP-
NARX 

The model was able to 
predict accurately while 
passing all model 
validation tests 

 
Huisu et al. [9] used the LSTM model rolling window in 

several input features and information about blockchain 
information. This model accurately predicted the price of bitcoin. 
LSTM was also used by Yunbeom and Hwang [22] by comparing 
its performance with several neural networks namely Deep Neural 
Network (DNN), basic RNN, RNN with LSTM cell, RNN with 
GRU cell and bidirectional RNN. Best performance in specifity, 
precision  and accuracy achieved by DNN while best performance 
in sensitivity achieved by Bidirectional RNN. 

Some metaheuristic algorithms were used to optimize model 
that use LSTM such as Genetic Algorithm, Ant Colony 
Optimization and Particle Swarm Optimization [6]–[8]. Chung and 
Shin [7] used a model that use LSTM that is optimized using 
Genetic Algorithm (GA) for predicting the stock market. In 
metaheuristics, the trial and error method is usually used as the 
basis for estimation in determining the time window size and 
LSTM architecture to be used in the research model. In [7], a 
systematic method was used to determine the time window size 
and LSTM topology for predicting the stock market. In deep 
learning, it is very difficult to determine the optimal architectural 
parameters. [7] showed that the model can be used as an effective 
tool to determine the optimal or near optimal model in deep 
learning. 
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Chhachhiya et al. [6] designed architecture of a model that use 
LSTM by using Particle Swarm Optimization (PSO). This hybrid 
model optimizes 3 parameters, namely activation function, 
learning rate and hidden neurons. The parameter that produced the 
smallest RMSE value is the most optimal model. 

Sheikhan and Mohammadi [23] used GA-ACO + PSO-MLP 
for predicting time series data. Sun et al. [24] combined AdaBoost-
LSTM Ensemble Learning for conducting a financial time series 
Forecasting. Indera et al. [21] used MLP which was optimized by 
using PSO for predicting the price of bitcoin. 

2.2. Long Short Term Memory (LSTM) 

LSTM is a type of Recurrent Neural Network (RNN) where 
modifications are made to the RNN architecture by adding a 
memory cell that can store information for a long period of time 
[25]. LSTM was proposed as a solution to overcome the vanishing 
gradient or exploding gradient problems that occur in RNN. This 
problem occurs when processing very long sequential data. This 
gradient problem caused RNN failing to capture long term 
dependencies [15]. Vanishing or exploding gradient problem will 
reduce the accuracy of a RNN model that affected the output of a 
prediction [26]. 

 
Figure 1: Architecture of LSTM 

In a LSTM cell there is a memory cell and 3 gates, namely the 
input gate, the forget gate and the output gate. Figure 1 shows the 
architecture of LSTM and the processing of input data. The process 
of LSTM is carried out in the following stages [7]: 

1. The value of an input can only be stored in the cell state only 
if it is permitted by the input gate. Calculation of the values at 
input gate and candidate inputs from the cell state is carried 
out using Eq. (1) and Eq. (2).  

𝑖𝑖𝑡𝑡 =  𝜎𝜎(𝑊𝑊𝑖𝑖𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑖𝑖ℎ𝑡𝑡−1 + 𝑏𝑏𝑖𝑖) (1)  

Where 𝑖𝑖𝑡𝑡 is the value of input gate, 𝑊𝑊𝑖𝑖 is the weight for the 
input value at time to t, 𝑥𝑥𝑡𝑡 is the input value at time to t, 𝑈𝑈𝑖𝑖 is 
the weight for the output value from time to t-1, ℎ𝑡𝑡−1 is the 
output value from time to t-1 and 𝑏𝑏𝑖𝑖 is the bias at the gate input 
and σ is the sigmoid function. 

 �̃�𝐶𝑡𝑡 =  tanh(𝑊𝑊𝑐𝑐𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑖𝑖ℎ𝑐𝑐−1 + 𝑏𝑏𝑐𝑐) (2) 

Where �̃�𝐶𝑡𝑡 is the candidate cell state value, 𝑊𝑊𝑐𝑐 is the weight for 
the input value in cell to c, 𝑥𝑥𝑡𝑡 is the input value at time to t, 𝑈𝑈𝑖𝑖 

is the weight for the output value of cell to c-1, ℎ𝑐𝑐−1 is the value 
the output of cell to c-1 and 𝑏𝑏𝑐𝑐 is bias in cell to c and tanh is a 
hyperbolic tangent function. 

2. Then the forget gate value is calculated using Eq. (3). 

 𝑓𝑓𝑡𝑡 =  𝜎𝜎�𝑊𝑊𝑓𝑓𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑓𝑓ℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓� (3) 

Where 𝑓𝑓𝑡𝑡 is the forget gate value, 𝑊𝑊𝑓𝑓 is the weight for the input 
value at time to t, 𝑥𝑥𝑡𝑡 is the input value at time to t, 𝑈𝑈𝑓𝑓 is the 
weight for the output value from time to t-1, ℎ𝑡𝑡−1 is the output 
value from time to t-1 and 𝑏𝑏𝑓𝑓 is the bias on the forget gate and 
σ is a sigmoid function. 

3. Furthermore the cell state memory is calculated using Eq. (4). 

 𝐶𝐶𝑡𝑡 =  𝑖𝑖𝑡𝑡 ∗  �̃�𝐶𝑡𝑡 + 𝑓𝑓𝑡𝑡 ∗  𝐶𝐶𝑡𝑡−1 (1) 

Where 𝐶𝐶𝑡𝑡 is the memory cell state value, 𝑖𝑖𝑡𝑡 is the value of the 
gate input, �̃�𝐶𝑡𝑡 is the candidate memory cell state value, 𝑓𝑓𝑡𝑡 is the 
forget gate value and 𝐶𝐶𝑡𝑡−1 is the cell state memory value in the 
previous cell.  

4. After generating a new cell state memory, the value of the gate 
output can be calculated using Eq. (5). 

 𝑜𝑜𝑡𝑡 =  𝜎𝜎(𝑊𝑊𝑜𝑜𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑜𝑜ℎ𝑡𝑡−1 + 𝑏𝑏𝑜𝑜) (2) 

Where 𝑜𝑜𝑡𝑡 is the value of the gate output, 𝑊𝑊𝑜𝑜 is the weight for 
the input value at time to t, 𝑥𝑥𝑡𝑡 is the input value at time to t, 𝑈𝑈𝑜𝑜 
is the weight for the output value from time to t-1, ℎ𝑡𝑡−1 is the 
output value from time to t-1 and 𝑏𝑏𝑜𝑜  is the bias at the gate 
output and σ is the sigmoid function. 

5. The final output value is calculated using Eq. (6). 

 ℎ𝑡𝑡 =  𝑜𝑜𝑡𝑡 ∗ tanh (𝐶𝐶𝑡𝑡) (3) 

Where ℎ𝑡𝑡 is the final output, 𝑜𝑜𝑡𝑡 is the gate output value, 𝐶𝐶𝑡𝑡 is 
the new memory cell state value and the tan is the hyperbolic 
tangent function. 

2.3. Artificial Bee Colony 

Artificial Bee Colony algorithm was first proposed by 
Karaboga in 2005. It is a metaheuristic algorithm based on bee 
colonies. This algorithm mimics the intelligent behavior of bee 
colonies in foraging. In ABC, a colony of bees is divided into 3 
types. Employee bee that is responsible for exploiting food 
sources, onlooker bee that is participating in exploiting food 
sources based on food information received from employee bee in 
waggle dance and scout bee that is tasked to find a new food 
source. 

In ABC Algorithm, solutions of the optimization problem is 
described as a food source (nectar) [11]. And the quality of nectar 
describes the objective function of a solution. The number of food 
sources is the same as the number of employee bees, while the 
number of employee bees is the same as the number of onlooker 
bees. Bee behavior in foraging can be described as follows [11]: 
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1. At the initial stage of looking for food sources, bees start 
randomly exploring the area around the nest to get food 
sources. 

2. After finding food sources, bees begin to become employee 
bees and start exploiting food sources found. After that. the 
employee bee will return to the nest by carrying nectar and 
unloading the nectar. After unloaded the nectar, the employee 
bee can immediately return to the food source or the bee can 
share information about the food source to other bees by doing 
Waggle Dance. The number of movements in dance shows the 
quality of nectar. If the nectar has run out, the employee bee 
will become a bee scout and start looking for other food sources 
randomly. 

3. Onlooker bees waiting in the nest and choose the food source 
after watching waggle dance performed by employee bees. 

 Based on the behavior of bee colonies in foraging, the steps 
of the Artificial Bee Colony algorithm can be described as follows 
[12]: 

1. Initialize the 𝑥𝑥𝑖𝑖 solution using Eq. (7). Each solution is a vector 
with D dimensions.  

 𝑥𝑥𝑖𝑖𝑖𝑖 =  𝑥𝑥𝑖𝑖𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0, 1)(𝑥𝑥𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 −  𝑥𝑥𝑖𝑖𝑚𝑚𝑖𝑖𝑚𝑚) (7)  

 Where i = 1. . . SN, j = 1. . . D. SN is the number of food sources 
(solution) and D is the number of optimized hyperparameters. 

2. Evaluate all solutions 

3. Cycle = 1. The optimal parameter search process is in cycles, C 
= 1, 2. . . , MCN. 

4. Repeat step 5 to 12 until cycle = Maximum Cycle Number 
(MCN) 

5. Create a new 𝑣𝑣𝑖𝑖  solution for each employee bee from the 𝑥𝑥𝑖𝑖 
solution using Eq. (8) and evaluate the results. This new 
solution is a modification of the previous solution. 

 𝑣𝑣𝑖𝑖𝑖𝑖 =  𝑥𝑥𝑖𝑖𝑖𝑖 + ∅𝑖𝑖𝑖𝑖   (𝑥𝑥𝑖𝑖𝑖𝑖 −  𝑥𝑥𝑘𝑘𝑖𝑖) (8)  

 Where k ∈ {1,2, ..., SN) and j ∈ {1,2, ..., D) are randomly 
selected indexes. 

6. Perform the selection process. If the cost function of the new 
solution is smaller than the previous solution, the solution will 
be updated to the new solution. The employee's bee will then 
remember the new, better solution. 

7. Calculate the probability value 𝑝𝑝𝑖𝑖 for the 𝑥𝑥𝑖𝑖 solution using Eq. 
(9) and Eq. (10). 

 𝑓𝑓𝑖𝑖𝑓𝑓𝑟𝑟𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖 =  � 1/(1 + 𝑓𝑓𝑖𝑖)
1 + 𝑟𝑟𝑏𝑏𝑓𝑓(𝑓𝑓𝑖𝑖)

     𝑖𝑖𝑓𝑓 𝑓𝑓𝑖𝑖  ≥ 0
𝑖𝑖𝑓𝑓 𝑓𝑓𝑖𝑖 < 0� (9)  

 
𝑝𝑝𝑖𝑖 =  

𝑓𝑓𝑖𝑖𝑓𝑓𝑟𝑟𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖
∑ 𝑓𝑓𝑖𝑖𝑓𝑓𝑟𝑟𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑆𝑆𝑆𝑆
𝑖𝑖=1

  (10)  

 Where 𝑓𝑓𝑖𝑖 is the value of the objective function solution i. 

 Where 𝑓𝑓𝑖𝑖𝑓𝑓𝑟𝑟𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖 is the fitness value of the value of the objective 
function solution i. And SN is the number of solutions. 

8. The onlooker bee evaluates the solution based on the 
information provided by the employee bee then selects which 
solution to follow based on the probability of 𝑝𝑝𝑖𝑖  calculated 
using Eq. (10). Create a new 𝑣𝑣𝑖𝑖 solution for each onlooker bee 
from the 𝑣𝑣𝑖𝑖  solution selected based on the probability of 𝑝𝑝𝑖𝑖 
using Eq. (7) and evaluating the results. As with the bee 
employee, this solution is a modification of the selected 𝑥𝑥𝑖𝑖 
solution. 

9. Perform the selection process. If the cost function of the new 
solution is smaller than the previous solution, the solution will 
be updated to the new solution. The employee bee will 
memorize the new solution. 

10. If there is a bee when modifying a solution does not get a new 
solution that is better than the previous solution until certain 
limit, then the solution will be abandoned, and the bee becomes 
a scout bee and randomly searches new food sources using Eq. 
(7). The new solution will replace the old solution that was 
abandoned. 

11. Save the best solution up to now 

12. Cycle = cycle + 1 

3. Proposed Method 
3.1. The Concept 

Optimized hyperparameter in this research consisted of 
sliding window size (h1), number of LSTM units (h2), dropout (h3), 
regularizer (h4), regularizer rate (h5), optimizer (h6) and learning 
rate (h7). Each hyperparameter has a different range of values. The 
concept of optimizing hyperparameter in the model that use LSTM 
using ABC is to make these hyperparameters as dimension of 
problems, thus there are 7 dimensions of the problem. Each 
combination of the 7 dimensions of the problem is a solution that 
represents a model that use LSTM. Those solutions in the form of 
a combination of hyperparameters are described as genes in a 
chromosome in the genetic algorithm as can be seen in Figure 2. 
Those solutions will be trained and then predictions will be made. 
The prediction results of the model is measured using RMSE and 
considered as the fitness function of a solution on ABC.  

h1 h2 h3 h4 h5 h6 h7 

 
Figure 2: dimension of hyperparameter (dimension of problem) 

Next, those solutions will be optimized by changing one of the 
values of the 7 dimensions of the hyperparameter randomly and 
then conducting training and prediction using the modified 
solutions. If the modified solution is better than previous solution, 
the solution will be updated. The process continues until the 
maximum cycle numbers specified in the ABC parameters setting 
is reached. 
3.2. Artificial Bee Colony – Long Short Term Memory (ABC-

LSTM) 
The hyperparameter optimization process on LSTM using the 

Artificial Bee Colony is carried out in following steps : 
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1. Randomly generate N initial solutions (food sources) using 
Eq. (7). In this case the solutions are hyperparameter 
combination for training LSTM. 

2. Conducting LSTM training using the initial hyperparameter, 
evaluating and memorizing the lowest fitness function, in this 
case is the RMSE value of the prediction 

3. Employee bee evaluates the RMSE produced by the initial 
solutions and tries to modify the hyperparameter combination 
to minimize RMSE using Eq. (8).  

4. Onlooker bees choose the best hyperparameter combination 
based on probability on Eq. (9) and Eq. (10) and try to modify 
the hyperparameter combination to minimize RMSE 

5. If the attempts to modify the hyperparameter exceeds the 
abandon limit value, the employee bee turns into a scout and 
creates a new hyperparameter combination using Eq. (7). 

6. The process is repeated until it reaches the maximum number 
of cycles and produces a hyperparameter combination with 
the smallest RMSE value. 

4. Experimental Results 

4.1. Data Collection 

Bitcoin prices dataset that was used in this research was 
downloaded from the coinmarketcap.com website. Historical data 
on downloaded bitcoin prices have daily intervals from December 
27, 2013 to January 21, 2019. Bitcoin price data traded using US 
dollar currency units. Historical data on bitcoin prices consisted of 
the opening price (open), the highest price (high), the lowest price 
(low), closing price (close), the volume of traded bitcoin (volume) 
and market capitalization as can be seen in table 2.  

Table 2: Illustration of bitcoin price dataset 

Date Open High Low Close Volume Market Cap 

27-Dec-13 763.28 777.51 713.6 735.07 
   
46,862,700  

   
8,955,394,564  

28-Dec-13 737.98 747.06 705.35 727.83 
   
32,505,800  

    
8,869,918,644  

29-Dec-13 728.05 748.61 714.44 745.05 
      
19,011,300  

     
9,082,103,621  

30-Dec-13 741.35 766.6 740.24 756.13 
   
20,707,700  

     
9,217,167,990  

31-Dec-13 760.32 760.58 738.17 754.01 
   
20,897,300  

     
9,191,325,349  

 

 
Figure 3: Bitcoin close price 

Figure 3 shows the historical movement of bitcoin prices, while 
figure 4 shows the historical movement of bitcoin trading volume. 
Highest bitcoin price and volume of bitcoin trading throughout 
history occurred in December 2017. Bitcoin prices and bitcoin 
trading volume were used as features in this research. 

 
Figure 4: Bitcoin traded volume 

4.2. Data Normalization 

In this step the dataset value was converted into data with a 
scale from 0 to 1 using MinMaxScaler in a Scikit Learn library. 
The dataset after normalization can be seen in table 3. The dataset 
was divided into 3 sections consisted of 80% training dataset, 10% 
validation dataset and 10% test dataset. Illustration of bitcoin price 
dataset after normalized can be seen in table 3. 

Table 3: Illustration of normalized bitcoin price dataset 

Date Open High Low Close Volume Market Cap 

27-Dec-13 0.03038 0.02846 0.02883 0.02883 0.00185 0.02009 

28-Dec-13 0.02907 0.02693 0.02839 0.02846 0.00124 0.01983 

29-Dec-13 0.02856 0.02701 0.02888 0.02935 0.00068 0.02048 

30-Dec-13 0.02925 0.02791 0.03025 0.02992 0.00075 0.02090 

31-Dec-13 0.03023 0.02761 0.03014 0.02981 0.00076 0.02082 
 
4.3. Feature 

Features that were used in this research consisted of the 
closing price of bitcoin and the volume of bitcoin traded as seen in 
table 4. 

Table 4: Features 

Feature Description 

P Bitcoin close price 

V Bitcoin traded volume 

Y Predicted Bitcoin price 

 
4.4. Hyperparameter 

In this step, hyperparameters selection were determined, along 
with variations in values. This optimized hyperparameters had a 
significant effect on the performance of the LSTM model. This 
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research optimized 7 hyperparameters with varying values. Breuel 
[27] and Greff et al. [28] compared the LSTM performance using 
various hyperparameters, and concluded that one of the most 
important hyperparameter was learning rate, because it had direct 
impact to model performance. Selected hyperparameters and the 
range values in this research can be seen in table 5. 

Table 5: List of optimized hyperparameter 

No Hyperparameter Range Value Interval 

1 Sliding Window Size 40 - 70 5 

2 Number of LSTM Units (neurons) 30 - 100 5 

3 Dropout 0.3 - 0.5 0.01 

4 Learning Rate 0.0001 - 0.01 0.0001 

5 Regularizer L1, L2, L1L2 - 

6 Regularizer Rate 0.005 - 0.02 0.001 

7 Optimizer rmsprop, adam, 
nadam - 

 
4.5. Environment and Parameter Setting 

These experiments were conducted on Google Colab using 
GPU accelerator. The models were created using TensorFlow. 
TensorFlow is an open source deep learning framework that is 
widely used for research and production. In this research were 
performed 30 experiments, where each experiment consistsed of 
approximately 210 models and each model used 512 batch size and 
1.000 epochs. 

ABC algorithm in this experiment used the parameter setting 
as in the table 6. 

Table 6: ABC parameter setting 

Parameter Setting 

Dimension 7 

Solution Number 10 

Population Size 20 

Limit 7 

Maximum Cycle Number 10 

 

4.6. Evaluation 

For evaluating the performance of all models with different 
hyperparameter combination that was performed in the ABC 
optimization, Root Mean Squared Error (RMSE) was used. RMSE 
is calculated using Eq. (11). RMSE is often used to evaluate the 
predictions of forecasting activities. The smaller the RMSE value, 
the more accurate the predictions. 

 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  �
1
𝑟𝑟
��𝑦𝑦𝑖𝑖 −  𝑦𝑦�𝑖𝑖�

2
𝑚𝑚

𝑖𝑖=1

 (11)  

4.7. Experiment result obtained using ABC-LSTM 

Figure 5 shows the convergence process of ABC-LSTM in 
obtaining a combination of hyperparameter that produced a 
prediction with the smallest RMSE value. From 30 experiments, 
where each experiment consisted of approximately 210 models, 
result 30 best models, the first ABC-LSTM best model was 
selected that produced the smallest RMSE value 
183.342117450547. The first ABC-LSTM best model had 
hyperparameter as follows: 
• Sliding window size = 60 
• Number of LSTM neurons = 65 
• Dropout = 0.31 
• Learning Rate = 0.0091 
• Regularizer = L2 
• Regularizer Rate = 0.014 
• Optimizer = RMSprop 

 

 
Figure 5: Convergence of the selected ABC-LSTM best model 

 

Figure 6: Boxplot of 30 ABC-LSTM best model performance 

Figure 6 shows the boxplot of 30 ABC-LSTM best model 
from 30 experiments while table 7 shows the descriptive statistics 
of the RMSE of ABC-LSTM best model from each experiment. 
Smallest RMSE value obtained is 183.3421175 and biggest RMSE 
value obtained is 240.8371386. 

4.8. Comparison with LSTM without optimization 

After obtaining the best combination of hyperparameter, 
comparisons conducted to model that use LSTM without 
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optimization or using standard hyperparameter. For model without 
optimization there were 7 experiments with sliding windows of 5, 
10, 20, 40, 60, 80 and 100, each with 60 runs. For the first ABC-
LSTM best model also with 60 runs. 

Table 7: 30 ABC-LSTM best  model performance 

Measure ABC-LSTM 

Mean 206.8833373 

Standard Deviation 13.31792151 

Best 183.3421175 

Worst 240.8371386 
 

 
Figure 7: LSTM (5) prediction and actual comparison 

 
Figure 8: LSTM (10) prediction and actual comparison 

 
Figure 9: LSTM (20) prediction and actual comparison 

 
Figure 10: LSTM (40) prediction and actual comparison 

 
Figure 11: LSTM (60) prediction and actual comparison 

 
Figure 12: LSTM (80) prediction and actual comparison 

 
Figure 13: LSTM (100) prediction and actual comparison 
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Figure 14: ABC-LSTM prediction and actual comparison 

Figure 7-14 shows a comparison graph between the actual 
price and the prediction price of bitcoin using model that use 
LSTM without optimization, and the first best ABC-LSTM model. 
ABC-LSTM model shows most similarity between prediction and 
actual price. 

 
Figure 15: Boxplot of comparison with benchmark models 

Table 8: Performance comparison 

Model Mean Deviation Std Best Worst 

LSTM (5) 368.62 125.94 236.17 929.33 

LSTM (10) 437.88 114.34 233.66 740.96 

LSTM (20) 488.13 124.33 246.52 912.74 

LSTM (40) 611.44 162.23 351.73 1292.90 

LSTM (60) 570.79 143.95 316.88 1080.47 

LSTM (80) 503.91 145.46 332.63 1201.08 

LSTM (100) 461.99 133.54 287.08 1347.78 

ABC-LSTM 315.96 131.02 189.61 903.01 
 

Figure 15 shows boxplot of comparison of model that use 
LSTM without optimization and the first ABC-LSTM best model. 
Prediction using the first ABC-LSTM best model produced the 
smallest RMSE value of 189.61. It also produced the lowest 

average RMSE value of 315.96. Performance of other models can 
be seen in table 8. 

5. Conclusion 

There were 2 features used in this study, bitcoin prices and 
bitcoin traded volume and 7 hyperparameters consisted of sliding 
window size, number of LSTM units, dropout, learning rate, 
regularizer, regularizer rate, and optimizer. From 30 ABC-LSTM 
experiments, the selected ABC-LSTM best model resulted RMSE 
of 183.34. The best ABC-LSTM model resulted best RMSE of 
189.61 compared to models that use LSTM without optimization 
resulted best RMSE of 236.17. This result showed that ABC-
LSTM model outperformed models that use LSTM without 
optimization. 

Besides ABC, another metaheuristic that is very popular used 
for optimization is genetic algorithm (GA). GA is one of the 
evolutionary algorithms where best solutions will be used as 
parents. Those best solutions will be bred to produce a new 
solution that is better than the parent solutions. In the next research, 
a comparison between optimizing hyperparameter on models that 
use LSTM using ABC and GA will be performed. 
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 A control of the greenhouse when it is connected to the photovoltaic generator is described 
in this paper. The greenhouse is modulated by differential equations while the temperature 
and humidity are regulated using the fuzzy logic controller. The photovoltaic system can 
supply maximum power for a specified voltage and output current. In addition, the fuzzy 
logic method is used to follow the maximum power point (MPPT) of a photovoltaic system. 
Our system consists of a solar module, a DC/DC converter with MPPT control, a DC/AC 
inverter and a three-phase induction motor. In addition, a direct torque control (DTC) of 
the induction machine which is utilized to control the ventilation flow rate. The state of 
control is displayed through the simulation results performed with Matlab / Simulink. 
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1. Introduction 

Renewable energies provide an alternative option because they 
can replace conventional resources in different industrial 
applications. Renewable energy is a very important factor in 
greenhouse production. Indeed, a significant amount of energy 
consumed is required for heating in winter and ventilation in 
summer. To ensure high quality agricultural production, [1] 
guarantee an optimum regulation of greenhouse climate in an 
ecological and energy-saving way. The main purpose of a 
greenhouse is designed primarily to regulate its indoor climate to 
optimize crop production and protect plants [2]. The temperature 
and humidity are regarded both as important control elements [3]. 
A great deal of research on the control of greenhouse climates was 
presented in [4]. 

Some of the causes of the difficulties in controlling 
greenhouses are the complexity of a physical greenhouse model as 
well as the relation between the control actions and the processes 
that will be controlled. Heating, ventilation, humidification and 
dehumidification systems are designed to regulate the climate 
inside the greenhouse and to prolong production all year round. 

Concerning the importance of indoor temperature and 
humidity, numerous regulation techniques such as the neural, 
fuzzy and adaptive regulation for optimizing the greenhouse 
environment have been used [5-7]. A PI technique was introduced 

in [8]. A neural network method was developed in [9] for the 
greenhouse system's complexity. [10, 11] was designed a 
regulation of the humidity and temperature in greenhouse by 
means of the fuzzy logic controller. Description of the Takagi-
Sugeno method of air temperature control has been provided in 
[12]. [13] was based on predictive control. 

For the intensive energy consumption in an agricultural 
greenhouse, it is important to find ways to reduce this 
consumption. In the following, a contribution to the management 
of energy consumption in an agricultural greenhouse through a 
photovoltaic ventilation system is proposed. 

In recent years, a rapid development in the industrial uses of 
DTC technology has been demonstrated. The reasons for this are 
its rapid torque response, its easiness and robustness in response to 
changes in rotor parameters. As compared to the vector control 
diagram, DTC has delivered the same high performance dynamics 
with a simplified controller design as indicated in [14]. Therefore, 
we have chosen this method to control the ventilation motor. 

The principal aim of this work is to contribute a high-tech 
control method and to ensure an appropriate greenhouse climate 
with lower energy consumption. First of all, a photovoltaic system 
will be developed. In a second step, we will present the greenhouse 
physical model. Then, we will introduce the fuzzy logic regulator 
used to control the indoor air temperature and relative humidity. A 
PV generator system is used to supply the ventilation motor via a 
DTC control using Matlab/Simulink software. 
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2. Photovoltaic modelling 

Photovoltaic solar energy is an advantageous technology that 
has several benefits: the availability also in rural areas and the ideal 
conditions for an environmentally sustainable and efficient 
greenhouse. 

2.1 Photovoltaic panel modelling 

A suitable solution for the production of all the power required 
by the photovoltaic generator.  A Matlab / Simulink modelling of 
the different parts of the system used. In general, the photovoltaic 
cell model is generally shown as a simplified circuit model 
equivalent, as illustrated by Figure 1, the equation is represented 
as follows [15]. 

ph d shI I I I= − −                                                          (1) 

phI  : Photocurrent independent of pvV  (or sR ), it is 
proportional to the incident flux (recombination generation rate) 
and diffusion lengths of the carriers, so it is linearly dependent on 
solar radiation and impacted by the temperature according to the 
following equation: 

( )ph sc L p ref
r

sI I k T T
s

 = + × − ×                               (2) 

𝑘𝑘𝐿𝐿: the short-circuit current coefficient / temperature 

Where 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 reference temperature, pT is the actual temperature  

S characterize the cell surface irradiation, (1000W/m2 is the 
nominal irradiation) 

𝐼𝐼𝑠𝑠ℎ: Current flowing through𝑅𝑅𝑠𝑠ℎ, if 𝑅𝑅𝑠𝑠ℎis very high, it becomes 
very low is independent of the voltage, and is given by: 

pv s
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sh

v I R
I

R
+ × 

=  
                                                     (3) 
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  ×
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𝐼𝐼𝑠𝑠  Diode reverse saturation current, and it is given by: 
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RsI : Saturation current, and it is given by: 

exp 1

sc
Rs

e oc

c ref

I
I

q V
A K T

=
 ×

−  × × 

                                      (6) 

Let us replace in equation (1) equations (3) and (4), the 
characteristic equation will become: 

( )
exp 1e pv s pv s

ph s
p sh

q V I R v I R
I I I

A K T R

  × + × + ×   = − − −   × ×     
(7) 

With: 

cA : The cell ideal factor which can be determined by the 
recombination mechanisms in the Load zone of space 

eq : is the electron charge (1.6025 x 10~19c) 

K: is the Boltzmann constant (1.38 10-23J/K). 

 
Figure 1: Electric model of the PV cell 

The PV module configuration (Kaneka D-SA060) is associated 
in series (4 modules) and placed in parallel (7 modules). Table 1 
summarises the photovoltaic generator parameters. [16]: 

Table 1: Kaneka GSA060 value parameters 

Parameters  Values 

Maximum Power 
𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚  

60W (+10/-5%) 

Cells per Module  61 
Voltage (𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚) 67V 

Current ( 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚) 0.91 A 

OC voltage ( 𝑉𝑉𝑜𝑜𝑜𝑜) 91.8 V 
SC Current ( 𝐼𝐼𝑜𝑜𝑜𝑜) 1.19 A 
Shunt Resistance 𝑅𝑅𝑠𝑠ℎ 254.8279 ohm 
Series Resistance 𝑅𝑅𝑠𝑠 16.135 ohm 

 
The system studied is composed by the PV generator and the 

DC-DC converter. DC-DC converter is controlled by the duty 
cycle generated by MPPT command based on fuzzy method. The 
variation of solar radiation and outdoor temperature that was 
measured on March 11th is shown in Figures 2 and 3. 

 
Figure 2: The radiation profile (11/03) 
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Figure 3: The profile of the outside temperature (11/03) 

2.2 DC-DC boost converter modelling 

The Boost converter is utilized in this task to augment the 
output voltage in relation to input voltage. Similarly, we also use it 
follow PPM tracking from the proposed control [17]. 
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Figure 4: The electric model of DC-DC boost converter 

2.3 Maximum Power Tracking Method 

To control a Boost converter, we used the Fuzzy Logic method 
as this method is very practical and requires fewer measured 
parameters. 

 The Fuzzy Logic controller  
This command is designed to track the points of the maximum 

power. This command has the advantage of being robust. There are 
three steps considered to define the fuzzy controller concept: the 
fuzzification, the inference rules and the defuzzification [18], [19]. 

• The Fuzzification 
This phase converts a physical variable into a linguistic 

variable. For every physical step, there is a degree of membership 
of a linguistic variable. 

• The Rules of inference 
This rule determines the controller's output signal in relation 

with the signals of input: those are indicated as "IF THEN". In 
fuzzy rules, operators "AND", "OR" intervene. For each rule, 
which is inserted by "THEN", the conclusion establishes a link 

between the membership factors of a premise to the membership 
function of the output variables. 

• The Defuzzification 
This step converts fuzzy output ensembles into physical 

variables suitable for such a process. Numerous defuzzification 
techniques exist, "centre of gravity" method is selected and 
described in the following equations: 

𝑥𝑥𝑜𝑜𝑜𝑜𝑜𝑜 =  ∫𝑚𝑚𝑥𝑥(𝑚𝑚)𝑑𝑑𝑚𝑚
∫𝑥𝑥(𝑚𝑚)𝑑𝑑𝑚𝑚

                                                                    (10) 

𝑥𝑥𝑜𝑜𝑜𝑜𝑜𝑜 : Output value. 𝜇𝜇: Membership degree 

• The fuzzification  
In this step, we aim at designing a fuzzy controller using 

Perturb and Observe method. 

Input variables are:  

𝐸𝐸𝑣𝑣(𝑘𝑘) = 𝑉𝑉𝑝𝑝(𝑘𝑘) − 𝑉𝑉𝑝𝑝(𝑘𝑘 − 1)                                              (11) 

𝐸𝐸𝑃𝑃(𝑘𝑘) = 𝑃𝑃𝑝𝑝(𝑘𝑘) − 𝑃𝑃𝑝𝑝(𝑘𝑘 − 1)                                              (12) 

 

Figure 5: linguistic variable Ev (k) 

 

Figure 6: linguistic variable Ep (k) 

• The inference Rules 
The inference rules are described below: 

Table 2: Rules of inference 

Rules Ep Ev D 

1 p P z 

2 p N Gp 

3 p Z p 

4 Z Z P 

5 Z N P 

6 z P p 
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7 N P Gp 

8 N N z 

9 N Z p 

• Defuzzification 
In Defuzzification we select the "centre of gravity" method that 

uses a single output variable called duty cycle D. 

 
Figure 7: The Output of linguistic variable D (k) 

 
Figure 8: Output power supplied by the PV generator 

3. Greenhouse Climate Model and Control 

3.1. Model of the greenhouse  

Inputs and outputs of a suggested model as shown in the next 
diagram. Input variables: MVα  the ventilation system, wMV  the 
heating system and fogMV the fogging system, and the measured 
perturbations of wind speed, solar radiation, outdoor humidity and 
temperature [20]. 

The outputs variables: intT indoor air temperature, intH the 
indoor relative humidity. 

 
Figure 9: Model of the Greenhouse climatic [20] 

3.2. Proposed model 

• Heat Balance 
In this section, we introduce the dynamic model of air 

temperature and thermal mass temperature inside greenhouse 
through the use of equations (1) and (9) [21]. 

( )i
i p ss cc mm sat ee nn v h

dT
v c Q Q Q C Q Q Q W

dt
ρ = − + − + − +

(1) 

Knowing that: 

0ss iQ A Sτ=
                                                                   (2) 

Equation (2) is the solar energy delivered to the air volume. 

( )cc i c i oQ A A T T= −
                                                      (3) 

Equation (3) is the energy transfer through conduction and 
convection processes. 

( )mm i m iQ A h T Tm= −
                                                  (4) 

Equation (4) is the energy exchange between the thermal mass 
and the inside air. 

ee cQ Eλ=
                                                                      (5) 

Equation (5) is the energy loss from culture evapotranspiration. 

nnQ fogλ=
                                                                     (6) 

Equation (6) is the energy loss by the nebulization. 

( )v p i oQ c G T Tρ= −
                                                      (7) 

Equation (7) is the energy exchange from window ventilation. 

max100
w

h
MV

W W=
                                                         (8) 

The energy supplied by the heating system is provided by 
equation (8). 

In addition, we describe in (9) the temperature of the thermal 
mass inside the greenhouse:   

m
i m sm mm ff

dT
AC Q Q Q

dt
= − −

                             (9) 

Knowing that:               

sm m sQ Qα=
                                                               (10) 
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Equation (10) is the energy absorbed by the thermal mass by 
day. 

m ref
ff i a

ref

T T
Q A k

Z
 −

=   
                                             (11) 

Equation (11) is the energy loss through the ground. 

• Humidity Balance  
Equation (12) determine the model of the humidity indoor the 

greenhouse [21]. 

( )i
i vv sat c

dX
V F C E fogg

dt
ρ = + +

                          (12) 

vvF is the water rate in the air change flow determined by (13): 

( )vv o iF G X Xρ= −
                                                    (13) 

cE is the crop evapotranspiration determined by (14): 

( )2

1

i n p i
c

A R L c D gwb
E

gwb
gws

ρ

γ λ

∆ +
=

   
∆ + +       

                                   (14) 

fogg  is the water rate of the fog system explained by (15): 

max100
fogMV

fogg fog
 

=  
                                          (15) 

 

Figure 10: Wind speed (11/03) 

 

Figure 11: The outside Humidity (11/03) 

 

Figure 12: The results of the air temperature indoor greenhouse (11/03) 

 

Figure 13: The results of the soil temperature indoor greenhouse (11/03) 

 

Figure 14: The results of the humidity indoor greenhouse (11/03) 

Figure 10 illustrates the wind speed as measured on March 11th, 
while Figure 11 shows the outdoor humidity as measured on the 
same date. 
Figures 12, 13 and 14 present simulation results for indoor air 
temperature, inside soil temperature (°C) and humidity (%). 
The same greenhouse climate conditions as detailed above in [22] 
were utilized. That is situated in C.R.T.EN in Tunisia. Greenhouse 
axes are aligned in parallel with the East-West orientation. Its 
dimensions are 12.5 metres long, 8 metres wide and 3 metres high. 

3.3. Fuzzy logic controller 

Fuzzy logic controller is a sturdy methodology, and its theoretical 
method of development has been viewed as an interesting solution 
for a number of different engineering problems. This is thanks to 
its remarkable properties such as ruggedness, simplicity and 
flexibility. The fuzzy command is chosen since it is well suitable 
for multivariable non-linear systems [23, 24]. The methodology is 
based on three steps: Fuzzification, inference rules and 
defuzzification [25-27].  

The principal purpose of the system is to control the climate 
inside greenhouse and to enhance its performance. 

The fuzzy controller input variables are as follows: 
Where:   

( )intint ; ; ; ;desiredT T T Nb Nm Z Pm Pb∆ = − ∈   
Outside temperature ∈ (Pm; Z; Pb) 
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( )intint ; ; ; ;desiredH H H Nb Nm Z Pm Pb∆ = − ∈  
Outside humidity ∈ (Pm; Z; Pb) 
Where: 

: _
: _

:
: _
: _

Nb Negative big
Nm Negative medium
Z Zero
Pm Positive medium
Pb Positive big









 

: _
:
: _

Pm Positive medium
Z Zero
Pb Positive big







 

There are three output variables: heating rate (Heating), 
ventilation rate (Ventilation) and humidification rate 
(Humidification). 

(Heating, ventilation) (Zero, medium, high) 
(Humidifier) (Zero, Medium, High) 

The fuzzy inference method is the Mamdani or the defuzzification 
technique used is based on the centre of gravity method. 

 

Figure 15: Membership functions of temperature error ( intT∆ ) 

 
Figure 16: Membership functions of Outside Temperature 

 

Figure 17: Membership functions of humidity error ( intH∆ ) 

 
Figure 18: Membership functions of the Outside Humidity 

 
Figure 19: Membership functions of the heating rate 

 
Figure 20: Membership functions of the ventilation rate 

 

Figure 21: Membership functions of humidifying rate 

Figures 15, 16, 17 and 18 illustrate the input variables of fuzzy 
logic regulator. 
Figures 19, 20 and 21 present the output variables of fuzzy logic 
regulator. 
 
4. DTC strategy 

The ventilation technique currently used is based on the on-off 
control [28, 29]. The major disadvantage is high energy 
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consumption. Indeed, at the beginning of the ventilator motor, a 
large quantity of energy is required to reach maximum speed to 
reduce the temperature at the desired value. Therefore, using 
variable speed ventilation rather than the on-off control is more 
energy efficient. 

In this work, a photovoltaic energy ventilation system is 
proposed, using the DTC direct torque control to regulate the 
ventilation motor as shown in Figure 22. 

We used the DTC to regulate the motor that causes the 
ventilation. The greenhouse studied is equipped with a ventilation 
system based on a three-phase asynchronous motor with nominal 
power (705w) 

Both the torque and flow technique can be changed rapidly by 
adjusting their settings. It also has high dynamic performance, a 
smaller switching frequency and consequently lower losses. This 
section focuses on a presentation about the photovoltaic ventilation 
system. This consists of a three-phase asynchronous motor with a 
fan as load torque. Such a load can be explained as a quadratic 
function [30] of motor speed as described in equation (1). 

2
m mT k w= ×

                                                              (1) 

With:  
mT  :  Mechanical torque 

mw : Motor speed  
K is the constant that can be calculated by the equation (2).  

2 2 2m n m n m nP T w= ×
                                                         (2) 

Where:  

2m nP : Mechanical power  

2m nT : Mechanical torque 

2m nw : The speed of the motor in its nominal state. 

 

Figure 22: The block diagram of DTC for three-phase (IM) drives. SVM: space 
vector modulation 

The DTC method is a technique that is utilized in variable 
frequency drives in order to regulate both the torque and the speed 
of three-phase electric motors. 

This consists of determining a magnetic flux and motor torque 
estimate from the measured motor voltage and current. The basic 
diagrams of DTC Diagram for three-phase asynchronous motors 
with a speed regulation circuit are displayed in Figure 22. 

The torque value is calculated by a proportional integral 
controller whose equation is expressed in equation (3). 

1
.ref P

i

T K W
T W dt

 
= ∆ + 

∆  ∫                                     (3) 

ΔW is used to determine the difference between the speed 
reference and the motor's actual speed. The ventilation system 
speed setpoint is coupled to an air flow rate by using the ventilator 
law through a linear formula specified by equation (4). 

3V W D= ×                                                                      (4) 

With:  
V: the requisite air flow rate; W: motor speed; D: fan diameter 

5. Simulation and discussion 

Figure 23 presents the results of the simulation of the fuzzy 
regulation of the greenhouse air temperature. There are two 
reference temperatures used as thermal conditions for optimal 
plant growth: 28°C during the day, 15°C in the night. Simulation 
results, illustrated in Figure 24, indicate that the humidity is 
maintained at about 70% of the desired value. Heating, ventilation 
and humidification rates are shown in Figures 25, 26 and 27 as 
well.  

 

Figure 23: Results of greenhouse temperature with the controller Fuzzy Logic 
(11/03) 

 

Figure 24: Results of greenhouse humidity with the controller Fuzzy Logic 
(11/03) 
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Figure 25: MVw [%] 

 

Figure 26: MVα [%] 

 

Figure 27: MVfog [%] 

 

Figure 28: The results of ventilation rate and the motor speed 

The principal contribution in this document consist on the 
development of photovoltaic energy to reduce the overloading of 
the electricity grid. On the basis of this compromise, Variable 
speed fan is introduced utilizing the (DTC) to support robust 
control of ventilation rate. Figure 28 illustrates the tracking of the 
motor speed. The results of the simulation demonstrate that the 
motor speed responds to the air flow requirements which reveal the 
robustness of the DTC controller. We observe that when the power 

delivered by the PVG is not sufficient to ensure the operation of 
the motor, the speed of the motor is returned to zero, for this 
purpose, a battery will be used in a future work to stock the energy 
by day when solar radiation is relatively high. 

6. Conclusion 

In this work, we presented a model of a PV generator. Then, 
we developed the greenhouse climate modelling using the fuzzy 
logic controller to regulate temperature and relative humidity 
indoor greenhouse. In addition, we studied the DTC regulated 
ventilation motor, which is powered by a PVG, in order to decrease 
the overconsumption of energy. The suggested approach to energy 
conservation has been built on the DTC of the variable speed 
ventilation motor system supplied by the PVG to ensure robust 
control. The simulation results show that the power delivered by 
the PVG, shown in Figure 8, reaches a 1400 Watt when radiation 
is intense. The power delivered by the PVG is sufficient to ensure 
the operation of the motor (705 W), as shown in Figure 28. The 
results achieved in this paper demonstrate the effectiveness of both 
the fuzzy controller and the DTC control. The suggested system 
aims to minimize the utilisation of use of the utility of the grid. 

Table 3: List of symbols, values and units 

A Windows area [50m²] 
A Constant for the renewal of the 

volumetric flow 
Ac Conduction and convection loss 

coefficient 
Ai Greenhouse area [100m²] 
Cm Heat capacity of the thermal mass 
Cp Heat capacity of the air [1003J Kg-

1 °C-1] 
Csat Air saturation value 
Di Water vapor deficit in air 
Ec 
 

Evapotranspiration of crops 

fogg 
 

Water flow rate of fogging system 

Fvv 
 

Water rate in the air change flow 

G 
 

Renewal air flow 

gwb 
 

Boundary-layer conductance 

gws Stomatal conductance 
hm 
 

Coefficient of conductivity between air 
and thermal mass 

Hi Indoor relative humidity 
Ho 
 

Outdoor relative humidity 

L 
 

Leaves area index 

MVfog 
 

Fogging system manipulated variable 
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MVw 
 

Variable for adjusting the heating 
system 

MVα 
 

Variable manipulated for opening 
windows 

psat Pressure of saturation 
p 
 

Pressure in the atmosphere [98.1 kPa] 

Qcc 
 
 

Conduction energy exchange and 
convection phenomena 

Qee 
 
 

Evapotranspiration of crops causes 
energy loss 

Qff 
 

Ground energy loss 

Qmm  
 

Exchange of energy with thermal mass 

Qnn 
 

Nebulization energy loss 

Qss 
 

Solar energy provided to the air volume 

Qsm  
 

Energy absorbed by the thermal mass 
by daytime 

Qv  
 
 

Energy exchange through window 
ventilation 

Rn 
 

Crop absorbs solar radiation 

So 
 

Solar radiation 

Ti 
 

Indoor temperature 

Tm 
 

Temperature of thermal mass 

To 
 

Outdoor temperature 

Tref  
 

Soil temperature at reference depth 

Vi  
 

Volume of the greenhouse [300m3] 

V Wind speed 
Wh 
 

Heating system energy 

Wmax  
 

Heating system maximum power 

Xi 
 

Absolute indoor humidity 

Xo 
 

Absolute outdoor humidity 

Xsat 
 

Absolute saturation humidity 
 

Xsat 
 

Absolute saturation humidity 
 

Zref 
 

Reference depth 

α 
 

Window opening angle 

Δ 
 

Water vapour saturation slope 

γ 
 

The psychometric constant 

λ 
 

Latent heat of vaporization 

ρ 
 

Air density [1.25 Kgair m-3] 

Τ Greenhouse transmission coefficient 
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 In the past decades, various ideas have proposed for reconductoring of overhead lines to 
enhance power transmission capacity considering growing energy demand. Conventional 
method of reconductoring is use to take couple of weeks but availability of shutdown for a 
prolong period is a major constraint in line uprating. Emergency restoration structure 
(ERS) is effective to deliver such challenging task within hardly 4-5 hours line shutdown 
only. This quick restoration and easiness is mobility features are making ERS versatile for 
restoration even after any natural disasters. In this article, a case study of 132 kV 
restorations is described as a conceptual proof of concepts. Successful execution of this 
project resolved a 400 kV transmission line hindrance between Atur and Indira Puram since 
March 2017 and was likely to remain idle due to a 132 kV single circuit transmission line 
crossing its route. 

Keywords:  
ERS, Bypass line 
Reconductoring 
Modular structure, Emergency 
Restoration 
Power transmission services 

 

Nomenclature 

eA  effective surface area of structure   

B  base width of ERS  
b  arm length of ERS  

aC  amplification factor  

fC  overall force co-efficient   

FC  shape co-efficient   

gC  gust response factor  

iE  expenditures  

F  wind force  

H  structure height  

GH  wind gradient     

i  years count  

0k  factor of conversion  

1k  probability factor of risk   

2k  factor of terrain roughness   

3k  factor of site topography  

m  overturning moment   
*Sushri Mukherjee, Research Engineer, Supreme & Co. Pvt. Ltd., W.B., 
India, Contact No: 8372834629 & Email ID: sushri.engg@supreme.in 

 

   
p  surface contact pressure  

sP  ultimate pull out force 

tP  anchor surrounding force  

uP  shearing stress 

r  discounting rate   

iR  factor of probabilistic cost  

S  conductor stringing load 

TS  total structural area 

GV  wind speed 

hV  wind speed at certain height  

HV  wind speed above ground level  

bV  regional basic wind speed 

dV  design wind speed  

rV  reference wind speed 

w  failure zone effective soil weight 
𝛼𝛼 wind speed inequality co-efficient 
ϕ  structural solidity ratio 
ρ  air density 
1/ λ  increase in velocity exponent with height  
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ERS emergency restoration structure 
FoS factor of safety  
MDD maximum dry density 
MSPT maximum bearing test of soil 
NPV yearly expenditures net present value 
OMC optimum moisture content of soil 
RoW right of way 
R&D research and development 
SPT standard penetration test  
T&D transmission and distribution 
UTS ultimate tensile strength 

 
1. Introduction 

1.1 General 

In the era where power became basic necessity, it becomes 
essential for utilities to strengthen their infrastructure for 
accommodating the changes posed by deregulation and transfer 
reliable power to the consumers [1]. Pressure on the existing 
network to transfer more power has led to transmission line 
congestion. These issues could be addressed by uprating as it 
allows considerable increase in power transfer capability within 
the existing infrastructure. It’s troublesome as shut down is 
required for reconductoring as these lines are invariably over 
loaded. The primary concern in emergency restoration is to revive 
the transmission network and get the line charged and back into 
operation within the stipulated time frame. These are the key 
objectives that compelled the development of an Emergency 
Restoration Structure (ERS). 

 

Figure 1: Flowchart of power restoration by conventional method 

The Indian Power Grid has developed more complex after the 
resolution of “One Nation One Grid” by the Central Government. 
The T&D industries are enduring with R&D challenges like - 
reliability maintenance, useful life expansion, enhancement of 
transmission capacity by upgrading/uprating and public & 
employee safety [2-4]. The overhead transmission lines are 
covering miles of distance thus; it is exposed to several weather 
related calamities (e.g., speedy wind, heavy rain, cyclone etc) 
throughout the wide area [5-7].  Unavailability of electricity due to 
any of these reasons or may be due to regular maintenance purpose 
may cause inconvenience to the consumers’ along with financial 
loss to the service provider [8-16]. These issues could be resolved 
by improving grid resiliency using ERS bypass arrangement. The 

proposed ERS usage less time and RoW in compare conventional 
method of restoration considering following steps (as presented in 
Figure 1). 

Now-a-days, most of the transmission lines are functioning 
inefficiently due to decay in the transmitting property. 
Rejuvenation of aging transmission infrastructure is required to 
boost its efficiency. The key challenges faced by any power 
transmission system are as below: 

• Transmission line congestion 
• Fewer private players 
• Lack in investments 
• Strategic planning unavailability 

Transmission line utilities are always trying to reduce customer 
minutes lost and to avoid any concurrent financial losses [17]. 
They are always investing in quick restoration technology; even 
they are getting their manpower trained to counter devastation on 
emergency basis caused by natural disasters. Previously, such 
investment was required on a case specific critical components 
inventory. This led to a major chunk of financial reserves 
availability to handle such situations [18, 19]. The interchangeable 
modular ERS structure could be easily transported to even difficult 
locations and can be reused in future exigencies. The ERS could 
reduce the inventory of spare towers substantially by using it as 
temporary service. The installation of ERS was being optimized to 
overcome site challenges and reduce labour effort with rigorous 
installation and minutely observing the safety parameter as well 
enhancing the speed of the process. In this paper, a case study of 
400 kV transmission line between Atur and Indira Puram, 
abandoned since March 2017 and was likely to remain idle due to 
a 132 kV Single Circuit Transmission line crossing its route. 

1.2 Motivation behind the Present Study  
Pressure on the existing network to transfer more power has led 

to transmission line congestion. These issues could be addressed 
by uprating as it allows considerable increase in power transfer 
capability within the existing infrastructure. It’s troublesome as 
shut down is required for reconductoring as these lines are 
invariably over loaded. The primary concern in emergency 
restoration is to revive the transmission network and get the line 
charged and back into operation within the stipulated time frame. 
These are the key objectives that compelled the development of an 
ERS tower [20-22]. 

1.3 Paper Layout 
In continuation of aforementioned discussions, remaining 

study has been presented in succeeding sections. Section 2 presents 
development of modular ERS structure; while Section 3 deals with 
reconductoring using ERS, Section 4 focused on overhead 
transmission line restoration; Section 5 presents observation of the 
Case Study and finally, the paper has been concluded in Section 6. 
2. Development of ERS Module 

A quick restoration of power using ERS tower could be made 
based on certain aspects [23-24], which are as under:  

2.1 ERS Design Considerations 
A case study has been done on an executed project for 

UPPTCL. In this paper, the guyed ERS towers were deployed for 
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reconductoring purpose under influence of varying wind speed in 
between the wind zone 30-55 m/s up to30 m height of tower as 
per IS:875-1987(Part III).The proposed structure sustained a 
major bending moment of lateral forces under influence of both 
tensile and compressive forces. There is optimal allocation of guy 
wires are required to gain stable workability of the structure. The 
project was successfully delivered on 5th June, 2017. The whole 
study could be co-related with following formulations: 

 

Figure 2: ERS structures’ isometric view 

According to metrological requirements of the site, the 
referred wind speed [25-28] could be given by (1), 

0

b
r

V
V

k
=  (1) 

Designed wind speed [25-31] of the ERS set up could be 
given in (2), 

1 2 3d rV V k k k=  (2) 

As per Devenport formulations for wind gradient is given by 
(3) [25-28]. Torsion wind load is shown in Figure 2, 

H G
G

HV V
H

α
 

=  
 

 (3) 

The sectional view shows the side view of the single plane 
which has oval hollow section to optimize the weight and reduce 
effective wind pressure on the section. In order to prevent 
deformation of the structure several construction optimization 
was done. Significant features of ERS have been briefed as below: 

• Erection is very quick due to modular and 
interchangeable section. 

• Minimum numbers of component and identical fittings 
to reduce identification and segregation process. 

• Quick installation with minimum power interruption and 
cost effective. 

• No need of special foundation or tools. 
• Erection is possible in any kind of soil and terrain. 
• Compatible with 66 kV-765 kV stringing. 

 
Figure 3: Sectional front view of the ERS module 

Wind force [29] imposing on ERS module is given by (4), 

f eF C pA=  (4) 

Dynamic pressure [29], considering design variables is 
formulated by (5), 

12

2
g F a hC C C V Hp

h
λρ  =  

 
 (5) 

As per Ryle’s formula, the ERS base width could be presented by 
equation (6) [29], 

0.013B m=  (6) 

For maintain FoS at 32o C  , the conductors’ tension without any 
external load should not exceed 35% of the specified UTS. 
However, this percentage shrinks to 25% under loaded condition. 
Aspect ratio is 65.93 of the ERS modular tower as shown Figure 
3 and it can be formulated as in (7) [29], 

TS
Hb

ϕ =  (7) 

Pull out forces to evaluate anchoring of ERS can be formulated 
by equation (8), 

u s tP P P w= + +  (8) 

As per CIGRE, the costing NPV of the undertaken project could 
be formulated by (9) [30, 31], 

0

( )
(1 )

n
i i

i
i

E R
NPV

r=

+
=

+∑  (9) 

2.2 ERS towers’ Hardware Integration  

The ERS tower comprises of multiple components, each of 
these (as portrayed in Figure 4) are equally important and 
designed for meeting emergency requirements of the overhead 
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line. Each modular columns (height: 3 m) are identical and 
fabricated of high strength steel, so they can be easily mounted 
without following any particular sequence of the complete tower. 
Foundation plates are designed such it can allow distribution of 
weight to the ground with minimum load bearing capacity. There 
was one articulated gimbals joint, which allow linking between 
foundation plate and sections. The composite insulators were used 
to reduce RoW issues although at higher voltage levels.  

 
Figure 4: Generalized ERS Set Up. 

3. Overhead Transmission Line Restoration 

This paper briefly presents a case of electricity transmission 
from Loni to Mohan Nagar division (UP, India) under following 
subsections: 

3.1 GIS Mapping of the Site  

The ERS tower has been utilized at UPPTCL site to re-build 
132 kV lines confronting flyover, water passage and street 
intersections, separately (depicted in Figure 5). However, 132 kV 
overhead lines was thwarting hanging of 400 kV transmission lines, 
as height of that line was 51 m from the top most earth wire. 

 
 

Consequently, a restructuring was made to curtail height of 132 
kV by de-amassing second tower (ref to Figure 5) such that, the 
400 kV line can be set back on it. Total three ERS towers have 
been utilized to bypass. Usually, three weeks supply interruption 
could have been there with conventional method for restoration but 
application of ERS has delivered this project by 5 hours only. 
Before initiating execution work of this project, a extensive site 
survey and planning was done to accomplish this project.  

 
 

Figure 5: Ghaziabad site restoration layout 

3.2 Deployment of Restoration Works 

In the current work, three ERSs (height: 30m) were deployed 
based on the requirements of the specific site UP state, in order to 
meet resilience and sustainability of bypass arrangement [28]. The 
analysis of stringing arrangement was performed using   PLS 
CADD software tools. The complete solutions for line restoration 
or construction of any kind of bypass line by using ERS tower on 
rental or end to end services basis is being provided, as we have a 
dedicated team of execute the work. It involves several steps for 
the enactment of the ERS installation: 

Step-1: The initial step involves site survey of the installation site. 
There are various factors that are taken into account 
before the installation. A dedicated team is at the first 
analyses and collects information regarding site. It 
includes the information such as accessibility to the site, 
existing tower to ERS tower clearance, RoW clearance, 
layout of the site, span length etc. Site accessibility also 
helps to pre-determine the anchor to be used for the type 
of soil as well kind of tools. After the examination 
process and collection of all the details, the project 
engineers proceed towards the next step. The load 
assessment is done by the design team as per the side 
condition and feasibility. 

Step-2: The second step involves material transportation such as 
the modular sections and all the equipment that are 
required for the proper guying and installation of the 
tower.  

Step-3: The third step includes the installation part. Most 
importantly the major advantage of our ERS towers is 
that civil foundation is not required. The tower is entirely 
supported using guy wires. Hence, it is essential that all 
the guy wires are properly anchored to the soil. Our team 
took this as a challenge and developed different kind of 
anchors that would support the structure for different soil 
conditions.  

Step-4: After the installation of ERS base the gimbals joint is then 
attached to it and with the help of it modular section is 
installed. Gin poles are used for lifting the next modular 
sections one by one.  

Step-5: For stabilizing the tower guy arrangement has been used. 
After that all the hardware are installed and conductor 
stringing is done. Some extra wires are removed to ease 
the congestion along the axis of the conductor since the 
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tensioned conductor support the tower followed by 
inspection and joint commissioning to charge the line. 

 

The overhead transmission line has been circumventing from 
tower-1 to that of -2 by a new root as mapped in Figure 6(a) and 
erected line was shown in Figure 6(b).  

 
Figure 6(a): Bypass arrangement routing layout 

 
Figure 6(b): Flyover and river crossing 

The range existences between re-steered lines are customary 
cross section tower-1 to ERS-1: 111 m, ERS-1 to -2: 93 m, ERS-
2 to -3: 229 m lastly ERS-3 to regular lattice tower-3: 250 m. In 
continuation with site overview, skilled team with their tools 
deployed to pursue the project.  

 
Figure 7: Characteristics of MSPT test for soil sample-1. 

4. Observations from Case Study 

The heavy compaction test has been tested for soil samples 
taken from location-1 and -2 while; light compaction test is found 
to be appropriate for location-3. These types of test were carried 
out to check MDD and OMC of soil as per IS: 2720 (Part VIII) 
1983. The field dry density core cutter testing method complying 
IS:2720 (Part VII & XXIX) has been performed across the field 
at each location as shown in Table 1.   

Table 1: Field test findings from core cutter method.  

Parameters Sample- 1 Sample- 2 Sample-3 
Field BD (gm/cc) 1.93 1.91 1.92 
Field MC (%) 4.79 6.16 4.82 
Field DD (gm/cc) 1.84 1.80 1.83 
DD ( % of MDD) 98.39% 96.25% 97.86% 

 
 

Figure 7: MSPT test characteristics of soil sample-2. 

The recorded test findings of moisture content and dry density are 
provided in Table 2 and their graphs are plotted in Figure 7-9. The 
interesting outcomes (OMC & MDD) are highlighted by 
boldfaced in the subsequent column of Table 1. The compaction 
test observations exceeding 95% of the MDD; thus, the site was 
viable to erect the ERS tower.  

 
Figure 8: SPT test characteristics of soil sample-3 
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Table 2: Results obtained after compaction test 

 
Table 3: Site specific benefit comparison 

S. 
No. 

Particulars Restoration 
using ERS 

Conventional 
restoration 

1 Structural footprint <1 m2  36-64 m2 
2 Foundations of 

structure 
Not 
required. 

Depth: 2-4 m 

3 Angle of protection 65o  30o  
4 Down time of supply 5 Hours 20 Days 
5 Average value of  

power flow 
5 MW 5 MW 

6 Generation loss/day 120000 
Units 

120000 Units 

7 Unit price INR 2.5 INR 2.5 

After execution of this project, a cost-benefit analysis was 
made (given in Table 3) to ascertain future scope of ERS in 
service customers.  
 

5. Conclusion 

Indeed, even in open vitality markets, electricity transmissions 
are normally considered as a usual monopoly and sometimes bring 
contests among investors. This starts leapfrogging of new ideas so 
as to get by in the aggressive power industry. Thusly, development 
of ERS gives an elective potential answer for detour the customary 
transmission tower for rebuilding just as line reconductoring. Line 
uprating proves to be a smart solution to cater the increased loads 
on existing transmission lines. However, this exercise is 
problematic as the shutdown required for reconductoring cannot 
be provided as those lines are already critical. This exercise helped 
in completing a project which would evacuate 580 MW lines 
where substantial investment was already made on 98% stretch of 
the line and associated substation would have remained idle for 

indefinite period. Project milestones and achievements are 
concluded as below: 

• Line Crossing: Stringing was challenging as the line had 
a flyover, a river and a highway crossing 

• Delay in Shutdown: Even after installing the ERS, re-
tapping was frenetic due to shutdown required for 2 
hours from UPPTCL was difficult. 

• No Heavy Machinery: No heavy machinery or earth 
movers were introduced for execution of above, other 
than for transportation, which depicts the agility of the 
system. 

• Challenging Feat: The bypass line across the highway 
was done without any disruption of highway traffic even 
for a minute. 

• Rough Weather: There was stormy wind after erection 
but no damage was made to the ERS. 

Conflict of Interest 

Authors are declaring that there is no conflict of interest with any 
other individual or organization. 

Acknowledgement 
The project shown as a case study was done for UPPTCL, India. 
Authors are thankful to Mr. Arup Das (SCPL) and Mr. Prakash 
Reddy (SCPL) for their active co-operation. 

References 

[1] “World Energy Outlook Special Report : India Energy Outlook” International 
Energy Agency, 2015. 

[2] O. H. Abdalla, T. M. Alkhusaibi, M.A. Thani, M. N. Alkhusaibi, “Restoration 
of a 132 kV Over Head Transmisssion Line affected by Tropical Cyclone 
Gonu in Oman” in IEEE Proc. Transm. Distrib. Conf. and Expo., 1-5, 2008. 
DOI: 10.1109/TDC.2008.4517063 

[3] L. N. Agrawal, P. E. Erickson, “Planning and Training reduce Restoration 
time for damaged transmission lines in Inida” in Int. Proc. on Transm. and 
Distrib. Constr., Oper.and Live-Line Maint., 101-108, 2000. DOI: 
10.1109/TDCLLM.2000.882807 

[4] M.I. Khan, D. Prasad, K. Sarkar, S. Mukherjee, P. Barua, H. Agarwal, 2019, 
March. Finite Element Modeling of 400 kV ERS Bypass Transmission Line 
Quantifying Installation Difficulty. In 2019 IEEE PES GTD Grand 
International Conference and Exposition Asia (GTD Asia) (pp. 526-531). 
IEEE. 10.1109/GTDAsia.2019.8715871 

[5] D. Prasad, R. Kumaran, G. Agarwal, P.K. Reddy, Md. I. Khan, 2016. 
Emerging Solutions for Line Compaction. CIGRE India Journal, 5(2), pp. 21-
26.  

[6] S. Mukherjee, D. Prasad, Md. I. Khan, P. Barua, H. Agarwal, 2019. Hexa 
Spacer Damper for Vibration Energy Decaying of 765 kV Transmission Line. 
2nd International Conference on Innovations in Power and Advanced 
Computing Technologies, i-PACT-2019, on 22nd - 23rd March, 2019 at 
Vellore Institute of Technology, Vellore, India. 

[7] D. Prasad, V. Mukherjee, 2016. A novel symbiotic organisms search 
algorithm for optimal power flow of power system with FACTS 
devices. Engineering Science and Technology, an International Journal, 19(1), 
pp.79-89. 10.1016/j.jestch.2015.06.005 

[8] D. Prasad, A. Mukherjee, V. Mukherjee, 2017. Application of chaotic krill 
herd algorithm for optimal power flow with direct current link placement 
problem. Chaos, Solitons & Fractals, 103, pp. 90-100. 
10.1016/j.chaos.2017.05.037 

[9] D. Prasad, A. Mukherjee, G. Shankar, V. Mukherjee, 2017. Application of 
chaotic whale optimisation algorithm for transient stability constrained 
optimal power flow. IET Science, Measurement & Technology, 11(8), 
pp.1002-1013. 10.1049/iet-smt.2017.0015 10.1049/iet-smt.2017.0015 

Locations Testing 
methods 

Parameters 
Content of 
moisture (%) 

Dry density 
(gm/cc) 

1 MSPT 

8.360 1.68 
11.29 1.75 
13.41 1.81 
15.21 1.87 
17.08 1.86 
18.83 1.82 
19.50 1.80 

2 MSPT 

8.600 1.766 
10.44 1.809 
12.74 1.848 
14.45 1.853 
16.51 1.796 
17.68 1.758 

3 SPT 

8.540 1.76 
10.38 1.80 
12.83 1.84 
14.32 1.85 
16.61 1.78 
17.50 1.73 

http://www.astesj.com/


S. Mukherjee et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 5, 394-400 (2019 

www.astesj.com       400 

[10] D. Prasad, A. Mukherjee, V. Mukherjee, 2017. Transient stability constrained 
optimal power flow using chaotic whale optimization algorithm. In Handbook 
of neural computation (pp. 311-332). Academic Press. 10.1016/B978-0-12-
811318-9.00017-X 

[11] D. Prasad, V. Mukherjee, 2018. Solution of optimal reactive power dispatch 
by symbiotic organism search algorithm incorporating FACTS devices. IETE 
Journal of Research, 64(1), pp.149-160. 10.1080/03772063.2017.1334600 

[12] V. Mukherjee, A. Mukherjee and D. Prasad, 2018. Whale Optimization 
Algorithm with Wavelet Mutation for the Solution of Optimal Power Flow 
Problem. In Handbook of Research on Predictive Modeling and Optimization 
Methods in Science and Engineering (pp. 500-553). IGI Global. 10.4018/978-
1-5225-4766-2.ch023 

[13] D. Prasad, A. Banerjee, R.P. Singh, 2019. Optimal Reactive Power Dispatch 
Using Modified Differential Evolution Algorithm. In Advances in Computer, 
Communication and Control (pp. 275-283). Springer, Singapore. 
10.1007/978-981-13-3122-0_26 

[14] A. Banerjee, D. Prasad, R.P. Singh, 2015. Smart reactive power control of 
hybrid power system model by Seeker Optimized Algorithm. In ETES-2015 
conference organized by IET on 16-17th July, 2015 at Asansol, West Bengal, 
India. 

[15] R.P. Singh, A. Banerjee, D. Prasad, 2014. Solution of optimal power flow 
problem using modified differential evolution algorithm. In ETES-2014 
conference organized by IET at Asansol, West Bengal, India. 

[16] R.P. Singh, D. Prasad, P. Kumar, and M.I. Khan, 2017, August. Modified 
differential evolution algorithm for optimal power flow with FACTS devices. 
In 2017 International Conference on Smart grids, Power and Advanced 
Control Engineering (ICSPACE) (pp. 48-52). IEEE. 
10.1109/ICSPACE.2017.8343404 

[17] N. Ozog, E. Desjardins, J. Jatskevich, “Bulk power system restoration 
interdependency risk modelling” in IEEE Proc. Elect. Power Energy Conf., 1-
7, 2008. DOI: 10.1109/EPC.2008.4763347 

[18] R. J. Schweiner, K. E. Twomey, K. E. Lindsey, “Transmission Line 
Emergency Restoration Philosophy at Los Angeles Department of Water and 
Power,” in IEEE Proc. Transm. and Distrib. Constr., Oper. Live-Line Maint., 
11-17, 2003. DOI: 10.1109/TDCLLM.2003.1196462 

[19] J. C. Pohlman, “The case for Universal Standards to cover the structural 
components and practices used in Emergency Restoration Systems” in Int. 
Proc. on Transm. and Distrib. Constr., Oper.and Live-Line Maint., 109-115, 
2000. DOI: 10.1109/TDCLLM.2000.882808 

[20] J. F. Nolasco, P. Nefzger, U. Kaintzyk, Overhead power lines: Planning, 
Design, Construction, Springer, 2003. 

[21] T. S. Kishore, S. K. Singal, “Optimal economic planning of power 
transmission lines: A review” Ren. and Sust. Energy Rev., 39(5), 949-974, 
2014.https://doi.org/10.1016/j.rser.2014.07.125 

[22] L. Bauer, P. Ulardic, J. Muller, “Reinforcement Strategies for Extending the 
Service Life of 110 kV Overhead Transmission Lines” in Int. Conf.and 
Exhibition on Electr. Distr., 1997. DOI:  10.1049/cp:19970547 

[23] S. G. Krishnasamy, G. L. Ford, C. I. Orde, “Predicting the structural 
performance of transmission lines uprated by reconductoring” IEEE Trans. 
Power Appar. Syst., 100(5), 2271-2277, 1981. DOI: 
10.1109/TPAS.1981.316740 

[24] “Conductors for the Uprating of Existing Overhead Lines,”CIGRÉ WG B2.55 
Brochure (Ref. No. TB 244), 2003. 

[25] A. Marin, J. Salmeron, “Electric capacity expansion under uncertain 
demand:decomposition approaches” IEEE Trans. Power Syst., 13(2), 333-339, 
1998. DOI: 10.1109/59.667347 

[26] I. Albizu, A. J. Mazón, I. Zamora, “Methods for Increasing the Rating of 
Overhead Lines” in Power Tech IEEE Proc., Russia, 1-6, 2005. DOI: 
10.1109/PTC.2005.4524481 

[27] M. T. Chay, F. Albermani and H. Hawes, “Wind loads on transmission line 
structures in simulated downbursts,” in First World Congress on Asset 
Management, Gold Coast, Australia, 2006. 

[28] S. S. Murthy, A. R. Santhakumar “Transmission line structures,” McGRAW-
HILL Book Co., 1990. 

[29] P. J. Ryle, “Steel tower economics” J. Inst. Electr. Eng. - Part II: Power Eng., 
93(33), 263-274, 1946. DOI:  10.1049/ji-2.1946.0063 

[30] H. Niroumand, Soil reinforecement for anchor plates and uplift response, 
Butterworth-Heinemann, 2017. 

[31] J. C. Kaltenbach, J. Peschon, E. H. Gehrig “A mathematical optimization 
technique for the expansion of electric power transmission systems” IEEE 
Trans. Power Appar. Syst., 89(1), 113-119, 1970. DOI: 
10.1109/TPAS.1970.292677 

http://www.astesj.com/
https://doi.org/10.1016/j.rser.2014.07.125


 

www.astesj.com     401 

 

 

 
 

EKMC: Ensemble of kNN using MetaCost for Efficient Anomaly Detection 

Niranjan A*,1, Akshobhya K M1, P Deepa Shenoy1, Venugopal K R2  

1Department of Computer Science and Engineering, University Visvesvaraya College of Engineering, Bangalore University, 
Bangalore, India.  
2Bangalore University, Bangalore, India. 

A R T I C L E I N F O  A B S T R A C T 
Article history: 
Received: 31 May, 2019 
Accepted: 29 September, 2019 
Online: 28 October, 2019 

 Anomaly detection aims at identification of suspicious items, observations or events by 
differing from most of the data. Intrusion Detection, Fault Detection, and Fraud Detection 
are some of the various applications of Anomaly Detection. The Machine learning classifier 
algorithms used in these applications would greatly affect the overall efficiency. This work 
is an extension of our previous work ERCRTV: Ensemble of Random Committee and 
Random Tree for Efficient Anomaly Classification using Voting. In the current work, we 
propose SDMR a simple Feature Selection Technique to select significant features from the 
data set. Furthermore, to reduce the dimensionality, we use PCA in the pre-processing 
stage. The EKMC (Ensemble of kNN using MetaCost) with ten-fold cross validation is then 
applied on the pre-processed data. The performance of EKMC is evaluated on 
UNSW_NB15 and NSL KDD data sets. The results of EKMC indicate better detection rate 
and prediction accuracy with a lesser error rate than other existing methods. 
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1. Introduction  

A process involving the identification of data points that do not 
fit with the remaining data points is referred to as Anomaly 
Detection. Hence, Anomaly Detection is employed by various 
machine learning applications involving the Detection of 
Intrusions, or Faults, and Frauds. Anomaly Detection can be 
achieved based either on nature of data or circumstances. There are 
three approaches for Anomaly Detection used under different 
circumstances: Static Rules approach, when the Training data is 
missing and when the Training data is available. 

1.1. Static Rules Approach 

In this approach, a list of known anomalies is identified, and 
rules are written to identify these anomalies. Rules are generally 
written using pattern mining techniques. Since identification of 
Static Rules is complex, machine learning approach that involves 
automatic learning of the rules is preferred. 

1.2. When Training Data is missing 
When the data set lacks a class label, we may use 

Unsupervised or Semi supervised learning techniques for 

Anomaly Detection. However, evaluating the performance of this 
approach is not possible because there shall be no test data either.  

1.3. When Training Data is available 

Even while the training set is available, the number of 
Anomaly samples will be too less when compared to the benign 
samples and hence there shall be class imbalance in such data sets. 
To overcome this problem, new sets are created by resampling 
data several times. 

Anomaly detection can happen only after a successful 
classification. The efficiency of Anomaly Detection applications 
therefore depends on the classifiers used. Prediction Accuracy, 
ROC Area and Build time are some of such metrics that can 
measure the efficiency of a classifier. They are in turn based on 
Detection Rate (DR) and False Positive Rate (FPR). While DR is 
the correctness measure, FPR is the incorrectness measure during 
classification. ROC(Receiver Operating Characteristic) is a 
graphical representation of the ability of a binary classifier system 
obtained by varying its threshold. ROC involves plotting of TPR 
values (Y-axis) against FPR values (X-axis) at different threshold 
values. The time taken to train the given model is its build time. 
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Any work is expected to have maximum value for DR and least 
or nil values for FPR, Error rates and Build time. This work 
focuses on the selection of features that are significant, from the 
data sets and reduction in their dimensionality while  maintaining 
the detection accuracy. To achieve this, classifier algorithms with 
better individual performances are determined and are 
experimented with various combinations (ensemble) of classifiers. 
It was observed through our experiments that kNN offers best 
results in terms of the chosen metrics. 

kNN is a typical classifier that learns based on 

instances. It is often referred to as a Lazy learning 

algorithm, because it defers  computation until 

actual classification. The kNN algorithm assumes that 

similar things exist in proximity and therefore a 

sample from the test set is classified based on the 

predictions made by most of its neighbors. 

 Bagging, Boosting, Voting and Stacking are the ensembling 
techniques available today. The Bagging approach draws n 
instances randomly from a training set using a distribution that is 
uniform and learns them. The process is repeated several times. 
Every repetition generates one classifier. Boosting, a similar 
approach as that of bagging, focuses more on instances that were 
learnt incorrectly and monitors the performance of the machine 
learning algorithm. After constructing several classifiers in this 
manner, it performs a vote of the weights associated with the 
individual classifiers for making the final prediction. Each 
classifier is assigned weights based on its achieved 

detection accuracy on its training set. Voting requires 
the creation of several sub-models, allowing each of them to vote 
on the outcome of prediction. Stacking involves the training of  
different learning algorithms on the available data and providing 
the predictions of each learning algorithm as additional inputs to 
the combiner algorithm for the final training. In StackingC, Linear 
Regression is used as the Meta Classifier. A way of representing 
a linear equation by merging a set of input values (x) that are 
numeric into a predicted output value (y), may be defined as 
Linear Regression. This work involves an ensembling technique 
for the classification of the test samples present in the data set 
using MetaCost. MetaCost would produce results that are like the 
one that is created by passing the base learner (kNN in our case) 
to Bagging, which eventually is passed to a Cost Sensitive 
Classifier that operates on least expected cost. The only difference 
that we can observe is that MetaCost generates only one cost-
sensitive classifier of the base learner, offering fast classification 
and interpretable output. This implementation uses all iterations 
of Bagging by reclassifying the training data. 
Our experiments on the two benchmark data sets namely NSL-
KDD and UNSW_NB15, prove that an ensemble of kNN using 
MetaCost yields better results compared to various machine 
learning algorithms. The NSL-KDD data set comprises of 41 
features, and a class label to indicate an instance as normal or 
anomalous. The UNSW_NB15 data set on the other hand has 44 
features plus one class label.  

In this extension work [1], we propose SDMR for Feature 
Selection that exploits the advantages of various existing Weight 
Based Ranking Algorithms. In addition to SDMR, the data set is 
also subjected to PCA for dimensionality reduction during the 
preprocessing stage. The Principal Component Analysis (PCA) 
when applied on a data set having many variables (features) 
correlated with one another, reduces its dimensionality by only 
retaining the variation present in it. The existing variables of the 
data set are transformed to a new set of variables, known as the 
principal components (or PCs) that are orthogonal such that the 
correlation between any pair of variables is 0. The resultant set is 
then subjected to EKMC (Ensemble of kNN using MetaCost) with 
a cross validation of ten-folds before recording the performance 
metrics.  

The details of our proposed framework are provided in 
Sections 3 and 4, respectively.  

The key contributions of this extended paper are as follows.  

1. SDMR (Standard Deviation of Mean of Ranks) to discard all 
those features whose ranks are less than the computed value, 

2. Use of PCA for the further reduction of dimensionality of the 
data set. 

3. EKMC Framework for efficient Anomaly classification. 

The remainder of this article is organized as follows: Background 
and previous work related to ADS and our novel EKMC technique 
are explained in Section 3. Section 3 also discusses about the 
details of the novel SDMR Feature Selection technique. Section 4 
presents the experimental results and analysis of the proposed 
EKMC using the two benchmark data sets. Finally, we conclude 
our work and suggest directions for further research. 

2. Background and Related Works 

ERCRTV [1] that forms the base work for the current work, 
uses Correlation based Feature Selection (CFS) algorithm for 
Feature Selection from the NSL KDD and KDD CUP 99 data sets. 
It selects only eight prominent features from them. The data 
subset with only chosen features is provided to an ensembled 
model of Random Committee and Random Forest using Voting. 
A ten-fold cross validation is performed on the model before 
recording the performance metrics. CFS being one of the Filter 
based Feature Selection algorithms, is faster, but is less accurate. 
Hence our current work involves a simple and more efficient 
SDMR technique for Feature Selection and Metacost classifier 
with kNN as the base classifier for the classification of 
Anomalous and benign samples. The MetaCost classifier relabels 
the class feature of the training set using meta learning technique. 
The modified training set is then used to produce the final model.  

The authors of [2], propose a novel approach involving Two-
layer dimensionality reduction followed by a Two-Tier 
classification for efficient detection of intrusions in IoT Backbone 
Networks. Their approach addresses the limitations of making 
wrong decisions and increased computational complexity of the 
classifier due to higher dimensionality. Component Analysis and 
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Linear Discriminate Analysis form the Two Layers of 
Dimensionality Reduction during the preprocessing stage while 
Naïve Bayes and Certainty Factor variation of the K-Nearest 
Neighbor techniques form the Two Tiers of classification. A 
Detection Accuracy of 84.82 on twenty percent of the NSL-KDD 
training set is achieved by their work.  

 The methodology presented in [3] illustrates a detection 
technique based on anomaly detection involving data mining 
techniques. The paper discusses about the possible use of Apache 
Hadoop for parallel processing of extremely huge data sets. 
Dynamic Rule Creation technique that is adopted by their authors 
ensures that even new types of security breaches are detected 
automatically. The error rates of below ten percent can be 
observed from their findings. 

The authors in their work [4], present a PSO-based feature 
selection followed by a two-tier ensembling model involving 
Boosting and Random Subspace Model (RSM). They illustrate 
with their results that accuracy and false positive rate (FPR) are 
better compared to all other models.  

The work presented in [5] illustrates the importance of outlier 
detection in the training set that is achieved through Robust 
Regression technique during the preprocessing stage. Their work 
further proves that their model is far more superior to the normal 
Linear Regression technique that is used by most researchers. 
With their experimental data, the authors compare their model 
with Linear Regression Model and demonstrate that their Model 
is much superior especially in environments with bursty network 
traffic and pervasive network attacks.  

The authors of [6] outline a Proactive Anomaly Detection 
Ensemble (ADE) technique for the timely anticipation of anomaly 
patterns in a given data set. Weighted Anomaly window is used 
as the ground truth to train the model allowing it to discover an 
anomaly well before its occurrence. They explore various 
strategies for the generation of ground truth windows. With their 
results, they establish that ADE exhibits at least ten percent 
improvement in earliest detection score as compared with other 
individual techniques across all the data sets that are considered 
for experimentation. 

3. EKMC Technique 

The current work revolves around Preprocessing and 
Classification phases. Feature Selection forms the main layer of 
preprocessing, since not all attributes in the data set are relevant 
during the analysis. We propose a novel SDMR for Feature 
Selection that exploits the advantages of various existing Weight 
Based Ranking Algorithms. In addition to SDMR, the data set is 
also subjected to PCA for dimensionality reduction during this 
phase. In the classification phase, we subject the resultant subset 
to the proposed EKMC algorithm with ten-fold cross validation 
for measuring the performance metrics. The framework of our 
proposed technique is depicted in Fig.1. The experiments are 
carried out on two benchmark data sets namely UNSW-NB15 and 
NSL-KDD. The NSL-KDD comprises of 125973 samples in the 
training and 22544 in the test set. EKMC model was trained 
making use of the training set and was then tested with the test set. 
The performance of the proposed model was further validated by 

running the model on UNSW-NB15 data set comprising of 
175,341 records in the training set and 82,332 records in the test 
set. 

 
Figure 1: Proposed framework for Anomaly Detection 

The various Weight based Feature Selection Algorithms that were 
employed to compute the Ranks Ri  in the proposed SDMR are 
Information Gain, Information Gain Ratio, Weight by Correlation, 
Weight by Chi Squared Statistics, Gini Index, Weight by Tree 
importance, and Weight by Uncertainty. The SDMR that we 
obtained for the NSL KDD Data set was 0.278831 and that of 
UNSW-NB15 was 0.184325. All those features that are less than 
the SDMR values were discarded from the data sets. The proposed 
SDMR returned only 15 features out of 41 in case of NSL KDD 
and 11 features out of 44 features in case of UNSW-NB15. These 
subsets of features of both the data sets are further subjected to 
PCA for dimensionality reduction. The resulting feature subsets 
are finally subjected to the proposed EKMC framework. The 
proposed EKMC algorithm for efficient Anomaly Detection is 
presented in Algorithm 2. Table 1 and Table 2 list the Ranks 
determined using different Rank-Based Feature Selection 
Algorithms on NSL KDD and UNSW-NB 15 respectively. The 
proposed SDMR[7] for Feature Selection is presented in 
Algorithm1. The experimental results as indicated in Table 4 
suggest that the kNN classifier offers best prediction accuracy, 
precision, recall, F-1 measure and Detection Accuracy with least 
classification error value out of the 20 classifier algorithms. 

Algorithm 1: SDMR (Standard Deviation of Mean of 
Ranks) Feature Selection 

 Input:  D data set having n number of Features 
 Output: subset F of D with Most Significant Features 
 1. for each feature fi є D do 
  Determine Ranks Ri using different Weight  

  Based Feature Selection Techniques 
  next 
 2. for each feature fi є D do 
  Compute Sum (∑ Ri) and Mean mRi of Ranks 
  ∑Ri = R1+ R2+  ... + Rn and mRi = ∑𝑅𝑅𝑅𝑅

𝑛𝑛
 

  next 
 3. Compute Standard Deviation of Mean of  

  Ranks SDMR    
 4. Discard all fi є D < SDMR 
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 5. return F 
Table 1: Feature Ranks of NSL KDD 

Attribute Information 
Gain 

Information 
gain ratio 

Correlation Chi 
Squared 
statistics 

Gini 
Index 

Tree 
importance 

Uncertainty 

f1_duration 0.03 0.18 0.06 0.01 0.03 0.00 0.02 

f2_protocol_type 0.09 0.12 0.07 0.11 0.11 0.00 0.16 

f3_service 1.00 0.29 0.43 1.00 1.00 0.00 0.67 

f4_flag 0.77 0.56 0.64 0.81 0.81 0.00 1.00 

f5_src_bytes 0.90 1.00 0.01 0.00 0.96 1.00 0.00 

f6_dst_bytes 0.85 0.94 0.00 0.00 0.89 0.94 0.00 

f7_land 0.00 0.02 0.01 0.00 0.00 0.00 0.00 

f8_wrong_fragment 0.01 0.22 0.13 0.01 0.01 0.00 0.04 

f9_urgent 0.00 0.08 0.00 0.00 0.00 0.00 0.00 

f10_hot 0.00 0.14 0.02 0.00 0.00 0.00 0.00 

f11_num_failed_logins 0.00 0.10 0.00 0.00 0.00 0.00 0.00 

f12_logged_in 0.60 0.69 0.92 0.64 0.64 0.00 1.00 

f13_num_compromised 0.00 0.12 0.01 0.00 0.00 0.00 0.00 

f14_root_shell 0.00 0.04 0.03 0.00 0.00 0.00 0.00 

f15_su_attempted 0.00 0.12 0.03 0.00 0.00 0.00 0.00 

f16_num_root 0.01 0.13 0.01 0.00 0.01 0.00 0.00 

f17_num_file_creations 0.00 0.11 0.03 0.00 0.00 0.00 0.00 

f18_num_shells 0.00 0.04 0.01 0.00 0.00 0.00 0.00 

f19_num_access_files 0.00 0.12 0.05 0.00 0.00 0.00 0.01 

f20_num_outbound_cmds 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

f21_is_host_login 0.00 0.08 0.00 0.00 0.00 0.00 0.00 

f22_is_guest_login 0.00 0.03 0.05 0.00 0.00 0.00 0.01 

f23_count 0.49 0.56 0.77 0.58 0.57 0.00 0.56 

f24_srv_count 0.03 0.22 0.00 0.06 0.03 0.10 0.12 

f25_serror_rate 0.55 0.72 0.87 0.58 0.58 0.00 0.91 

f26_srv_serror_rate 0.56 0.72 0.86 0.58 0.58 0.68 0.93 

f27_rerror_rate 0.08 0.15 0.34 0.09 0.09 0.00 0.15 

f28_srv_rerror_rate 0.07 0.16 0.34 0.09 0.09 0.00 0.15 

f29_same_srv_rate 0.70 0.82 1.00 0.77 0.75 0.79 0.94 

f30_diff_srv_rate 0.67 0.77 0.27 0.03 0.74 0.73 0.06 

f31_srv_diff_host_rate 0.14 0.21 0.16 0.12 0.16 0.00 0.19 

f32_dst_host_count 0.22 0.26 0.50 0.27 0.27 0.00 0.25 

f33_dst_host_srv_count 0.59 0.66 0.96 0.74 0.67 0.60 0.71 

f34_dst_host_same_srv_rate 0.59 0.66 0.92 0.71 0.67 0.00 0.69 

f35_dst_host_diff_srv_rate 0.51 0.57 0.32 0.71 0.59 0.49 0.06 

f36_dst_host_same_src_port_rate 0.14 0.16 0.12 0.06 0.17 0.00 0.07 

f37_dst_host_srv_diff_host_rate 0.22 0.28 0.08 0.04 0.26 0.00 0.09 

f38_dst_host_serror_rate 0.56 0.74 0.87 0.59 0.57 0.70 0.91 

f39_dst_host_srv_serror_rate 0.58 0.76 0.87 0.58 0.58 0.00 0.97 

f40_dst_host_rerror_rate 0.07 0.14 0.34 0.09 0.09 0.00 0.13 

f41_dst_host_srv_rerror_rate 0.11 0.25 0.34 0.11 0.12 0.00 0.19 
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Table 2: Feature Ranks of UNSW-NB 15 

Attribute Information 
Gain 

Information 
gain ratio 

Correlation Chi Squared 
statistics 

Gini index Tree 
importance 

Uncertainty 

f1_id 0.32 0.51 0.49 0.62 0.38 0.83 0.46 

f2_dur 0.20 0.29 0.04 0.00 0.24 0.13 0.01 

f3_proto 0.19 0.08 0.33 0.20 0.20 0.00 0.20 

f4_service 0.08 0.00 0.28 0.09 0.09 0.00 0.10 

f5_state 0.27 0.27 0.65 0.32 0.32 0.30 0.39 

f6_spkts 0.11 0.16 0.05 0.00 0.14 0.30 0.00 

f7_dpkts 0.20 0.30 0.12 0.00 0.25 0.07 0.00 

f8_sbytes 0.11 0.30 0.02 0.00 0.14 1.00 0.00 

f9_dbytes 0.20 0.30 0.08 0.00 0.25 0.03 0.00 

f10_rate 0.24 0.37 0.43 0.25 0.27 0.24 0.29 

f11_sttl 0.46 1.00 0.80 0.54 0.53 0.90 0.70 

f12_dttl 0.20 0.29 0.02 0.52 0.24 0.48 0.63 

f13_sload 0.24 0.38 0.21 0.00 0.28 0.15 0.00 

f14_dload 0.26 0.58 0.45 0.13 0.33 0.25 0.26 

f15_sloss 0.10 0.14 0.00 0.00 0.13 0.19 0.00 

f16_dloss 0.10 0.21 0.10 0.00 0.14 0.08 0.00 

f17_sinpkt 0.13 0.30 0.20 0.02 0.17 0.08 0.07 

f18_dinpkt 0.20 0.30 0.04 0.00 0.24 0.02 0.00 

f19_sjit 0.10 0.11 0.02 0.00 0.13 0.11 0.00 

f20_djit 0.10 0.10 0.06 0.00 0.13 0.10 0.00 

f21_swin 0.10 0.11 0.47 0.13 0.13 0.00 0.18 

f22_stcpb 0.09 0.09 0.34 0.10 0.12 0.00 0.08 

f23_dtcpb 0.09 0.09 0.34 0.09 0.12 0.00 0.07 

f24_dwin 0.09 0.09 0.43 0.12 0.12 0.00 0.16 

f25_tcprtt 0.09 0.17 0.03 0.01 0.11 0.06 0.02 

f26_synack 0.09 0.16 0.05 0.00 0.11 0.21 0.01 

f27_ackdat 0.09 0.16 0.00 0.00 0.11 0.13 0.01 

f28_smean 0.05 0.05 0.04 0.02 0.06 0.29 0.02 

f29_dmean 0.20 0.30 0.38 0.10 0.25 0.09 0.12 

f30_trans_depth 0.00 0.00 0.00 0.00 0.00 0.12 0.00 
f31_response_body_len 0.01 0.10 0.02 0.00 0.01 0.00 0.00 
f32_ct_srv_src 0.08 0.13 0.31 0.09 0.09 0.14 0.11 
f33_ct_state_ttl 0.41 0.90 0.61 0.56 0.48 0.40 0.62 
f34_ct_dst_ltm 0.09 0.17 0.31 0.09 0.09 0.09 0.13 
f35_ct_src_dport_ltm 0.11 0.22 0.41 0.12 0.12 0.02 0.19 
f36_ct_dst_sport_ltm 0.21 0.37 0.47 0.14 0.20 0.12 0.26 
f37_ct_dst_src_ltm 0.10 0.16 0.38 0.11 0.11 0.12 0.14 

f38_is_ftp_login 0.00 0.00 0.01 0.00 0.00 0.00 0.00 
f39_ct_ftp_cmd 0.00 0.00 0.01 0.00 0.00 0.00 0.00 
f40_ct_flw_http_mthd 0.00 0.01 0.01 0.00 0.00 0.00 0.00 
f41_ct_src_ltm 0.09 0.16 0.32 0.09 0.09 0.00 0.12 
f42_ct_srv_dst 0.08 0.14 0.32 0.10 0.09 0.13 0.11 
f43_is_sm_ips_ports 0.02 0.31 0.20 0.03 0.03 0.15 0.07 
f44_attack_cat 1.00 0.68 1.00 1.00 1.00 0.73 1.00 
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Algorithm 2: Ensemble of kNN using MetaCost (EKMC) 

  Input: subset F after applying PCA 
  Output: Performance Metrics 

1. Subject input to an Ensemble of MetaCost with 
kNN Base Classifier. 

2. Perform cross validation of ten-folds and 
record the performance metrics. 
 

Encouraged by the results of kNN, we tried ensembling kNN 
using Bagging, Classification by Regression and MetaCost and 
the results as indicated in Table 4 prove that MetaCost happens to 
be the most efficient of them all. 

4. Experimental Results and Discussion 

The experiments are carried out on two benchmark data sets 
UNSW-NB15 and NSL-KDD. The NSL-KDD has 125973 
instances in the training and 22544 instances in the test set. EKMC 
was trained using the training set and was tested making use of 
the test set. Performance metrics after a more rigorous ten-fold 
cross validation were then recorded. The performance of the 
proposed model was later validated  using the UNSW-NB15. The 
UNSW-NB15 comprises of 175,341 instances in the training set 
and 82,332 instances in the test set. A ten-fold cross validation 
typically involves dividing the input data set into ten parts and 
training the model with the nine parts while using the excluded 
part as the test set and repeating the process for a total of ten times 
by using an unused test set during each round.  

The SDMR Feature Selection algorithm as listed in Algorithm 1 
involves the computation of ranks for each feature. Information 
Gain, Information Gain Ratio, Weight by Correlation, Weight by 
Chi Squared Statistics, Gini Index, Weight by Tree importance, 
and Weight by Uncertainty are used for the computation of Ranks. 
The weights of each feature of NSL KDD data set are listed in 
Table 1 and that of UNSW-NB 15 in Table 2. The mean value of 
Weights of Ranks of each Feature as determined by all the chosen 
Algorithms is initially determined. A Standard Deviation of Mean 
of Ranks is then Computed. All those Features whose Mean of 
Ranks is less than or equal to the computed SDMR are dropped 
and only the Features whose Mean of Ranks is greater than the 
SDMR are selected. The SDMR of NSL KDD is found to be 
0.278831 and that of UNSW-NB 15 is 0.184325. After dropping 
the Features whose Mean of Ranks is less than the SDMR value, 
only 15 Features from the NSL-KDD and 11 Features from the 
UNSW-NB data set are selected.  

In addition to SDMR, the data set is also subjected to PCA for 
dimensionality reduction during the preprocessing stage. The 
Principal Component Analysis (PCA) when applied on a data set 
having many variables (features) correlated with one another, 
reduces its dimensionality by only retaining the variation present 
in it. The existing variables of the data set are transformed to a 
new set of variables, known as the principal components (or PCs) 
that are orthogonal such that the correlation between any pair of 
variables is 0.The resultant set is subjected to various built-in 

Classifier Algorithms with ten-fold cross validation to measure 
the performance metrics. The performance of the Classifier 
Algorithms is evaluated based on the Accuracy, Classification 
Error, Precision, Recall, F1-Measure and Detection Rates. 

Efficiency of classification would be better when a classifier 
exhibits true positive rates that are maximum and false positive 
rates that are minimum. In this context, 8 Performance metrics of 
classification process are defined. Let Nben represent total number 
of normal or benign samples and Nanom the number of anomalous 
samples in a data set. True Positive (TP) is the number of normal 
or benign instances classified correctly as normal is denoted as 
Nbenben and True Negative (TN) is the number of anomalous 
instances classified correctly as anomalous is denoted as 
Nanomanom. False Positive (FP) is a measure of normal instances 
misclassified as anomalous is denoted as Nbenanom while False 
Negative (FN) is a measure of anomalous instances misclassified 
as normal is denoted as Nanomben.  

The Detection Rate (DR) is the rate of anomalous samples 
being classified correctly as anomalous. 

TPR= N ben→𝑏𝑏𝑏𝑏𝑛𝑛
(𝑁𝑁𝑏𝑏𝑏𝑏𝑛𝑛→𝑏𝑏𝑏𝑏𝑛𝑛+𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑏𝑏𝑏𝑏𝑛𝑛)

X 100  (1) 

False positive rate (FPR) is the rate of normal samples being 
classified incorrectly as anomalous samples. 

 
FPR = 𝑁𝑁𝑏𝑏𝑏𝑏𝑛𝑛→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁

(𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁+𝑁𝑁𝑏𝑏𝑏𝑏𝑛𝑛→𝑏𝑏𝑏𝑏𝑛𝑛) X 100  (2) 
 
False Negative Rate (FNR) is the rate of anomalous samples 

being classified incorrectly as benign samples. 
 

FNR = 𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑏𝑏𝑏𝑏𝑛𝑛
(𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑏𝑏𝑏𝑏𝑛𝑛+𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁) X 100  (3) 

  
True Negative Rate (TNR) is the rate of benign samples being 

classified correctly as benign out of the total available benign 
samples. 

 
TNR = N ben→𝑏𝑏𝑏𝑏𝑛𝑛

(N ben→𝑏𝑏𝑏𝑏𝑛𝑛+𝑁𝑁𝑏𝑏𝑏𝑏𝑛𝑛→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁) X100                (4) 
 

Prediction Accuracy (PA) is the total number of anomalous and 
benign samples that are identified correctly with respect to the 
total number of all available samples. 

 
PA = (𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁+N ben→𝑏𝑏𝑏𝑏𝑏𝑏)

(𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁+N ben→𝑏𝑏𝑏𝑏𝑏𝑏+𝑁𝑁𝑏𝑏𝑏𝑏𝑛𝑛→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁+𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑏𝑏𝑏𝑏𝑛𝑛)
 X 100  (5) 

 
Precision is the number of true positives divided by the total 
number of elements labeled as belonging to the positive class. 

Precision =  𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁
(𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁+𝑁𝑁𝑏𝑏𝑏𝑏𝑛𝑛→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁)

 X100 (6) 

Recall is the number of true positives divided by the total 
number of elements that really belong to the positive class. 

 
Recall =  𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁

(𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁+𝑁𝑁𝑁𝑁𝑛𝑛𝑁𝑁𝑁𝑁→𝑏𝑏𝑏𝑏𝑛𝑛) X 100  (7) 
  
F1-Measure is the harmonic mean of Precision and Recall and 

is given by: 
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F1-Measure= 2 𝑃𝑃𝑃𝑃𝑏𝑏𝑃𝑃𝑅𝑅𝑃𝑃𝑅𝑅𝑁𝑁𝑛𝑛∗𝑅𝑅𝑏𝑏𝑃𝑃𝑁𝑁𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑏𝑏𝑃𝑃𝑅𝑅𝑃𝑃𝑅𝑅𝑁𝑁𝑛𝑛+𝑅𝑅𝑏𝑏𝑃𝑃𝑁𝑁𝑅𝑅𝑅𝑅

   (8) 

The experimental results as indicated in Table 3 suggest that the 
kNN classifier offers best Prediction Accuracy, Precision, Recall, 
F-1 measure and Detection Accuracy with least classification 
error value out of the 20 classifier algorithms. This prompted us 
to use kNN as the Base Classifier in the Ensembled approach. 
When different Ensembling Schemes such as Bagging, 
Classification by Regression and MetaCost were used, only 
MetaCost with kNN as the Base Classifier offered best results in 

comparison with the other two approaches as indicated in Table 4 
and plotted on a graph as depicted in Figure 3. This was the reason 
behind choosing MetaCost with kNN as the Base Classifier in our 
proposed work. 

The proposed EKMC performs better than our previous model i.e. 
ERCRTV [1] and the existing GAA-ADS [8] models when tested 
on both the data sets. EKMC exhibits good Prediction Accuracy 
and a better Detection Rate as listed in Table 5 and depicted in 
Figure 2.  

Table 3: Classification result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Comparison of Ensembling Techniques 

 

 

 

 

 

 

Classification 
Algorithm 

Accuracy Classification 
Error 

Precision Recall F1 Measure Detection 
rate 

Perceptron 49.37% 50.63% 68.08% 2.88% 5.26% 2.88% 

Neural Net 50.75% 49.25% 48.12% 30.00% 36.96% 30.00% 

Quadratic 
Discriminant 
Analysis 

51.29% 48.71% 4.57% 0.06% 0.12% 0.06% 

Regularized 
Discriminant 
Model 

51.63% 48.37% 8.01% 0.05% 0.10% 0.05% 

Naïve Bayes 51.71% 48.29% 21.10% 0.13% 0.26% 0.13% 

CHAID 51.88% 48.12% unknown  0.00% unknown  0.00% 

Default Model 51.88% 48.12% unknown  0.00% unknown  0.00% 

Generalised 
Linear Model 

51.89% 48.11% 90.91% 0.01% 0.03% 0.01% 

Linear 
Discriminant 
Model 

51.89% 48.11% 90.91% 0.01% 0.03% 0.01% 

Linear 
Regression 

51.89% 48.11% 87.50% 0.01% 0.02% 0.01% 

Logistic 
Regression 

51.89% 48.11% 68.42% 0.02% 0.04% 0.02% 

Deep 
Learning 

52.71% 47.29% 53.91% 88.42% 60.83% 88.42% 

Naïve Bayes 
Kernel 

60.32% 39.68% 39.68% 77.63% 77.63% 77.63% 

Decision 
Stump 

90.35% 9.65% 92.36% 87.15% 89.68% 87.15% 

Gradient 
Boosted Tree 

93.54% 6.46% 91.85% 95.09% 93.42% 95.09% 

Random Tree 94.24% 5.76% 92.90% 95.31% 94.09% 95.31% 

Rule 
Induction 

94.45% 5.55% 93.96% 94.54% 94.25% 94.54% 

Decision Tree 95.54% 4.46% 94.36% 96.51% 95.42% 96.51% 

Random 
Forest 

95.74% 4.26% 94.67% 96.58% 95.62% 96.58% 

kNN 98.85% 1.15% 98.88% 98.73% 98.81% 98.73% 

Ensembling 
Technique 

Accuracy Classification 
Error 

Precision Recall F1 Measure Detection rate 

Bagging 98.87% 1.13% 98.88% 98.76% 98.82% 98.76% 

Classification 
by Regression 

98.85% 1.15% 98.88% 98.73% 98.81% 98.73% 

Meta cost 98.90% 1.10% 98.92% 98.80% 98.86% 98.80% 
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Figure 2: Comparison graph of Various available Models 

Table 5: Performance Comparison of the techniques on NSL-KDD and UNSW-
NB 15 data sets. 

Data set Method Accuracy Detection Rate 

 
 
NSL KDD 

EKMC 98.90% 98.80% 

ERCRTV[1] 99.60% 0 

GAA-ADS[8] 97.30% 96.76% 

 
UNSW 
NB15 

EKMC 81.58% 87.60% 

ERCRTV[1] 0 0 

GAA-ADS[8] 87.46% 86.04% 

 

5. Conclusion 

In the Pre-processing phase[9,10], Feature Selection using 
SDMR is applied to select only significant features from the data 
set. The SDMR Feature Selection algorithm is very much novel 
and greatly reduces the dimensionality of the data set almost 
equaling to 70%. It selects only 15 features out of 41 features in 
case of NSL-KDD and a mere 11 features out of 44 features in case 
of UNSW-NB15. PCA is then applied to further reduce 
dimensionality of the data set. The proposed EKMC  outperforms 
GAA-ADS in terms of Detection rate on both the data sets. The 
detection rates of EKMC are 98.8% and 87.60% on NSL-KDD and 
UNSW-NB15 respectively while that of GAA-ADS are 96.76 and 
86.04% respectively on the same data sets. The performance 
metrics are recorded for tenfold cross validation. The proposed 
model is required to be tested on other data sets as well and 
Classification Error rate must further be reduced. 

 

Figure 3: Comparison of Ensembling techniques graph 
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 In Big Data, several solution providers offer distributions to handle this large amount of 
data. Given the variety of these solutions, we are working to provide universal meta-
modeling for all layers of a Big Data system in order to address the issue of interoperability 
and portability between these solutions. As part of our continuous efforts to standardize 
concepts in Big Data world, we apply in this paper techniques related to Model-Driven 
Engineering "MDE" to propose a meta-model for the security layer in Big Data. This meta-
model with the others that we have already proposed for the other layers of the Big Data 
system, will be used as a platform-independent according to Model-Driven Architecture 
pattern, which describes the structures of Big Data layers independently of any specific 
platform. 
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1. Introduction 

The issues of the expression and application of security needs 
are present in all information systems. With the emergence of new 
types of environments, such as cloud computing and big data, this 
problem is becoming more complex. Hence, it is necessary to take 
into account their heterogeneity and the different levels of such an 
architecture to deal with this problem. 

At the Big Data level, several distribution providers have 
proposed solutions to manage this huge amount of data, among 
these distributions, we found HortonWorks, Cloudera, MapR, 
InfoSphere BigInsghits IBM, Pivotal HD, etc. To put it another 
way, this massive amount of heterogeneous data led to the 
emergence of a large number of big data systems and technologies 
that share similar architectures but with different implementations. 
In essence, the common architecture of these data systems is 
composed of many components: Data sources, Ingestion, Hadoop 
Storage, Hadoop Platform management, Visualization, 
Monitoring, and Security Layers [1]. In our way for a unified 
abstract implementation, we proposed, in previous works, meta-
models for data sources, ingestion [2], storage [3], management [4] 
and visualization layers [5]. We also relied on our previous 
comparatives studies to define key concepts of security layer in 
Big Data [6]. 

In this paper, we shall first present the security properties that 
express the security requirements of the software architecture. 
These properties are then combined to form a security policy: 
different models and languages of expression of security and 
insurance policies will be detailed. Then, we shall present the 
meta-model that we proposed for the security layer. This meta-
model with the others already proposed for the other layers of the 
Big Data system will be used like a platform-independent 
according to Model-Driven Architecture pattern [7], which 
describes the structures of Big Data layers independently of any 
specific platform. 

2. Related Work  

Several research studies have been developed to standardize 
the security layer concepts at the Big Data systems level. Among 
the foremost relevant approaches in security modeling are 
UMLSec [8] and SecureUML [9]. Yet, both approaches use UML 
extensions to specify security requirements. UMLSec was created 
to verify the formal security requirements specifications within the 
system design. SecureUML was used to illustrate the MDS 
approach. SecureUML is specific to role-based access control 
infrastructures. It shows how an MDE policy could be applied to 
code generation for any aspect of security. 

In the literature, several MDS approaches have been proposed. 
For example, on a middleware platform that integrates the 
implementation of the Corba component model with the OpenPMF 
security framework, Reznik et al. [10] present an MDS solution for 
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developing secure applications. In the MDS approach, another 
UML profile was developed to model access control policies. Lang 
and Schreiner [11] show how OpenPMF architecture can be used 
to translate a high-level security-related regulatory requirement 
into enforceable authorization rules. 

Our proposal is different from other existing MDS approaches, 
which use templates to represent design decisions and 
implementation details for target platforms. The application of 
Model Driven Engineering techniques that provide meta-modeling 
to the security layer in Big Data will advocate a systematic MDS 
application process. This application separates security 
requirements specifications and design decisions related to their 
implementation. Thus, the reuse of models is facilitated by this 
separation. 

However, ModelSec proposes an intermediate model 
conforming to a target platform meta-model to reduce the semantic 
gap between the security requirements and the software generated. 
This intermediate step favors the reuse of the transformations. 
Unlike the other approaches that create UML profiles, a DSL is 
defined to express the security requirements. It has been 
implemented by applying meta-modeling techniques. Besides, 
ModelSec is a generic approach, whereas most MDS approaches 
are specific and they focus on access control policies. 

Yet, other approaches manage security requirements. These 
approaches are not aligned with MDS, and they focus primarily on 
eliciting security requirements rather than generating software 
objects from them. Among these proposals are Secure Tropos [12] 
and [13], which introduce the concept of antigoal. Yu et al. [14] 
use ontologies and Haley et al. [15]  present a framework 
consisting of a set of activities designed to meet security 
requirements. 

3. Security Properties and Policies 

In this section, we describe methods for formalizing the 
different security needs. We first present the usual security 
properties and those that can be derived from them. Then, we shall 
take existing models to apply these properties, security policies and 
languages to define them.  

3.1. Security properties 

Security properties are the basis for expressing security 
requirements. The set of security properties is commonly seen as a 
set derived from three main properties: confidentiality, integrity, 
and availability (CIA: Confidentiality, Integrity, Availability). The 
exact interpretation of what these three properties imply depends 
on the context of use. However, their definition and application is 
an essential part of the safety assessment criteria, at both European 
[16] and international [17]. Several definitions of these properties 
exist in the literature [16,17,18]. We present a synthesis here. 

3.1.1. Confidentiality 
Confidentiality is about preventing unauthorized disclosure of 

information. It aims to prohibit unauthorized access to 
information. Accordingly, the property of confidentiality implies 
that the information is accessible only by certain entities, that is to 
say, that certain entities must not be able to obtain the information. 
This property is often used in sensitive environments, such as 
defense. It concerns both direct access and information transfer. 

3.1.2. Integrity  

Integrity means the fact that information cannot be 
unauthorized modified or deleted, whether during processing, 
storage or transfer of information. This property does not only 
concern voluntary modifications and deletions, but also accidental 
acts. Just as in the case of confidentiality, the integrity property 
specifies all the entities authorized to modify or delete information. 
By default, other entities cannot alter the information.  

3.1.3. Availability  

The availability property expresses the ability to access 
information or a resource. It is related to the reliability of a system 
since an unavailable system is a failing system. The temporal 
notion of access is relative to the field of application: access to 
information or service on a critical system (for example, in the 
medical field) must be done more quickly than on a non-critical 
system (for example, a website). 

3.1.4. Insurance  

The property triple of confidentiality, integrity, and availability 
is sometimes extended with other properties [19], such as the 
insurance property. The purpose of this is to provide evidence that 
the other properties have been applied and that they have the 
desired effect. The assurance of a property is the verification that 
this property has been properly applied. The level of insurance 
required depends on the system in question and must, therefore, be 
adapted according to the criticality of the system. In sum, the 
purpose of insurance property is to verify that the other properties 
of the policy have been applied and that this application has had 
the desired effect. 

3.1.5. Derived properties  

Privacy, integrity, and availability properties are the basic 
concepts of security. They can be used to define derived properties 
which are special cases, subsets or combinations of these basic 
properties. In this section, we describe some of these derived 
properties. 

 PROCESS CONFINEMENT  

Process containment has been defined by Lampson [20]. The 
problem of containment concerns the prevention of the disclosure 
by a service or a process of information considered as confidential 
by the users of this service. According to Lampson, one of the 
features needed for a process is that it should not disclose 
information and it must not store information. Indeed, if a process 
stores information and a user can observe this process, then there 
is a risk that the user can access the information. If the process does 
not store the information, then it cannot be disclosed. This process 
containment property can thus be seen as the isolation of the 
process from the rest of the system.  

  AUTHENTICATION  

The authentication property is a property that allows or denies 
access to information or service to entities. Authentication is the 
process of establishing trust in the identity of an entity [21]. This 
authentication property is essential to apply the properties seen 
previously. Indeed, it makes it possible to establish the identity of 
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a user, a service or a system, which is necessary to give him the 
appropriate rights. 

3.2. Security Policies  

A security policy is a set of properties that express the security 
needs of a system or a set of systems. Most security properties are 
based on resource access control. As a result, the concepts 
introduced in access control models can be transposed into a 
language to formally express the properties of the previous section. 
In this section, we shall first describe the main models of historical 
access control. Then, we shall present security policy and 
insurance policy expression languages, which express and apply 
security properties.  

3.2.1. Historical models 

As defined above, some security properties can be applied by 
access control mechanisms. An access control system is usually 
modeled using the following three elements:   

• A set of topics that are the active entities of the system (for 
example, processes); 

• A set of objects that are the passive entities of the system, 
on which the subjects can perform actions (files, sockets, 
etc.); 

• A set of permissions that represent the authorized actions 
between a subject and an object (reading, writing, etc.), or 
between two subjects (sending a signal). 

 Control of Discretionary Access   

Discretionary Access Control (DAC) is the default historical 
model present on most operating systems. In this model, the 
management of access rights to a resource is left to the discretion 
of the owner of that resource. For example, on UNIX, the owner 
of a file can set the read, write, and execute rights for itself, for the 
members of the group that owns the file, and for all other users in 
the system. 

An access control model can be represented as a matrix, where 
a line represents a subject, a column represents an object or a 
subject, and each element of the matrix represents a set of 
permissions of the subject on the object (or on the second subject). 
This model was formalized by Lampson [22, 23] using capacity 
lists and Access Control Lists (ACLs).  Therefore, it proposes to 
indicate, in an array A, the set D of the protection domains 
(representing program execution contexts, that is to say, the 
subjects) on the lines, and the set X of the objects on the columns. 
Hence, Lampson defines the lists of capacities (definition 1) which 
establish the permissions of a domain d on all the objects o of the 
system. This is the set of actions allowed for each domain d. 

Definition 1: List of Capabilities 

Given a d∈D domain, the list of capabilities for domain d is all 
couples: 

(o, A[d, o]), ∀o∈X.                                 (1) 

Afterworlds, Lampson defines access control lists (definition 
2) that specify the set of permissions granted on an object for each 
domain in the system. 

Definition 2: Access Control List (ACL) 

Given an o∈X object, the access control list (ACL) for object 
o is the set of pairs: 

(d, A[d, o]), ∀ d∈D.                                (2) 

However, this model is complex to update. For example, when 
adding a new user to the system, a complete row must be added to 
the A matrix. The Lampson model has therefore evolved to the 
HRU model. In the HRU model [24], discretionary access control 
is modeled from a matrix P containing all the subjects' rights to the 
objects. In this template, subjects can edit the access control matrix 
to create or delete topics or objects, as well as edit existing 
permissions. The HRU model models protection using the 
following elements: 

• An access control matrix P; 

• A set S of subjects and a set O of objects; 

• A set R of generic rights (reading, writing, execution, 
possession, etc.); 

• A finite set C of commands representing all the operations 
provided by the operating system (creation of files, 
modification of rights, etc.); 

• A set E of elementary operations: enter and delete (add and 
remove rights), create subject and create object, destroy 
subject and destroy object (destruction of subjects and 
objects). 

A triplet (S, O, P) represents the configuration of the system 
protection. In order to study the problem of the safety of a 
protection system, the authors of the model HRU are interested in 
the transfer of privilege (right) occurring when a command inserts 
a right r in the matrix P. The safety problem can be defined in the 
following way: given an initial configuration of the security policy, 
a system is considered safe for a right r if none of the commands 
of this system causes the transfer of the right r. The authors then 
showed that if the commands contain only one elementary action, 
the safety problem is decidable but its verification algorithm is NP-
complete. Nevertheless, in the general case (the commands contain 
several elementary actions), the problem is undecidable. In the 
case of an operating system, the commands are not mono-
operational and the problem of the safety of the protection system 
is therefore undecidable. This shows that it is impossible to 
guarantee security properties with a discretionary access control 
model. 

Other DAC models have been defined to extend the HRU 
model, including TAM (Typed Access Matrix) [25] and DTAM 
(Dynamic Typed Access Matrix) [26]. TAM extends the HRU 
model by incorporating a strong typing concept [27] which 
corresponds to the association of immutable security types to all 
the subjects and objects of the system. DTAM extends the TAM 
model by adding the ability to dynamically modify object types. 
The different models of discretionary access control are historical 
models. They are mainly used for system rights management. 

 Mandatory access control  
Discretionary access control leaves the management of 

resource permissions to their owners, that is, users of the system. 
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In practice, this system is limited since many attacks against 
systems aim to obtain privileged access (root, or super-user). Such 
an attack, so-called elevation of privilege, is intended to obtain 
rights greater than those possessed. Thus, it allows the user to gain 
full access to the system and its resources and to overcome 
discretionary control. Besides, studies [28,29] have shown that 
DAC models are vulnerable, particularly because of the need for 
users to correctly define the set of resource permissions. Any 
definition error can create a security vulnerability that can be 
exploited to gain privileges. Mandatory Access Control (MAC) is 
consequently intended to address this problem by imposing a 
security policy on system users. Anderson proposes the use of a 
reference monitor [30] to control the interactions between subjects 
and objects and to determine which ones are valid (that is, the ones 
allowed by the policy). This section shall present the main models 
of mandatory access control. These models explain the concepts of 
security properties (integrity, confidentiality) in order to apply 
them. 

The Bell-LaPadula (BLP) model [31] is based on the 
confidentiality needs of the military and is accordingly intended to 
prevent disclosures. This model extends the HRU model by adding 
the notion of a label associated with each subject and object of the 
system. A label corresponds to a security level and is composed of 
two security identifiers: the first identifier, hierarchical, indicates 
the level of classification (for objects) or authorization (for 
subjects), e.g., secret or top secret. The second identifier, called 
category, specifies the organizations using the information, for 
example, military or private. 

In addition to the classic rules which are defined by an access 
control matrix, two new rules are defined:  

• ss-property (simple security property): for reading access 
to be authorized, the subject requesting it must have a level 
of authorization greater than or equal to that of the object;  

• *-property (star property): Information can only be 
transferred from a lower classification object to a higher 
classification object.  

These two rules make it possible to ensure the confidentiality 
of the information and its non-disclosure. However, the existence 
of hidden channels can cause information flows that cannot be 
controlled. For this reason, a more restrictive version of BLP has 
been proposed with the following rules: 

• No Read Up: A subject requesting read access to an object 
must have a security level greater than or equal to the 
object; 

• No Write Down: A subject requesting write-only access 
(adding data) to an object must have a security level that is 
less than or equal to the object.  

Consequently, a subject requesting read and write access to an 
object must have the same level of security as the object. This 
model is sometimes called MLS (Multi-Level Security), and thus 
refers to the level system used to define security rules. 

A dual model at BLP, Biba [32] has been defined to meet 
integrity needs. The Domain and Type Enforcement (DTE) model 
[33] is a high-level mandatory access control model. Unlike 
models such as BLP or Biba, it is not intended to apply a specific 
security property, but rather to define the allowed access between 

different entities in the system. Nonetheless, this model can serve 
as a basis for implementing security property models, such as BLP, 
Biba, or process containment. The DTE replaces notions of topics 
and objects with those of domains and types. Thus, each object has 
a type and each subject runs in a domain. Access rights on types 
and domains are then defined for each domain. Consequently, this 
model aims to restrict the resources accessible by a process (even 
for privileged processes by the principle of least privilege) and to 
control which processes have access to sensitive resources. The 
different models of mandatory access control can be applied at the 
same time at the system level, in distributed environments such as 
the case of military infrastructures, or even be integrated within a 
software. 

3.2.2. Expression languages of security policies   

The access control models that were presented above are the 
historical models that allowed the definition of security policy 
expression models and languages. A security policy consists of a 
set of rules that may have the purpose of applying properties, 
possibly following one of the described models or reusing certain 
concepts. In this section, we shall describe the main models and 
languages of a policy expression. 

RBAC [Role Based Access Control] is a role-based access 
control model that simplifies the writing and management of a 
security policy. The administration of a mandatory access control 
policy involves the management of multiple access rules. Yet, this 
process is time-consuming and subject to errors. With RBAC, rules 
can be simplified by expressing them according to the role of the 
subject and not his or her identity. 

Thus, within an organization, roles are defined from the 
functions of the different positions and permissions are assigned to 
these roles. Users have roles that allow them to obtain permission. 
Considering that the roles are not directly assigned to the users, 
their management is facilitated. For example, when adding a user, 
it is necessary to assign the corresponding roles.  

Different versions of RBAC have been defined [34,35]:  

• Core RBAC understands the basic concepts of RBAC and 
specifies that user-role and role-permission associations are 
of many-to-many types; 

• Hierarchical RBAC adds inheritance support between 
roles: for example, a junior employee has a junior role with 
permissions and the senior role inherits permissions from 
the junior role; 

• Constrained RBAC introduces constraints to apply the 
privilege separation principle. Since 2004, RBAC is a NIST 
standard [36]. 

OrBAC [37] (Organization Based Access Control) is an access 
control model based on the concept of organization. OrBAC 
abstracts the notions of subject, action, and object by those of role 
(as in the case of RBAC), activity and view. Subsequently, this 
makes it possible to group entities according to the security rules 
that concern them, and thus simplify the expression of the policy. 
In order to facilitate the expression of dynamic policies, OrBAC 
uses contexts. Three types of rules are possible: First, permissions 
which allow a role to perform an activity on a view, in a given 
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context. Second, bans when an activity is prohibited and finally, 
obligations when a role must perform an activity on a view in a 
given context. An OrBAC rule can be expressed as follows: A role 
can have permission, prohibition or obligation to perform an 
activity on a given view when the associated context is verified. 

ABAC [38] (Attribute Based Access Control) is an access 
control model in which rights are given to users based on attributes. 
Attributes can be seen as features of system elements. An attribute 
consists of a type (for example, a role, a project, a sensitivity level, 
etc.) and a value that can be single-valued or multi-valued. For 
example, a role identifier or the value of the sensitivity level, etc.). 
These attributes can be compared to each other or to fixed values, 
which allows defining the rules of policy. For example, a rule 
evaluates one or more attributes of a subject to decide whether to 
allow or deny access to an object. Note that ABAC can be used 
with the DAC, MAC and RBAC models [39]. 

XACML [40] (eXtensible Access Control Markup Language) 
is a standard of the OASIS consortium [41]. It is both an access 
control policy definition language and a template for interpreting 
(allowing or disallowing) access requests based on this policy. 
XACML is based on the XML language. A set of XACML policies 
consists of policies, which are themselves composed of a set of 
elements: target, rules, a combination algorithm, and obligations. 
The target element indicates whether a policy should be applied to 
a given query. The rules specify the allowed accesses: they consist 
of a condition that is to say a Boolean expression.  If this condition 
is verified, it causes an effect (authorization or prohibition) on the 
access. The rule combination algorithm defines how the policy 
should be interpreted when multiple rules may apply, for example, 
"permission overrides prohibition". Obligations are optional and 
allow you to perform an action when a rule is encountered, for 
instance, generate an alert. However, because of the flexibility and 
expressiveness of XACML, the definition of security policies can 
be complex [42]. XACML cannot easily allow the cloud user to 
express his own security needs. 

Ponder [43] is a specification language for security and 
administration policies for distributed systems. It is a declarative 
and object-oriented language that supports different types of 
policies: authorization policies (specifying allowed or forbidden 
access for a subject), obligation (actions that a subject must 
perform in response to an event), restriction (actions that a subject 
should not perform), delegation (actions that a subject may 
delegate to another subject), constraint (to limit the application of 
other policies, for example in function of time). Meta-policies can 
also be defined to manage interactions between policies. Ponder2 
[44] reuses Ponder's concepts by adapting them to autonomous 
systems. Hence, Ponder2 is based on a decentralized architecture, 
made up of self-managed components (SMCs) capable of 
interpreting and applying the policy on system objects. The objects 
considered by Ponder2 are Java objects that can communicate with 
SMCs. These objects must be adapted to be managed by Ponder2. 

3.2.3. Expression language of insurance policies 

Security policies may be supplemented by insurance policies. 
An insurance policy must express methods for assessing the level 
of protection of a system. 

XCCDF [45] is an XML-based standard for specifying security 
checks and performance tests. Hence, it is, a language used for 

defining an insurance and verification policy. Besides, XCCDF 
can be used to automate vulnerability checks and responses when 
these vulnerabilities are detected. XCCDF is used by SCAP [46] 
(Security Content Automation Protocol), which is a set of 
specifications defined by NIST to standardize the format in which 
software vulnerabilities and security configurations are expressed. 
A distributed version of XCCDF, called DXCCDF [47], is used to 
express distributed vulnerabilities. 

OVAL [48] is another standard aimed at unifying the 
expression of insurance policies. OVAL uses XML to evaluate the 
state of a system by performing a series of tests on the machine. 
The evaluation of the state of the system with OVAL is broken 
down into three stages: the representation of the system 
information, the description of the different states and the 
transmission of the results of the evaluation. The distributed 
version of OVAL is named DOVAL [49] and can handle 
distributed vulnerabilities. 

A-PPL [50] is a policy language for expressing accountability 
obligations. A-PPL can be used for privacy management policies, 
access control, and usage control policies. Besides, A-PPL 
manages elements specific to the insurance: it makes it possible to 
define alerts in the event of a detected error and determine rules of 
localization of the data. It can also specify which are the 
characteristics wanted for the audit and the storing error messages. 

4. Meta-model for Security layer: 

Big Data solutions are more and more used. Indeed, many 
providers of Big Data solutions have already proposed 
distributions like HortonWorks, Cloudera, MapR, etc. Although 
each of these distributions has its vision for a Big Data system, they 
all share their necessary needs of the security layer. Accordingly, 
Security is a crucial element for both customers and service 
providers.  

However, before presenting the Security layer, we deem it 
necessary to talk firstly about our latest contribution of meta-
models. In fact, in our previous work, we have proposed meta-
models for layers: Data Sources, Ingestion, Hadoop Storage [51], 
Hadoop Platform Management [52], and visualization of Big Data 
architecture. Accordingly, we realized that there is a direct 
relationship between the security layer and the other layers in Big 
Data. In order to show the link between the layers of the Big Data 
system, we shall present in figure 1 the following meta-package 
diagram. It clearly indicates the meta-packages: IngestionPkg, 
DataSourcesPkg, HadoopPlatformManagementPkg, 
VizualisationPkg, SecurityPkg, and MonitoringPkg and the 
dependency relationship that links them. 
We present in the figure 2 the meta-model that we proposed for the 
Security layer in Big Data. This meta-model defines specific 
security concepts. To separate the access control mechanisms from 
the rest of the concepts, we have devised our meta-model to two 
separate parts: the meta-model of security concepts and the meta-
model that defines access control mechanisms. The purpose of this 
separation is to offer the possibility of extending the meta-model 
of access control mechanisms in our future work. It should be 
mentioned that this extension of the meta-model will not affect the 
rest of the meta-model. The figure 2 shows the meta-model of the 
general concepts of the security layer. 
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Figure. 2. Meta-model of general security concepts. 

A threat can damage the assets. A threat has the following 
properties: type, frequency (modeled as an annual rate), 
probability of actual success, and degradation (that is, the level of 
damage to an asset if a threat reaches its goal). ). Safeguards are a 
barrier to risk to reduce it. As indicated in the Safeguards type 
attribute, we can distinguish between Safeguard functions and 
Safeguard measures. Safeguards functions are actions that reduce 
risk while Safeguards' measures are physical or logical devices or 
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processes that reduce risk. Safeguards can act in two different 
modes, healing if they act on damaged assets or preventative if they 
act before a threat has appeared. A detailed emergency plan which 
consists of a set of safeguards is recommended to reduce a threat 
that may cause harm. 

There is no standard classification for security requirements. 
According to [53], seven categories were taken into account 
(confidentiality, access control, integrity, authentication, non-
repudiation, availability, and audit). Integrity is the guarantee that 
the information remains complete and correct. Access control is 
employed to force authorized users to access an asset. 
Confidentiality is to ensure that only authorized information can 
be read by those who are authorized. These three types of 
requirements are related to authentication and may have a 
condition that is defined as an expression. Authentication is a 
procedure by which a computer system certifies the identity of a 
person or a computer. The purpose of this procedure is to allow the 
person to access certain secure resources. It will compare the 
information of authorized users stored in a database (locally or on 
an authentication server) to those provided. Access will only be 
allowed if the information is the same. It is the administrator of the 
information system who grants the rights and sets the access. The 
user with an access account (ID + password) will only have access 
to the resources he is allowed to see. Availability maintains the 
proper functioning of the information system and ensures access 
to a service or resources. Finally, the audit assesses the IT risks of 
physical security, logical security, change management, 
emergency plan, etc. It also assesses a set of IT processes - which 
is usually the case - to respond to a specific customer request. All 
of these kinds of requirements can affect particular assets or the 
entire system. 

 
Figure. 3. Meta-model of access control mechanisms. 

These two meta-models that we have proposed show the most 
important attributes, concepts, and data types that a Big Data 
system would need. Indeed, the meta-class of non-functional 
requirements is the extension point of the main meta-model and 
has the ability to add new non-functional requirements. The 
security requirement is a non-functional requirement 
specialization intended to be the root of meta-classes representing 
security concepts. 

5. Transformations 

The meta-models that we have defined for the different Big Data 
layers represent the platform-independent model (PIM) level, 
which means a model-independent of the platform. The goal of 
these meta-models is to standardize concepts at the Big Data level 
and to create an independent meta-modeling of platforms and 
solutions. Following that, we made some transformations using the 
Atlas Transformation Language (ATL). This transformation 
language will allow us to move from the PIM model to the 
Platform Specific Model (PSM). PSMs can use domain-specific 
languages or general languages like Java, C #, Python, and so on. 
The techniques used in the MDA approach are thus mainly 
modeling techniques and model transformation techniques. The 
figure below shows the transformations that we have made in this 
paper to make the transition from our meta-model of the security 
layer at the level of Big Data to PSM: 

 

Figure. 4. Transformation of security meta-model to PSM. 

6.1. Configuration  

In this section, we shall discuss the techniques that we have used 
to implement the approach presented in Figure 4. Version 4.12 of 
the Eclipse IDE was used, with the addition of the Eclipse 
Modeling Framework (EMF) to draw the proposed meta-models. 
We also used version 4.1 of the ATL transformation language on 
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Eclipse 4.12, to define the transformation rules and to create our 
four transformations: Sec2LRSecIP, Sec2QR, Sec2RSA, and 
Sec2HKAnaP. The switch to the PSM did not take into 
consideration the version of the chosen solutions since the meta-
model we proposed is a standard for the security layer. After 
applying the transformation rules, the result found will be used on 
all versions of LogRhythm's Security Intelligence Platform, IBM 
QRadar, RSA Security, and Hawkeye Analytics Platform. 

6.2. Experiences 

While performing our tests, we used two datasets to better measure 
the transformation execution time to the four chosen solutions: 
LogRhythm's Security Intelligence Platform, IBM QRadar, RSA 
Security, and Hawkeye Analytics Platform. The results are shown 
in Figures 5 and 6. 

 

Figure. 5. Transformations time. 

 

Figure. 6. Execution time for ATL transformations. 

Table 1: Transformations runtime. 

Security 
solution 

LogRhythm's 
Security 

Intelligence 
Platform 

IBM 
QRadar 

RSA 
Security 

Hawkeye 
Analytics 
Platform 

Transformation 
time 763 1045 3456 2509 

 
7. Discussion and Perspectives 

The security properties that were presented in the first section 
are textual and abstract. They allow a user literally to express his 
security needs. Although these properties are high-level 
requirements, they cannot be directly applied to the system. This 
is why different models and security languages are designed to 
express these properties so that they can be applied to a system. 

In the second section, we presented historical models for access 
control policies and security and insurance policy expression 
languages. Indeed, Historical access control models introduce 
concepts. These concepts can be generalized to security policies 
that are not dedicated to access control. For example, modeling in 
subject-permission-object triplet form is not necessarily specific to 
access control. Besides, access control has shown the value of a 
mandatory security policy compared to a discretionary policy. In 
fact, a discretionary policy gives the possibility to guarantee 
security properties [56,57]. Existing policy models and languages 
also make it possible to introduce essential notions into the 
expression languages of security and insurance policies. Thus, the 
notion of role introduced in RBAC is used in other models of 
security policies, such as OrBAC and XACML. It can simplify the 
expression and administration of policy. These languages allow the 
definition of security needs in the form of properties. However, 
these policies are often restricted to the expression of a property 
and support only a subset of properties. Moreover, existing 
languages are mostly not suitable for defining security and 
assurance properties for cloud and big data environments. 

As we have mentioned before, Big Data has become essential 
in today's world. Indeed, our analysis of the subject leads us to find 
that there are several solutions to manage Big Data in the market 
(HortonWorks, Pivotal HD, IBM InfoSphere BigInsights, etc.). 
Each of these solutions manages Big Data in its own way without 
relying on standards like meta-models. This of course results in the 
diversity of solutions and the non-interoperability between the 
different solutions. During our research project, we have worked 
on the meta-modeling of the different layers of a Big Data system 
[58]. In this paper, we rely on comparative studies that we have 
already done to draw the key concepts of the security layer. The 
meta-model that we proposed for this layer and the other layers is 
platform-independent according to Model-Driven Architecture 
pattern. By using the ATL transformation language, for example, 
we can move to the other platform-specific models (PSM) [59,60]. 
The PSM we have chosen in this work are LogRhythm's Security 
Intelligence Platform, IBM QRadar, RSA Security, and Hawkeye 
Analytics Platform. After the creation of these meta-models, in the 
next step, we shall work on the creation of models respecting these 
meta-models. Then we shall define the transformation rules 
between these meta-models using the transformation language 
ATL (Atlas Transformation Language). These meta-models are 
platform-independent according to Model Driven Architecture 
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pattern, which describes the structures of Big Data layers 
independently from any specific platform. 

8. Conclusion 

Big data refers to the collection and aggregation of large 
amounts of data from different sources to extract information 
through statistical, descriptive and predictive analysis. Several new 
solutions exist in the IT market that can handle this huge amount 
of data. This big data trend makes security an essential but complex 
point to address. The definition of security needs can indeed be a 
difficult task, especially since the user of the service does not 
necessarily know these needs. However, we have seen that there 
are methods of risk analysis that allow a user to determine their 
security needs. Thus, we have presented in this paper the different 
basic security properties that may correspond to the needs of a user, 
as well as several models of policies to express these needs. After 
that, we have defined a standard meta-model for the security layer 
that represents the PIM level. Finally, we made transformations to 
move from our meta-model to four PSM. 
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