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Tactile displays are widely used in the rehabilitation and education of
blind persons, as it is one of the media of communication amongst them.
Tactile display performance is measured in terms of accuracy in present-
ing pattern, accuracy in identification, recognition and reading time of
presented pattern. However, it has had meager attention from researchers.
This paper presents a novel 3 x 2 solenoid actuators pin array tactile
display and evaluates its effectiveness in presenting alphabets to blind
and normal subjects as well as compute facilitation and discrimination
value. The proposed actuator requires 75 % of the current and 90 %
of the power in comparison with presently available actuators. This is
achieved due to the incorporation of conical spring. Two psychological
experiments were conducted to evaluate system performance, also to
measure perception (reading) and key pressing sense (writing) accuracy
for the first time. The low-cost developed system achieved an average
reading time of about 15.7 s, recognition time of 39 s and prediction
accuracy to be 93 % using a confusion matrix. The developed prototype
model has resulted in 94% facilitation value and 11 % discrimination
index during psychological experiments for intended users.

1 Introduction

Tactile devices have proved their value in educating
blind persons. In the human sensory system, skin
plays a significant role in touch and feel. A visually
disabled person uses predominantly uses touch and
feel as a medium to communicate. The tactile display
is developed using a different kind of actuator such as
a piezoelectric, solenoid, electromagnetic, Shape mem-
ory alloy (SMA) wires and spring, soft gel, etc. The
various performance parameters of tactile devices are
reading speed, recognition rate, and perception accu-
racy. Miniaturization of such devices obviously has
challenges and limitations in fabricating and assem-
bling. A diverse range of technology is used to develop
tactile displays.

A sixty-four elements tactile display using shape
memory alloy (SMA) wires and 8 tactel modules was
developed reported by [1]. A piezoelectric bimorph
was used to form 6 and 8 dot Braille cells. Touching
force varying between 0.03 to 0.39 N was reported by
[2]. A portable eBook reader for the blind with 10

Braille cells using a piezoelectric ultrasonic actuator
was presented in [3]. Thermal bimorph microactuator
was developed by [4] and was analyzed for changing
mechanical dimensions rather than changing the input
voltage to reduce power consumption. A vibrotactile
display using a pen-like haptic interface to represent
textures on it was also developed. Different textures
were represented and 80.83 % accuracy was reported
by [5]. Xiaosong Wu et al. have devised a portable
pneumatically actuated refreshable Braille cell. A 2
X 3 micro-bubble actuator by UV lithography process
formed to achieve 0.56 mm displacement [6].

A compact planar distributed tactile display was
developed by Ki-Uk Kyung. Also, observed the effect of
frequency on texture judgment through the developed
display. The correct answer reported is dependent
on the stimulus 90-90 % times. Small-scale shapes,
patterns, and gratings have conveyed good tactile in-
formation to subjects; the correctness achieved is 90 %.
Stimuli with higher frequencies have shown the worst
discrimination of patterns as reported in [7]. Makoto
Takamiya et al. proposed a low power and flexible
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Braille sheet with a plastic actuator. It uses back-gated
OFETs SRAM technology to enhance speed [8]. The
speed of Braille sheet display was improved to 1580
times that of the speed without SRAM. H. R. Choi et
al. used the tactile display as a Braille display. The
frequency by which the dots activate is 15-60 Hz [9].
Achieved average recognition rate for HRR is 60 %
while for NRR, it is 40 %. T. Matsunaga et al. fabri-
cated and developed 2-D and 3-D tactile pin display
to represent the character and graphics information
dynamically using an SMA micro-coil actuator [10].
Christopher R. Wagner et al. used RC servomotors to
develop a tactile shape display. The 6 x 6 pin array
tactile display was developed with 1 mm pin diameter;
The result showed that displacement is limited by the
slew rate [11]. Masashi Konyo et al. artificially cre-
ated a soft gel tactile feel display. The most sensitive
frequency was found to be 180 Hz close to physiol-
ogy [12]. Also, signals with varying shapes such as
sinusoidal, triangular, rectangular and sawtooth waves
confirmed that rectangular is the most significant sig-
nal and the sinusoidal wave is the next most significant.
The stimuli of a compound signal had shown a signifi-
cant tactile feel.

Pruittikorn Smithmaitrie designed and analyzed a
piezoelectric Braille display. The touching force of the
reader while sensing a Braille character on the tactile
display was measured by [13]. Ramiro Velaquez et
al. created a tactile binary information display using
an SMA actuator. The designed actuator was excited
by a 200-500 mA current to achieve a displacement
of 3 mm [14]. Michael J.Mosley et al. proposed the
dynamics of an SMA wire bundle actuator through
design [15]. Jun Su Lee and Stepan Lucyszyn have
developed a refreshable Braille cell using microma-
chining. They developed electrothermally controlled
actuators forming a 3 x 2 Braille cell consuming an
average power of 0.30W and an actuation time 50 s
[16].T. Nobels et.al. had designed high power density
electromagnetic actuators for a portable Braille dis-
play. It used small linear electromagnetic actuators
mounted on a computer mouse displaying 3 characters
one at a time [17]. Sarah F. and Paul B proposed a
four-level fingertip search display for the blind using
64 solenoids. Overall power consumption was 30 W. It
was difficult to control the displacement of each actua-
tor uniformly with the suggested method [18]. K. Deng
and E. T. Enikov used electromagnetic localization and
actuation to present an on shape display. A prototype
module of 4 x 4 was developed to experiment with the
perception of curvature shapes. The size of the actua-
tor was analyzed to determine its minimal diameter. It
had an outer diameter of 1.5 mm, which is suitable for
right perception [19].

Different 84 devices were compared with their func-
tionality and readiness levels by [20]. It was observed
that only 19 % of total the developed systems were
commercialized and others were available in prototype
forms. Also, many of them were not evaluated to test
performance parameters of a developed unit. In recent
years, a portable device with a tactile keyboard and

the refreshable display is patented by [21] consist of a
touch-sensitive surface, Braille tactile display, and pro-
cessing unit. The developed unit uses a touch-sensitive
screen used to form a tactile pattern on the Braille
display. A single piezoelectric Braille cell display is
proposed and patented by [22] uses MOSFET drives
to magnetize each piezo-actuator to form an expected
pattern.

Granit and Eduardo investigated text recognition
using six channel vibrotactile wearable display. They
experimented skin sensation for the letter, word, and
short sentences. The reported recognition accuracy
is 82 % and interaction duration 38 seconds. It is ob-
served that repetition in such experiments improves ac-
curacy reported in [23]. Daniele and Claudio designed
refreshable Braille display recently [24]. It includes
four Braille cells actuated by a solenoid and external
magnetic field. It was operated on the 9V battery to
achieve 1mm displacement. Zhiyun Lu had developed
a bistable electroactive polymer one cell tactile dis-
play. This display is capable of representing Braille
letters using air pressure [25]. The author reported
100 mmHg air pressures to raise dot to achieve 0.7mm
height. It uses 90 V supply to raise each dot.

Although great efforts have been put into devel-
oping such devices throughout the globe; there are
some issues that need to be resolved for it to be con-
verted into a product. The accuracy in reading Braille
is reported to be 80% [5] and 90 % [7], while recogni-
tion rate is about 60 %[9]. As mentioned in[26]; read-
ing/ perception accuracy, recognition rate, and reading
speed are the performance parameters for tactile dis-
plays. The above review reveals that although different
types of tactile displays have been developed, to the
best of our knowledge, meager attention has been paid
towards performance parameters. Evaluation of devel-
oped tactile displays needs to be given more attention
for finding accuracy, recognition rate, reading speed.

A survey was conducted in a blind school to under-
stand the usage of electronic gadgets in teaching. It
showed that the computer is one of the most commonly
used tools but it has a dependency on the school labo-
ratory hence, it is required to have a handheld device
to read and write Braille letters. This display caters
to the needs of disabled such as training, rehabilita-
tion, and education through play and entertainment.
Few more problems raised by participants were, dots
remain unraised after frequent use of Braille on paper,
that creates difficulty in reading. It is difficult to carry
such a document or book because of its weight and
size. The device should be easily portable during their
primary education.

This paper presents; a low-cost design and imple-
mentation of a novel tactile display and its parametric
performance evaluation. The designed display is capa-
ble of displaying alphabets and numbers in bilingual;
effectively experimented during the evaluation of it.
The proposed display is the least power consuming
prototype as compared with literature. The tapered
spring used to actuate is one of its kind and novel, none
of the authors reported such spring for actuation over a
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linear spring. Also, it has achieved maximum displace-
ment in the least time compared with a similar type of
actuators mentioned in the literature. The developed
unit advances in identification accuracy and reading
rate. It addresses the key pressing sense of subjects
with very high accuracy; which is tested first time in
existing work. To support the results; 25 blind and 25
normal subjects are evaluated to test the effectiveness
and confirmed use of the display for education. Facili-
tation and discrimination analysis of experiment find-
ing is done and it confirms desired values. Solenoid
actuators are robust, high speed and fast response ac-
tuators as compared to the other actuators. It is a tool
for educating and training visually impaired persons
in their primary stage with or without the help of a
trainer. Such systems are also useful in rehabilitation
of motor system disorders in humans [27].

Section I presents a detailed study of the available
literature to understand the current scenario in the
space of the proposed work. Section II presents the
development of a six solenoid actuators tactile display
and discusses; improvement in solenoid operation with
modified spring design. The discussion covers the or-
ganization of six solenoids to make a 3 x 2 Braille
cell. Section III covers the evaluation of the devel-
oped tactile display with psychological experiments
aimed at understanding the performance parameter.
A statistical tool called confusion matrix technique
was used to find percentile accuracy in prediction and
mis-prediction. Item analysis was used to assess the
discrimination index and facilitation value of the de-
veloped technique. Performance of device along with
the results of the experiments is discussed in section
III.

2 Design and development of tac-
tile display

The micro solenoid actuator available in the market
works on 12 V and requires 0.5 A current to actuate to
have a displacement of 4 mm. The power consumed by
one such actuator is 6 W, which is higher compared to
piezoelectric or electromagnetic actuators. Tactile dis-
play requires six such actuators to form a Braille cell,
consuming the power of 36 W. First challenge in the
development was to reduce this power consumption.
Following steps were taken to develop a more efficient
tactile actuator.

1. Design of a solenoid actuator

2. Testing of a single actuator

3. Performance test of the designed actuator

4. Control system design

2.1 Design of a solenoid actuator

Solenoid actuator has four major components as a
metal rod, compression spring, coil, and housing. New

actuator design includes the design of a rod which
will move vertically after excitation and represents a
Braille dot, a compression spring which will move a
rod back to its original position after excitation is re-
moved, a coil which will generate an electromagnetic
field to hold the rod at the un-raised position once
excited. It was required to reduce current consumed
by an actuator and hence compression spring design
was important. This spring helps actuator to come
back to the normal position when the actuator was
not actuated. The stainless steel metal rod that moves
vertically has a diameter of 2.9 mm and length of 4.2
mm. The conical spring was designed using music
wire. The use of linear spring [1, 5, 9, 10, 18, 24] is
limiting the performance of the actuator hence, the
conical spring instead of linear is proposed to use the
first time to improve its performance. The proposed
spring provides a constant spring rate and improves
displacement; which is verified through experimen-
tation. The wire of a diameter 0.15 mm available in
music wire type was selected to generate a stroke of
4 mm. The free length of the spring was 9 mm with
7 active coils. The housing was designed using iron
material press fit assembly. Two sides are kept open for
natural cooling. This spring is capable of generating a
deflection force of 1 N showed in Table 1.

Table 1: Proposed conical spring parameters.

Parameter(symbol) Value Unit
Wire diameter(d) 0.15 mm
Small OD(SOD) 5.8 mm
Large OD(LOD) 7 mm

Number of active coils (Na) 7 –
The free length(lf ) 9 mm

Density of material(ρ) 8000 Kg/m3

Spring constant(k) 94.8 N/mm
Pitch of leads (Ps) 2 mm

Shear stress(τ) 2.16 MPa
Deflection force(F) 1 N

2.2 Testing of a single actuator

A single solenoid actuator was evaluated to test perfor-
mance parameters, such as displacement, the current
required for actuating to achieve desired displacement,
the time required to actuate, etc. The experiment car-
ried out to test this included a DC power supply which
can supply 5 V and 500 mA current. The electrical pa-
rameters are listed in Table 3. It has shown that total
power consumed by one existing actuator is 2.5 W and
the proposed actuator is 0.6 w. The power consump-
tion is very low as compared with displays developed
by [14, 18, 24] for a similar purpose. However total
displacement achieved was 4 mm, which is higher than
reported by [1, 11, 14, 18]. A transistorized driver was
designed to drive a solenoid by providing logical in-
put at the base terminal of a transistor as shown in
Figure 1a. As soon as a logical input was available
from the control unit to the base terminal of a tran-
sistor; solenoid actuated. Table 2 shows that 4 mm
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(a) Solenoid actuator driver circuit. (b) Control unit front panel.

Figure 1: showing driver circuit and control unit.

displacement is achieved by an existing actuator in
11.8 s with an applied direct current of 0.5 A. While
the proposed actuator only takes 0.12 A and 10 s for
similar displacement.

Table 2: Comparison of existing and proposed actuator performance
parameter value

Existing Proposed
actuator actuator

Displacment I Time I Time
(mm) (mA) (s) (mA) (s)

0 100 2.3 0 0
1 200 3.7 25 4

1.5 250 4.3 45 5
2 300 7.3 55 6.3

2.5 350 8.2 75 7.4
3 400 10.2 90 8.5

3.5 450 11 105 9.6
4 500 11.8 120 10

2.3 Performance test of an actuator array

A 3 x 2 matrix was created using six solenoids close
to each other in such a way that they will not affect
the operation of neighbor pins. Two acrylic sheets of 3
mm thickness were used to host 6 solenoids as shown
in Figure 2b. Each actuator is operated on 5 Vdc and
0.12 A current. According to the excitation signal,
maximum displacement achieved is 4 mm as shown in
Figure 2c. Figure 2a. shows a solenoid an unexcited
state. Figure 2c shows a side view of the closely placed
actuator. Figure 2d is the top view of the tactile display
showing the pin placing. Each pin was tested for its
operation and combined six pins as well. This ensured
the equal height of all pins when raised to avoid any
misunderstanding because of adjacent pins. Also, the
refresh rate is defined as actuation and de-actuation of
pins; which is observed approximately 0.5 s. However,
during experimentation height (displacement) of the
pin 2 mm was sufficient to interpret raised or un-raised
pin from the reference surface. This reduced further
power consumption of Braille cell to 1.6 W. It was one
of the achievements of the proposed display.

The newly designed actuator has resulted in a re-

duced current requirement to actuate to have 4 mm of
displacement. It has also reduced the power consump-
tion by each actuator. There is 75 % reduction in the
current required for actuation, which was achieved by
increasing coil resistance by 4 times and 90 % reduc-
tion in total power consumption by the tactile display
as mentioned in Table 3.

Table 3: Comparison between old and newly designed actuator pa-
rameters.

Parameter Existing Proposed
actuator actuator

Max current 0.5 0.120
requirement(A)
Operating DC 5 5

voltage(V)
Max displacement 4 4

(mm)
Length of 3.2 4.2

the rod(mm)
Coil resistance 10 42

(ohm)
Power consumption 2.5 0.6

by single actuator(W)
Power consumption 15 3.6
by six actuator(W)

2.4 Control system design

The developed circuit board uses an Arduino Mega
board as a control unit to sequentially control solenoid
actuator to represent the desired alphabet as shown
in Figure 3. The microcontroller was able to gener-
ate bilingual, that is English and Hindi alphabets and
numbers. However, presently the evaluation is done
for English alphabets only. The control unit has 6
keys used to write Braille letters on a tactile display as
shown in Figure 1b. Two keys are provided to select
the mode of operation, one for auto training or read-
ing mode and the other for manual mode or writing
mode. This module is accompanied by an LCD display
for a normal trainer to check the key combinations
pressed and the tactile pattern expected on the tac-
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(a) (b)

(c) (d)

Figure 2: a) Actuator initial position, b) Actuator showing 4 mm displacement, c) Side view of developed six actuator cell showing
compactness, d) Top view of six pin array to show pin to pin distance

tile display accordingly. A 3 x 2 matrix was created
using six solenoids close to each other in such a way
that they will not affect the operation of neighbor pins.
The intention to use this arrangement is that even in
the absence of an instructor; students can operate it
in auto mode or learn Braille writing using keypress
mode. The research work aims to test Braille reading
by touching to pins of actuator and writing by key
pressing electronically.

3 Evaluation of tactile display

A psychological experiment was carried out to under-
stand the limitations of perception, accuracy, etc. The
developed display was evaluated in the school Blind
school for girls, Pune. Total 50 subjects, 25 blinds and
25 normal were selected for both experiments [26, 30].
Currently, restricted alphabets are successfully read
and written by subjects. The delay of 1 s is set after ev-
ery alphabet. This delay time was calculated through
experimentation with the subjects during trials. The
following two experiments were conducted.

• Tactile perception (Reading)

• Key Pressing sense (Writing)

3.1 Experiment for tactile perception
(reading)

In Braille letters, the representations of letters such as
e and i, d, h and j, s and t only differ by one dot. Thus,
there is a possibility of misperception into the account

with the developed display; alphabets were selected
taking this in to account. The six dots formed by each
actuator make up a display and raised or un-raised
dots are felt by subjects by touching each pin. The
raised height of each dot and the spacing between the
dots play significant roles in the discrimination [30].
Intentionally selected 10 English alphabets were rep-
resented for subjects to touch and feel. Each subject
was given the training to use the developed display
for 5 minutes. They were instructed to use the index
finger for touch and feel. Participating subjects were
asked to read as rapidly as they could. Few samples
manually highlighted for clarity as shown in Figure 3.
English alphabets a, l, s, v, e, t, z, b, g, y were randomly
presented. The time required to follow the alphabets
with touch and reproduce them mentally and vocally
is called reading time. For this experiment; time taken
by each subject to read all ten alphabets by touch was
considered as reading time. The time required to iden-
tify a letter as known before and realize the validity
is called recognition time. For this experiment; time
taken by all subjects to identify one alphabet was con-
sidered as recognition time.

The experiment aimed to measure the reading time
and recognition time of the user. Reading time varies
with user experience in reading Braille or the fre-
quency of use of the tactile display. Minimum time for
reading was observed to be 12 s by blind subjects and
11 s by normal subjects, while the maximum time was
noted to be 22 s by blind and 20 s the normal as shown
in Table 4.In an alphabet reading experiment, the time
required to identify an alphabet is measured in sec-
onds irrespective of the accuracy. Expected average
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Figure 3: Manually highlighted (for clarity) alphabets presented on the developed display (a) a, (b) b, (c) e, (d)g, (e) l, (f) s,(g) t, (h) v, (i) y, (j)z

time to read 10 alphabets was assumed to be 10 s. In
the identification table; alphabets identified correctly
were marked with 1 and incorrectly identified with 0.
The matrix was maintained as 10 alphabets in rows
and 25 subjects in columns. During the recognition
experiment; the average time expected was 1.5 s which
was more than that of reading time. The column wise
sum indicated reading time for all 10 alphabets of each
subject and row wise sum indicated recognition time
of each alphabet for all 25 subjects. Each subject had
one attempt for each experiment.

Table 4: Reading and recognition time for blind and normal subjects.

Reading time (s) Recognition time(s)
Subjects Min Max Min Max

Blind 12 22 28 54
Normal 11 20 28 57

As shown in Figure 4a English alphabet a, b, g were
identified by all the subjects from each type. Alphabet
t has shown a less amount of correct identification com-
pared to other letters. Figure 4a shows the accuracy
of alphabet identification in percentage. It shows that
the letter a, b, g has shown 100 % accuracy in iden-
tification by 50 subjects; while the letter t was only
identified 80 % accuracy. As shown in Figure 4c the av-
erage reading time of 50 subjects was found to be 15.7
s using the developed tactile display. It is also required
to test both types of subjects on the identification of
each letter. Letter t was identified by 19 blind persons
and 21 normal persons out of 25 each. The reason for
this was that blind persons missed dot number four.

Recognition time may vary with language.Figure 4d
shows recognition time for blind and normal subjects.
The average recognition time required by 50 subjects
was observed to be 39 s. The total test time for the
blind subject was 798 s for blind subjects and 764 s
for normal subjects. During this experiment, it was
observed that the minimum letter identification accu-
racy achieved was 80 % and the maximum was 100 %.
Blind subject no. 19 recorded the minimum time to
all alphabets (12 s) while subject no. 2 recorded the

highest time of 22 s for the same. Normal subject no.
25 recorded the minimum time to read all alphabets
(11 s), while subject no.2 recorded the highest time of
20 s for the same. As shown in Figure 4d the recogni-
tion time for each alphabet by both types subjects was
very small. The reason for this was observed to be the
distance between adjacent pins.

3.2 Experiment to test key pressing sense
(writing)

Key pressing sense testing is one of the major require-
ments to replace the existing Braille writing system.
3 x 2 keys were arranged in such a way that the key
position representing Braille dots as usually they work
with nails to form a dot. All of the participants in-
volved have shown quite an interest as they were trying
to relate this to their Braille writing technique. They
pointed out that; their usual way of writing Braille let-
ters is similar to the experimental process introduced
here. However, reading is by reversing the page, which
while reverses dot positions. the developed unit serves
this aspect. When a particular key or combination
of keys is pressed the respective Braille letter will be
formed on the tactile display. The subjects are trained
to press keys in a particular order to form the same
Braille alphabet on a tactile display. The subjects had
to touch the display and identify so that the repre-
sentation is successful. This experiment was carried
out immediately after Braille reading. Each subject
used a test unit for 5 minutes to understand the keys.
They were instructed to generate the same letters that
they read in the previous experiment. The distance be-
tween the adjacent keys was 150 mm which is greater
than the minimum discrimination distance required
to sense pressed or un-pressed keys [30].

On the other hand, an invalid key combination in
the set of alphabets is not displayed in a tactile form
and a warning is generated on the LCD display for a
normal trainer with a beep sound. Figure 4b shows the
response of subjects to the key pressing experiments.
Total of 500 responses was recorded with 50 subjects
and 10 alphabets. Assuming that each subject would
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(a) (b)

(c)

(d)

Figure 4: a) Number of alphabets identified correctly by each subject, b)Key pressing accuracy by both type of subjects,c) Reading time of
each subject, d) Recognition time of each alphabet
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take approximately 1.5 s to form an alphabet on the
display. The time estimated to conduct the test was
900 s. Time taken for completion of the entire test was
750 s. It was seen that on an average 86 % of subjects
pressed the correct keys to represent the target alpha-
bet. In case of the letters a and b, both types of subjects
showed 100% success. In case of the letter s blind par-
ticipants showed 76 % success, while normal showed
68 %. The reason may be because of dot number five
being mispressed by several subjects. In the case of
the letter g, normal subjects showed 96 % accuracy
while the blind showed only 92 %. The overall impres-
sion from this experiment was that the subjects a good
sense of key pressing and that in the absence of trainer;
they can use the developed system to learn alphabets
through touch and feel. This experiment was validated
through a tool known as a confusion matrix. Item anal-
ysis was also conducted to understand the degree of
ease of perception using the developed model.

4 Result and discussion

In the identification test, a correctly identified letter
was marked as 1 and others as 0. The values obtained
through identification for blind subjects and normal
subjects have a very small difference, indicating that
participants have a similar experienced in terms of
touch and feel. An average of 23 subjects from each
group identified alphabets with 93% accuracy. Alpha-
bets a, b, g were correctly identified by all of the par-
ticipants, while alphabet t was identified by the least
number of participants. An average of 9 alphabets are
identified by 13 blind and 14 normal subjects. The
average time taken to read 10 alphabets was 16 s for
blind subjects and 15 s for normal subjects. The read-
ing rate was found to be 10 char/16 s. Overall reading
accuracy was 93.9 % for blind subjects and 94.74 % for
normal subjects it is listed in Table 5. The reading rate
was recorded as 1 char/1.6 s for blind subjects and 1
char/1.5 s for normal subjects. Although the reading
rate was higher than the target rate, the reason for that
was found to be the excessive closeness of tactile pins.
The error rates recorded were 6.1 % for blind subjects
and 5.26 % for normal subjects.

The recognition time taken was 798 s for all of the
blind subjects combined and 764 s for all of the normal
subjects combined. The average time taken to recog-
nize 10 alphabets using developed tactile display was
40 s for 25 blind subjects 38 s for 25 normal subjects.
For both types of subjects, the minimum recorded time
to recognize 1 alphabet was 28 s and the minimum 10
alphabets with the developed display was 12 s. The
overall impression of the experiment was that there is
very little difference in the recognition rate and read-
ing rate. It indicates that some subjects may learn at a
slower pace than the others and that some alphabets
have fast perception while others require more time.
In the experiment, an average reading or recognition
time for 10 alphabets or 25 subjects was noted to be
1.6 s.

Some subjects faced trouble in forming letters t and
s by pressing keys due to the difference of one dot in
the representations. They were unable to differenti-
ate between keys and hence, pressed them an incorrect
manner. Interaction with the subjects revealed that key
pressing and then immediately reading may have led to
some amount of confusion. There were two letters and
b which were most correctly represented because they
are consecutive and they involves less number of key
pressing combinations. It was also observed that the
distance between the keys during pressing and then
the distance between the tactile pins significant affect
accuracy. On an average, 8 alphabets were correctly
presented by both types of participants. The accuracy
calculated for key pressing sense was 86.6 % for blind
subjects and 85.2% normal subjects. The accuracy tar-
get was set to 90%. A major observation was that the
distance between push buttons (keys)reduced accuracy.
Subjects were allowed only one attempt to form the
desired alphabet. Recognition accuracy rates reported
by previous developers for tactile displays varies from
60% to 90%; 60% by [9], 80.83% by [5],85% by[28],
and 90% by [7]. The proposed work has achieved a
rate of 95.7%. To confirm achieved results two statisti-
cal techniques were used to analyze the data collected
from these experiments.

• Confusion matrix technique

• Item analysis

4.1 Confusion matrix

Confusion matrix technique was applied to the col-
lected data. Table 6 shows the presented patterns in
rows and the answers given by subjects in the columns.
Diagonal values are the responses of the subjects. The
matrix shows that a, b, g was presented to 50 subjects
and all of them recognized them correctly. Alphabet e
was presented to 50 participants out of which 43 iden-
tified it as l and 7 unexpectedly identified a letter; that
was not listed in the test set. Alphabet l was presented
to 50 participants and 3 out of them identified it as v.
Similarly, alphabet s was presented to all participants
and 6 out of them identified it as t. Alphabet t was pre-
sented to all participants and 10 out of them identified
it as s. Alphabet v was presented to all participants; 4
out of them identified it as l. Alphabet y is presented
to all participants; 2 out of them identified it as z. Al-
phabet z is presented to all participants 3 out of them
identified it as y.

The total 500 response were recorded as shown
in Table 6. It shows the accuracy of 93 %. Mis-
prediction is measured. The calculations show that
mis-prediction was 7%. This may be because the dis-
tance between pins is not as per suggestions were given
by psychological experiments in [30]. The accuracy
was high even though it was not par with Braille stan-
dards. This was because most of the subjects had been
reading and writing Braille for more than 5 years [7].
The time required needs to be reduced further aligning
the design with international Braille standards.
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Table 5: Comparison of performance parameters for blind and normal subjects.

Parameter Blind normal
Identification 94 95
accuracy(%)
Reading rate 1/1.6 1/1.5

(char per second)
Average reading 16 15

Time(s)
Average recognition 40 38

Time(s)
Key Pressing 86.6 85.2
Accuracy (%)

Table 6: Confusion matrix: letters presented in rows and prediction in columns.

Answers received

a b e g l s t v y z Total

P
re

se
nt

ed

a 50 0a 0 0 0 0 0 0 0 0 50
b 0 50 0 0 0 0 0 0 0 0 50
e 0 0 43 0 0 0 0 0 0 0 43
g 0 0 0 50 0 0 0 0 0 0 50
l 0 0 0 0 47 0 0 3 0 0 50
s 0 0 0 0 0 44 6 0 0 0 50
t 0 0 0 0 0 10 40 0 0 0 50
v 0 0 0 0 4 0 0 46 0 0 50
y 0 0 0 0 0 0 0 0 48 2 50
z 0 0 0 0 0 0 0 0 3 47 50

Total 50 50 43 50 51 54 46 49 51 49 493

4.2 Facilitation and descrimination analy-
sis

Item analysis is a statistical method of judging the
quality of an individual’s discrimination power. It
also yields the relationship of each item with the other
items. Kelly T. L. proposed the technique to evaluate
the facilitation value and discrimination index for a
given data set [31]. The facilitation value (FV ) is a mea-
sure of ease of perception? In this experiment, it indi-
cates how easy it is to rightly identify a presented letter
on a tactile display. A discrimination index (DI ) indi-
cates how well differentiating among different values?
In our case, it is a measure of how well it discriminates
amongst letters and dot positions.

FV =
(RU +RL)

(2×n×max marks)
(1)

DI =
(RU −RL)

(n×max marks)
(2)

The given data set was arranged in descending order
of marks obtained in the perception test. To calculate
FV and DI the number of right and wrong answers
are taken into account. According to [31] 27% of the
subjects are selected for the upper right (RU ) answers
segment and lower right (RL) answers segment of the
group of subjects. There were 50 participants in total.
Hence, 14 subjects were each from the top and the
bottom of the list in descending order of total marks

respectively called RU and RL. In the test, each cor-
rect answer gave one mark, with 10 letters presented,
the maximum possible score was 10. The sum of RU
marks is 140 and the sum of RL marks 114 as reported
in Table 7.

Table 7: Mark obtained during identification test ordered from high
to low.

Upper right answer Lower right answer
Subject no. Marks Subject no. Marks

5 10 33 9
7 10 34 9
8 10 36 9

11 10 38 9
13 10 43 9
17 10 48 9
18 10 2 8
19 10 6 8
20 10 14 8
21 10 44 8
22 10 46 8
23 10 10 7
24 10 12 7
26 10 27 6

Total 140 Total 114

Facilitation value is calculated as per Eq.1, and dis-
crimination index is calculated as per Eq.2, where n
indicates the number of participants.
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Table 8: Comparison with previously developed systems (NR:represents not reported).

Parameter (unit) [5] [29] [28] [18] proposed
work

Display Size(mm) 12× 12× 12 6.4× 8.7 15× 15× 15 40× 40 15× 30× 30
Cell size 3× 3 8× 1 3× 2 NRa 3× 2
Stroke or displacement (mm) 1 1 NR NR 4
Type of actuator Piezo Piezo SMA wire Solenoid Solenoid
Force (N) 0.2 NR NR NR 1
Operating Frequency (Hz) 0-5 200 100 NR 0.2 to 5
Weight(gm) 2.5 NR NR NR 150
Reading Accuracy (%) 80.83 90.0 85 NR 94
Duration of trial (s) 5.5 300-600 10 NR 750
Presented alphabet\numbers 0 to 9 NR 10 NR 10

Numbers Alphabets Alphabets
Power per cell(W) NR NR 0.08 2 1.6

FV = 0.94 (Ideal value =1 and desired value is be-
tween 0.2 and 0.85[31]) and DI = 0.11 (Ideal value=0
and desired value is between 0.3 and 0.65). Thus, FV
quite high and discrimination index is well within de-
sired range.

5 Summary

A detailed comparative for parametric analysis is car-
ried out for the proposed work in this paper and dis-
plays implemented by [5], [18], [28], [29] in terms of
dimensions, mechanical considerations, and perfor-
mance parameters and reported in Table 8. It shows
that displacement is highest in comparison with lit-
erature and power consumption is least. These dis-
plays were designed in a similar line. It was found
that the proposed display is efficient in presenting
alphabets, and has shown the best discrimination in
identifying characters within a small duration. The
system is capable of facilitating the need for intended
users. The duration of the trial was long because it was
the first tactile experience for the users. It was learnt
that training is required for the first use. To overcome
this issue the proposed prototype was evaluated and
experimented to assess every minute parameter.

6 Conclusion

In this paper, a prototype module for the novel 3 x 2
tactile display using 6 solenoid actuators was designed,
implemented and evaluated. The extensive psycholog-
ical experiments carried out show that the accuracy is
93 % for the selected random alphabets. The reading
time is 10 char per 16 seconds, and the recognition
time is 31 s. The average reading time is about 15.7
s the average recognition time achieved is 39.3 sec-
onds. Facilitation value of the developed display is
94%, which is close to the desired value. The discrim-
ination index is low, suggesting that the developed
display has good discrimination amongst various char-
acters identification tactile systems. The cost of the

developed system is approximately $22.Obtained re-
sults confirmed the superior performance of proposed
display as compared to existing displays.
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 This study examined the performance of two proposed permutation methods for Chow test 
analysis and the Milek permutation method for testing structural break in linear models. 
The proposed permutation methods are: (1) permute object of dependent variable and (2) 
permute object of the predicted dependent variable.  Simulation from gamma distribution 
and standard normal distribution were used to evaluate the performance of the methods. 
Also, secondary data were used to illustrate a real-life application of the methods.  The 
findings of the study showed that method 1(permute object of dependent variable) and 
Method2 (permute object of the predicted dependent variable) performed better than the 
traditional Chow test analysis while the Chow test analysis was found to perform better 
than the Milek permutation for structural break. The methods were used to test whether the 
introduction of Nigeria Electricity Regulatory Commission (NERC) in the year 2005 has 
significant impact on economic growth in Nigeria. The result revealed that all the methods 
were able to detect presence of structural break at break point 2005. Also, the methods 
were used to test for structural break at January, 2015 for monthly reported cases of 
appendicitis in Nigeria. Result revealed that all the methods were able to detect presence 
of structural break at break point January, 2015.  
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1. Introduction 

Detection of structural changes in economics has often pose 
a long standing problem in econometrics [1]. However, most 
existing tests are designed for structural breaks. Some researchers 
argued that it’s un-likely that a structural break could be 
immediate and might seem more reasonable to allow a structural 
change to take a period of time to take effect. Hence, the 
technological progress, preference change, and policy switch are 
some leading driving forces of structural changes that usually 
exhibit evolutionary changes in the long term. 

Structural break examines a shift in the parameters of the 
model of interest. However, when the conditional relationship 
between the dependent and explanatory variables contains a 
structural break, estimates of model coefficients will be inaccurate 
across different regimes [2]. As such, estimations that do not 
account for structural breaks will be biased and inconsistent.  

 According to [3], one of the traditional methods of 
detecting structural break is the Chow test analysis. The Chow test  
as a method of detecting structural break has the ability of testing 
for equality of sets of coefficients in two regression models. In 
this situation, part of the maintained hypothesis of the test is that 
the error variances will be the same for the two regressions. If this 
is not the situation, then the Chow test may be misleading and this 
can result to a situation where by the true size of the test (under 
the null hypothesis) may not be equal to the prescribed alpha-level. 
Due to problem like this, the present study will be proposing 
permutation methods for Chow test analysis for detecting 
structural break in a linear model.  

The permutation test evaluates the probability of getting a value 
equal to or more extreme than an observed value of a test statistic 
under a specified null hypothesis. This is achieved by 
recalculating the test statistic after random shuffling of the data 
labels. Such tests are computationally intensive and the use of 
these tests never receive much attention in the natural and 
behavioral sciences until the emergence of widely accessible fast 
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computer. The basic idea behind permutation methods is to 
generate a reference distribution by recalculating a statistic for 
many permutations of the data. 

Permutation methods have been found very useful because of 
their flexibility, distribution-free nature and intuitive formulation, 
which makes it easy to communicate the general principles of 
such test procedures to users. 

One advantage of the permutation tests over their parametric 
counterparts is their solid foundations. This is because the validity 
of the parametric tests relies on random sampling while the 
permutation tests have their justification on the idea of random 
allocation of experimental units, with no reference to any 
underlying population[4, 5]. 

For researchers in the area of econometrics and users of the 
traditional Chow test, the most convincing reason to choose the 
proposed permutation methods for Chow test in determining 
structural break in linear models is because of the exactness of the 
p-value obtained using the permutation methods for Chow test 
instead of the approximated/asymptotic  significant value which 
is often obtained in other methods. Hence, the permutation 
method yields a more accurate prediction of how random a given 
result can be [6-7]. 

The objectives of this study is to compare the performance of 
the proposed permutation methods for Chow test analysis against 
the traditional Chow test and the Milek  permutation method for 
detecting structural break for the Gamma and Standard Normal 
distribution.    

2. Literature Review 

In [8], permutation test was defined as a type of non-
parametric randomization test in which the null distribution of a 
test statistic is estimated by randomly permuting the class labels 
of the observations.  

According to [9], permutation tests for linear model have 
applications in behavioral studies especially in situations where 
traditional parametric assumptions about the error term in a linear 
model are not tenable. In such situations, an improved validity of 
type I error rates can be achieved with properly constructed 
permutation tests. More importantly, increased statistical power, 
improved robustness to effects of outliers, and detection of 
alternative distributional differences can be achieved by coupling 
permutation inference with alternative linear model estimators. 

In [10], authors explored the framework of permutation-
based p-values for assessing the performance of classifiers. Their 
study examined two simple permutation tests, the first test which 
assess whether the classifier has found a real class structure in the 
data where the corresponding null distribution is estimated by 
permuting the observations in the data and the second test which 
examines whether the classifier is exploiting the dependency 
between the features in classification. They observed that the tests 
can serve to identify descriptive features which can serve as 
valuable information in improving the classifier performance. The 
findings of their study revealed that studying the classifier 
performance through permutation tests is effective. In particular, 
the restricted permutation test clearly reveals whether the 

classifier exploits the interdependency between the features in the 
data. 

According [11], permutation test require very few 
assumptions about the data and can be applied to a wider variety 
of situations than the parametric counterpart. However, only few 
of the most common parametric assumptions need to hold for non-
parametric test to be valid. The assumptions that are avoided 
include, the need for normality for the error terms, the need of 
homoscedasticity and the need for random sampling. With a very 
basic knowledge of sample properties or of the study design, 
errors can be treated as exchangeable and/or independent and 
symmetric and inferences that are not possible with parametric 
methods can become feasible. 

According to [12], permutation tests for structural change 
from the framework of [13] cannot only be derived for the simple 
location model but for both the nonparametric and parametric 
(model-based) permutation tests. Literally, they found that 
exchangeability of the errors might be a too strong assumption in 
time series applications where the dependence structure of the 
observations cannot be fully captured within the model. Although 
there are time series applications where the errors are not 
correlated, this assumption impedes the application of 
permutation methods to many other models of interest.  

In [14], author assessed the performance of his permutation 
for structural break alongside the Chow test, the Nyblom-Hansen 
test and CUSUM which were all used to detect structural changes 
in time series. The proposed Milek permutation method was used 
to detect a trend especially in process control and detection of 
changes in the average value. The result of the study showed that 
the proposed method was effective especially in the case of small 
structural changes. 

3.  Material and Methods   

 Method of Data Collection  

The source of data used for this study were simulation from 
the Gamma distribution and the Standard Normal distribution for 
sample size 15, 20, 25, 30, 40, 50, 60, 70, 80, 90 and 100. 
Secondary data collected from the National Bureau of Statistics 
and Central Bank of Nigeria (CBN) statistical bulletin on Real 
GDP and Electricity net generation in Nigeria was used to 
illustrate the methods. Also, secondary data on monthly reported 
cases of appendicitis were collected from the records of patients 
at Federal Hospital Kaura-Namoda, Zamfara State, Nigeria.  

  Chow Test   

 The Chow test is often used to determine whether there 
exist different subgroups in a population of interest. The 
single/full model of a Chow test is written as: 
 

   Y Xt t tβ ε= +                                                                  (1) 

 
where,  
Yt  : is nx1 random vector  called the response  
β : is (k+1) x 1 vector of unknown parameters . 
Xt : is n x (k+1) matrix of scalars  
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Recall that to estimate the regression parameters β  properly 
using the least-squares estimation, the assumption that n > p holds 
and X is of full rank. Here n is the number of observation while p 
is the number of regression coefficients.  

The null hypothesis, tested by Chow, states that two disjoint 
models with the sum of squares residual is:  
 

  11 1 1Y Xt t tεβ= +                                                                (2) 
 

  22 2 2Y Xt t tεβ= +
                                                            (3)

 

where, 
Y1t and Y2t : represents the random variable called the response or 
dependent variable for the first group and second group 
respectively. 

 β1 and  β2 : represents constants or parameters whose exact value 
are not known and thus must be estimated from the experimental 
data for the first group and second group respectively. 

X1t  and X2t : represents the mathematical variable called 
regressor or covariate or predictor independent non-random 
variable whose value are controlled or at least accurately observed 
by the experimenter for the first group and second group 
respectively.  
 
This suggest that model (2) applies before the break at time t, 
while model (3) applies after the structural break. 
 
The Chow test asserts that β = β1 1t  and β = β2 2t with the assumption 
that the model errors Ԑt are independent and identically distributed 
from a normal distribution with unknown variance [15]. The 
Chow test basically tests whether the single regression line or the 
two separate regression lines fit the data best.  
 
Taking advantage of the various F-test [16, 17], to test for 
presence of structural break in a given set of data, a special and 
useful application of the F test procedure is found in the Chow test 
statistic. We must understand that a structural break is when the 
coefficients of the model change with respect to a time parameter 
for the Chow test.  

Suppose we consider a simple case of (1), that is a simple linear 
model with one independent variable; 

   0 1Y xt t tβ β ε= + +                                             (4)                                                                          

Yt  : is the response variable   
β0  : is the intercept and β1  the slope 

tx  : represents the independent variable  
The corresponding two disjoint models as required by the Chow 
test are given as:  

    1 01 11 1 1b

Y xt t tb b
β β ε= + +                                          (5) 

 
2 02 12 2 2   

a a at t tY xβ β ε= + +                                        (6) 
 
where,  

ta: represents the time at break point and tb= ta-1, Y1tb and Y2ta : 
represents the dependent variables for the two disjoint models 
( Y ,Y Y1t 2t tb a ∈ ),  β01 and  β02  : represents the intercepts for the two 
disjoint models ( β , β β01 02 0∈ ),  β11 and  β12  : represents the slopes 
for the two disjoint models ( β , β β11 12 1∈ ),   ε1tb  and  ε 2ta  : 
represents the random error for the two disjoint models 
( ε , ε ε1t 2t tb a ∈ ), and  1tbx  and  2tax : represents the independent 
variables for the two disjoint models  ( ,  1ta 2tb tx x x∈ ). 

Recall that the residual sum of squares for the full model can be 
denoted as RSST,  

( )
2T

ˆRSST t tt=1
y y= −∑                                            (7) 

The residual sum of squares for the two disjoint models are  

( )
2tb

ˆRSS1 t tt=1
y y= −∑                                            (8)                                                                                  

( )
2T

ˆRSS2 t tt 1a

y y= −∑
=

                                         (9) 

Hence, the corresponding F-test is written as  
 

( ) ( ) ( )

( ) ( )

22 2tT Tb
ˆ ˆ ˆ kt t t t t tt=1 t=1 t =1a

F
2 2t Tb

ˆ ˆ (n +n -2k)t t t t 1 2t=1 t =1a

y y y y y y

y y y y

  
  

− − − + − ∑ ∑ ∑ 
     =

 
 

− + −∑ ∑ 
 
 

            (10) 

Thus, the general Chow test statistics in matrix form is given as   

 
-1 -1((Y Y - Y X (X X ) X Y - ((Y Y - Y X (X X ) X Y ) t t t t t t t t 1t 1t 1t 1t 1t 1t 1t 1tb b b b b b b

-1+ (Y Y - Y X (X X ) X Y )))2t 2t 2t 2t 2t 2t 2t 2ta a a a a a a a
kF  

-1((Y Y - Y X (X X ) X Y ) 1t 1t 1t 1t 1t 1t 1t 1tb b b b b b b

+ (Y Y - Y X (X2t 2t 2t 2t 2ta a a a

′ ′ ′ ′ ′ ′ ′ ′

′ ′ ′ ′

=
′ ′ ′ ′

′ ′ ′ -1X ) X Y ))2t 2t 2ta a a a
(n +n -2k)1 2

′

     

                                                                                                                                           

                  (11) 

Substituting, 
 

1 ( )    X XRSS Y Y Y X X Yt tT t t t t t t
−′′ ′ ′= −  

1 ( )    1 11 1 1 1 1 1 1
X XRSS Y Y Y X X Yt tt t t t t tb bb b b b b b

−′′ ′ ′= −
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1 ( )    2 22 2 2 2 2 2 2
X XRSS Y Y Y X X Yt tt t t t t ta aa a a a a a

−′′ ′ ′= −
 

 
Then, (10) will become 
 

(  -  (  )) /1 2 ( ,  - 2 )1 2(  ) / (  - 2 )1 2 1 2

RSS RSS RSS kTF F k n n k
RSS RSS n n k

+
= ≈ +

+ +
          (12) 

 
where,  

RSST: represents the residual sum of squares for the full model 

RSS1: represents the residual sum of squares for the first sub 
sample or first reduced model 

RSS2: represents the residual of the second sub sample or second 
reduced model,  

k: is the number of parameters,  

n1 and n2: represents the length of the two subsamples.  

  Procedure for Running the Chow Test 

The stages of running the chow test analysis are as follows: 

1. Firstly, run the regression using all the data, before and 
after the structural break. Collect the sum of squares 
residual for error RSST. 

2. Run two separate regression on the data before and after 
the structural break, collecting the RSS in both cases, 
giving RSS1  and RSS2. 

3. Using the three values, calculate the test statistic using  
(12) 

4. Find the critical values in the F-test tables, which has F(k, 
n1 + n2 -2k) degrees of freedom, where k is the number 
of regressors 

5. Take decision and conclude appropriately. The null 
hypothesis state that there is no structural break against 
the alternative hypothesis which state that there exist 
structural break. 

Decision Rule 

H0 will be rejected at the significance level α if 

  ( ,  - 2 )1 2F F k n n k≥ +  

The other criterion equivalent to the decision rule above is to 
compare the p-value for F-statistics with α and reject H0 if 

Pr( )  F α≤  

where P(F) is the asymptotic p-value and note that the rejection of 
H :  β  =   00 1   would mean that  is likely to be different from 0. 

A parametric test of significance of the Chow test can be 
carried out using an F-statistic under the assumption of normality. 
If this condition is not met, a permutation method becomes an 
alternative to perform the test. Under normality, one expects a 
permutation test to produce approximately the same results as the 
parametric F-test. So, the parametric F-test will be used as a 
reference to assess some important properties of the various 
permutation methods proposed in this study.  

  The Proposed Permutation Methods for Chow Test 

 The proposed permutation methods considered in this 

study include:  

1. Permute object of dependent variable Yt 

2. Permute object of predicted dependent variable Ŷt  

3.4. 1. Method 1: Permute object of dependent variable 
tY  

This method considers a situation where we permute the 
dependent variable  Yt in (4). For the permutation of  Yt we shall 
substitute *Y  Ytt =

 
to obtain (10) for the simple linear model 

situation while other variables remain unchanged *Yt  represents 
the permutated dependent variable of the full model) . The F-test 
statistic for the permutation of the object of dependent variable for 
the simple linear model is given as  

( ) ( ) ( )

( ) ( )

22 2
* ˆ ˆ ˆ

1 1 1
*

2 2
ˆ ˆ ( - 2 )1 21 1

tT Tb
y y y y y y kt t t t t tt t ta

F
t Tb

y y y y n n kt t t tt ta

  
  

− − − + − ∑ ∑ ∑ 
  = = =   =

 
 

− + − +∑ ∑ 
 = =
 

         (13) 

where, 

*
ty represents the permuted variable while other variables remain 

the same.  

The matrix equivalence of  (13) is given by  (14) 

* * * -1 * -1(( -  ( ) (( -  ( ) )1 1 1 1 1 1 1 1

-1( -  ( ) )))2 2 2 2 2 2 2 2
*

-1(( -  ( ) )1 1 1 1 1 1 1 1

 ( -  (2 2 2 2

Y Y Y X X X X Y Y Y Y X X X X Yt t t t t t t t t t t t t t t tb b b b b b b b

Y Y Y X X X X Yt t t t t t t ta a a a a a a a
kF

Y Y Y X X X X Yt t t t t t t ta a a a a a a a

Y Y Y X Xt t t tb b b b

′ ′ ′ ′ ′ ′ ′ ′−

′ ′ ′ ′+

=
′ ′ ′ ′

′ ′ ′+ -1) ))2 2 2 2
( - 2 )1 2

X X Yt t t tb b b b
n n k

′

+

     

                                                                                                                                                                      

                       (14) 

Substituting, 

( ) 1* * * * * RSS Y Y Y X X X X YYT t t t t t t t t
−′ ′ ′ ′= −  

1
-  1 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t tb b b b b b b b

− 
′ ′ ′ ′=  

   
1

-  2 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t ta a a a a a a a

− 
′ ′ ′ ′=  

   

1β
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Then, (14) can be simplified as  
*(RSS - (RSS +RSS ))/k1 2YT*= F(k,n +n -2k)F 1 2(RSS +RSS )/(n +n -2k)1 2 1 2

≈      (15) 

where,  
*RSSYT : represents the permuted residual sum of squares for the 

full model 

RSS1 : represents the residual of the first sub sample or first 
reduced model  

RSS2 : represents the residual sum of squares for the second sub 
sample or second reduced model,  

k: is the number of parameters,  

n1 and n2 : represents the length of the two subsamples 

ta: represents the time at break point and tb= ta-1 

 The procedure for running the permute the raw data of 
the dependent variable for the full model Yt is stated as follows:  

1. Compute the sum of squares residual for the single model and 
the sub sample as RSST, RSS1  and RSS2. Calculate the 
reference value of the F-statistic, F using  (12). 

2. Permute variable Yt at random to obtain *
tY  

3. Compute the sum of squares residual for the single model 
using *

tY  and the sub samples to obtain *RSSYT
, RSS1  and 

RSS2 as calculated in step 1, compute  using (15). 
4. Repeat step 2 and 3 large number *F  of times to obtain the 

distribution of *F under permutation. Add the reference 
value F to the distribution. 

5. For a one – tailed test involving the upper tail, calculate the 
probability as the proportion of values *F greater than or 
equal to F. In the lower tail, the probability is the proportion 
of values *F smaller than or equal to F. 

3.4. 2 Method 2: Permute object of the predicted dependent 

variable Ŷt   

This method considers permuting the predicted dependent 
variable of the full model.  In this method, the object of the 
predicted variable will be permuted and used to obtain the 
corresponding residual sum of squares. We shall express this 
method using the simple linear model before generalizing using 
the matrix form.  The F-test statistic for the permutation of the 
object of predicted dependent variable for the simple linear model 
is given as  

( ) ( ) ( )

( ) ( )

22 2
*ˆ ˆ ˆ

1 1 1
*

2 2
ˆ ˆ ( - 2 )1 21 1

tT Tb
y y y y y y kt t t t t tt t ta

F
t Tb

y y y y n n kt t t tt ta

  
  

− − − + − ∑ ∑ ∑ 
  = = =   =

 
 

− + − +∑ ∑ 
 = =
 

        (16) 

where, 

*ˆ
ty : represents the permuted predicted variable while other 

variables remain the same.  

The matrix equivalence of  (16) is given by  (17) 

-1 * -1(( -  ( ( ) ) (( -  ( ) )1 1 1 1 1 1 1 1

-1( -  ( ) )))2 2 2 2 2 2 2 2
*

-1(( -  ( ) )1 1 1 1 1 1 1 1

( -  (2 2 2 2 2

Y Y Y X X X X Y Y Y Y X X X X Yt t t t t t t t t t t t t t tb b b b b b b b

Y Y Y X X X X Yt t t t t t t ta a a a a a a a
kF

Y Y Y X X X X Yt t t t t t t tb b b b b b b b

Y Y Y X Xt t t t ta a a a a

′ ′ ′ ′ ′ ′ ′ ′−

′ ′ ′ ′+

=
′ ′ ′ ′ +

′ ′ ′ -1) ))2 2 2
( - 2 )1 2

X X Yt t ta a a
n n k

′

+

     

   (17) 

Substituting, 

( )** -1 -  ( )ˆRSS Y Y Y X X X X Yt t t t t t tYT
′ ′ ′ ′=  

1
-  1 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t tb b b b b b b b

− 
′ ′ ′ ′=  

   
1

-  2 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t ta a a a a a a a

− 
′ ′ ′ ′=  

   
 

Then,  (17) can be simplified as  

*( -  ( )) /ˆ 1 2* ( , - 2 )1 2( ) / ( - 2 )1 2 1 2

RSS RSS RSS k
YT F k n n kF RSS RSS n n k

+
= ≈ +

+ +
         (18) 

where,  
*
ŶTRSS : represents the permuted predicted residual sum of squares 

for the full model 
1RSS : represents the residual of the first sub sample or first 

reduced model  
2RSS  represents the residual sum of squares for the second sub 

sample or second reduced model,  
k: is the number of parameters,  
n1 and n2: represents the length of the two subsamples 
ta: represents the time at break point and tb= ta-1 

                

 The procedure for running the permute the predicted 
dependent variable for the full model t̂Y  is stated as follows:  
1. Compute the sum of squares residual for the single model and 

the sub sample as RSST, RSS1 and RSS2.. Calculate the 
reference value of the F-statistic, F using (12). 

2. Permute variable Ŷt at random to obtain *Ŷt  
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3. Compute the sum of squares residual for the single model 
using *Ŷt  and the sub samples to obtain *RSS

ŶT
, RSS1  and 

RSS2 as calculated in step 1, compute  *F  using  (18). 

4. Repeat step 2 and 3 large number of times to obtain the 
distribution of *F under permutation. Add the reference value 
F to the distribution. 

5. For a one – tailed test involving the upper tail, calculate the 
probability as the proportion of values *F greater than or 
equal to F. In the lower tail, the probability is the proportion 
of values *F smaller than or equal to F. 

  Milek (2015) Permutation Method for Structural Break   

        In [14], the author proposed a permutation method for 

structural break as  

2-2 1
1

a
T b b

a
= +                                               (19) 

where,  

( )( )1 11
1

2( )11

k
t t y yt t tta k

t t tt

− −∑
==

−∑
=

, 
( )( )2 21

2
2( )21

n
t t y yt t tt ka k

t t tt k

− −∑
= +=

−∑
= +

, 

1 1 11b y a tt t= − , 2 2 2 2b y a tt t= − , 1
1

k
ytty t k

∑
== , 1

2

n
ytt ky t n k

∑
= +=

−
, 

1t =1t

k
t

t
k

∑
= ,  and 1

2

n
t

t kt t n k

∑
= +=
−

 

 

The testing procedure for the permutation test to detect a structural 
change at time t = k is as follows as described by [14] , was 
presented as:  
1. Establishment of the level of significance α 
2. Calculate the T0 value of statistic T based on simulated data.  
3. Executing the time series permutations of N times, then 

calculating the value of the test statistics.  
4. On the basis of the empirical distribution of the test statistics 

T, the asymptotic significance level (ASL) value is calculated. 
If ASL < α, then the hypothesis H0 is rejected, otherwise 
there is no basis to reject H0. As the number of repetitions of 
permutations assumed N = 1000. 

 Power performance of the Methods 

 To determine the power of the methods in this study, 
data were simulated from the gamma distribution and the 
standard normal distribution.  The null hypothesis was stated as: 

H0: There is no presence of structural break in the model or 
β =  β1 1t  

The power of the methods were examined using  the following 
criteria: 

1. The size of the samples n={15, 20, 25, 30, 40, 50, 60, 70, 
80, 90, 100} 

2. The break points were varied randomly to avoid bias 
3. The significant level (α) was set at 95% 
4. The permutation was set at 10, 000 permutations 

The power was reported as the rate (fraction) of rejection of the 
null hypothesis after 200 simulations. 

          number of rejection of H ( )oPower (P)
number of simulation (nsim)

α
=                                      (20)                                             

The value of power is expected to fall between zero and one 
( 0 P 1≤ ≤ ), and the decision rule is: the more closely the value of 
the power is to one, the better the method [18]. Hence, the method 
with its power more closely to 1 becomes the best method for 
detecting structural break.  

Also, the average power of the methods were calculated as: 

Sum of Power (P) 1Average Power
number of sample size points

S
Pii

S

∑
== =                      (21) 

where the number of sample size points, S= 1, 2, ..., 11 

Also, simple bar chart was used to express the visualization 
of the average power of the methods, where the method with the 
highest bar is considered the best method. Thereby, the height of 
the bar determines the magnitude or performance of the methods. 

  Data Presentation 

Table 1: Summary of Annual Real Gross Domestic Product and Electricity Net 
Generation from 1989-2015 

Year RGDP(“B” 
N) 

ENG (“B” 
kwh) 

Year RGDP 
(“B” N) 

ENG (“B” 
kwh) 

1989 236.7 12.251 2003 477.5 19.352 

1990 267.5 12.029 2004 527.6 23.171 

1991 265.4 13.613 2005 561.9 22.524 
1992 271.4 14.247 2006 595.8 22.109 
1993 274.8 13.913 2007 634.3 21.922 

1994 275.5 14.877 2008 672.2 22.680 
1995 281.4 13.889 2009 716.9 22.879 

1996 293.7 14.367 2010 775.3 23.143 
1997 302 14.697 2011 884 27.522 

1998 310.9 14.732 2012 888.9 29.240 
1999 312.2 15.432 2013 950.1 29.538 

2000 329.2 14.131 2014 955.2 29.697 
2001 357 14.837 2015 536.68 34.65 
2002 433.2 19.953    

Source: Central Bank of Nigeria Statistical Bulletin and National 
Bureau of Statistics Annual Abstract of Statistics for various years 
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Key: RGDP = Real Gross Domestic Product in billions of Naira 
and ENG=Electricity Net Generation in billion Kilo Watt per hour 

Table 2: Number of Monthly Reported Appendicitis cases for the period of 2011 
to 2017 

MONTHS 
YEARS 

2011 2012 2013 2014 2015 2016 2017 

January 7 8 4 8 5 4 2 

February 4 6 5 6 4 3 3 

March 7 8 3 4 3 2 1 

April 9 4 6 5 2 4 2 

May 5 9 4 4 4 5 1 

June 3 7 5 2 5 0 1 

July 9 9 1 7 5 3 1 

August 6 9 4 5 3 5 3 

September 7 7 5 5 0 3 2 

October 6 5 6 4 5 1 3 

November 9 8 7 7 4 2 2 

December 6 4 6 3 6 3 1 

Total 78 84 56 60 46 35 22 
 
Source: Federal Hospital Kaura-Namoda, Zamfara State, Nigeria, 
2018 

4.  Data Analysis and Result  

 In this section, the result of simulation was obtained for 
the various methods discussed in the previous section. Also, result 
of the real life application of the methods were equally presented 
in this section. The data analysis was done using computer 
program written in R. 

4.1.   Result of Data Analysis for  Gamma Distribution  

This section presents the power of the various methods using 
data generated from the gamma distribution at α=0.05. 

Table 3: Performance of the methods for  Gamma Distribution 

Sample 
Size / 
Methods 

Chow Method1 Method2 Milek 
(2015) 

15 0.42 0.8 0.56 0.04 

20 0.44 0.84 0.56 0.04 

25 0.68 0.9 0.58 0.04 

30 0.7 0.9 0.66 0.06 

40 0.82 0.94 0.72 0.06 

50 0.84 0.96 0.82 0.06 

60 0.84 0.96 0.86 0.06 

70 0.9 0.96 0.88 0.08 

80 0.9 0.96 0.88 0.08 

90 0.94 0.96 0.88 0.08 

100 0.94 0.97 0.9 0.14 

Average 
Power 

0.77 0.92 0.75 0.07 

Rank 2 1 3 4 

 

4.2.  Result of Data Analysis for  Standard Normal Distribution  

This section presents the power of the various methods 

using data generated from the standard normal distribution at  

α=0.05. 

Table 4: Performance of the methods for  Standard Normal Distribution 

Sample 
Size / 
Methods 

Chow Method1 Method2 Milek 
(2015) 

15 
0.56 0.92 0.52 0.2 

20 
0.56 0.92 0.52 0.2 

25 
0.58 0.92 0.54 0.2 

30 
0.58 0.92 0.54 0.2 

40 
0.6 0.94 0.56 0.2 

50 
0.6 0.94 0.56 0.2 

60 
0.58 0.94 0.86 0.28 

70 
0.7 0.95 0.86 0.6 

80 
0.7 0.96 0.88 0.8 

90 
0.73 0.98 0.88 0.8 

100 
0.74 0.98 0.88 0.8 

Average 
Power 

0.63 0.94 0.69 0.41 

Rank 3 1 2 4 
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Figure 1: Performance of the methods for the Gamma Distribution 

Table 5: Performance of the methods across the Distributions 

Methods 

Gamma 
Distributi

on  

Standard 
Normal 

Distribution  
Average Power for all 

distribution  

Ran
k 

Chow 
0.77 0.63 0.70 3 

Method1 
0.92 0.94 0.93 1 

Method2 
0.75 0.69 0.72 2 

Milek 
(2015) 

0.07 0.41 0.24 4 
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Figure 2: Performance of the methods for the Standard Normal Distribution 

4.3. Discussion of Result  

The result of the analysis presented in table 3 using data for 
the gamma distribution showed that Method1 performed best in 
terms of rejecting the null hypothesis when it is true at 95% 
Confidence level while the least performing method was the 
Milek, since their corresponding performance/rank were obtained 
as Method1 = 1, Chow= 2, Method2=3  and Milek (2015) =4. The 
findings was presented in figure 1 and it was revealed that the 
performance of the methods increases as the sample size increases.  

Similarly, it was found from the result presented in table 4 for 
the standard normal distribution that Method1 performed best in 
terms of rejecting the null hypothesis when it is true at 95% 
Confidence level while the least performing method was the 
Milek, since their corresponding performance/rank were obtained 
as Method1 = 1, Method2 = 2, Chow=3  and Milek  = 4. The 
findings was presented in figure 2 and it was revealed that the 
performance of the methods increases as the sample size increases.  
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Figure 3: Performance of the methods across  the Gamma and Standard Normal 

Distribution 

Also, Method1 was found to perform better than the other 
methods across the distributions (see table 5). The performance of 
the methods were in the following order of magnitude Method1=1, 
Method 2=2, Chow=3 and Milek = 4.  

4.4. Real Life Application of the Methods  

Example 1: Real Life Application of the Methods  for Small 
Sample Situation 

Secondary data collected from the National Bureau of 
Statistics and Central Bank of Nigeria (CBN) statistical bulletin  
on Real GDP and Electricity net generation in Nigeria from 1989–
2015 was used to illustrate the methods (see Table 1). This 
example was considered as small sample case since the data 
points/number of observation were 27. The methods were used to 
test whether the introduction of Nigeria Electricity Regulatory 
Commission (NERC) in the year 2005 has significant impact on 
economic growth in Nigeria. This implies testing for structural 
break at year 2005. The method 1, 2 and Milek (2015) 
permutation methods were performed for 10, 000 permutation. 
The result obtained was summarized in table 6.   

Table 6: Performance of the Methods  for example 1 

Methods  
Chow Method1 

(Ref= 
849.087) 

Method2 
(Ref= 

849.087) 
Milek (2015) 
(Ref= 409.81) 

P-value 0.000 
0.005 0.005 0.005 

The result of the example 1, real life application presented in 
table 6 found a Chow test value of 849.087 which was used as the 
reference value for the proposed permutation methods for Chow 
test. The result revealed p-values of 0.005, 0.005, and 0.005 for 
Method 1, Method 2 and Milek respectively. This result implies 
that all the methods were able to detect the presence of structural 
break at break point 2005.  

Example 2: Real Life Application of the Methods for Large 
Sample Situation 

This example employed secondary data collected from the 
records of patients at Federal Hospital Kaura-Namoda, Zamfara 
State. The data comprises of monthly reported cases of 
appendicitis from 2011 to 2017. This example was considered as 
large sample case since the data points/number of observation 
were above 30. The methods were used to test whether there exist 
structural break at point 49. This implies testing for structural 
break at January, 2015 when the President Buhari administration  
started (ta=49). The method 1, 2 and Milek permutation methods 
were performed for 10, 000 permutation. The result obtained was 
summarized in table 7.   

Table 7: Performance of the Methods for example 2 

Methods  

Chow 
Method1 
(Ref= 
526.79) 

Method2 
(Ref= 
526.79) 

Milek 
(2015) 
(Ref= 
486.94) 

P-value 0.000 0.0049 0.0196 0.0194 

The result of the example 2, real life application presented in table 
7 found a Chow test value of 526.79 which was used as the 
reference value for the proposed permutation methods for Chow 
test analysis. The result revealed p-values of 0.0049, 0.196, and 
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0.0194 for Method 1, Method 2 and Milek respectively. This 
result implies that all the methods were able to detect the presence 
of structural break at break point 49.  

5.  Conclusion 

      This study proposed two new permutation methods for Chow 
test analysis. The study compared the performance of the 
proposed permutation methods against the traditional Chow test 
method and the Milek permutation for structural break using the 
gamma distribution and the standard normal distribution. 
Method1 was found to perform better than Method2 followed by 
the traditional Chow test analysis for both the gamma and 
standard normal distribution. While the Chow test analysis was 
found to perform better than the Milek permutation for structural 
break.  

      The result of the example 1, revealed that all the methods were 
able to detect presence of structural break at break point 2005. 
Hence, we conclude that the introduction of NERC in 2005 has 
significant effect on economic growth in Nigeria with regards to 
electricity net generation. Similarly, the result of the example 2, 
revealed that all the methods were able to detect presence of 
structural break at break point 2015. This indicate that the 
emergence of the president Buhari administration has significant 
impact on the number of reported cases of appendicitis at Federal 
Hospital Kaura-Namoda, Zamfara State, Nigeria.    

      In view of the outcome of the study, it is recommended 
Method1 (permute the dependent variable of the full model) be 
used for detecting structural break in linear models until future 
studies proves it otherwise.   
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 The paper deals with hardware emulation of bio-inspired devices and nonlinear dynamic 
processes of complex nature by means of mixed-mode analog-digital emulators. The 
discretized state model of the emulated system serves for real-time calculation of dependent 
quantities. In contrast to input-output emulation known in control systems, the proposed 
approach emulates the ports of an electrical multiport network. The paper discusses the 
stability of the emulation process and the possibility of partitioning the system into two 
parts, one being emulated digitally and the other via an analog circuitry. The procedure is 
illustrated on the example of emulating the Fitzhugh-Nagumo model of neuron and the 
model of amoeba adaptation. The paper is an extension of our paper presented at the 
NGCAS 2018 conference in Valletta, Malta. The extended version deals newly with the 
choice of the integration method and provides a deeper stability analysis and more 
examples of emulation of biological models. 
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1. Introduction 

Emulation consists in replacing a part of the electrical system 
with another system that has similar characteristics but is more 
convenient to implement. This technique has become popular in 
the field of electronic circuits with the (re)introduction of mem 
elements [1, 2]. For example, the memristors and other promising 
nanodevices for digital computational systems, massively parallel 
analog computations or elegant modeling of the neuron cells, are 
still in the experimental phase and are not available as off-the-shelf 
components. Emulation allows performing circuit experiments 
with equivalents of these novel elements and is also useful for 
demonstration and educational purposes [3]. 

The first emulators were proposed as analog circuits. Single-
purpose emulators such as [4–6] are simple and elegant, but their 
disadvantage is the inability to change easily their characteristics. 
Emulators of memristive, memcapacitive and meminductive 
devices based on mutators provide large universality because they 
transform a nonlinear resistor, which can be easily modified, to the 
respective constitution relation of the mem element [7–8]. 

Another problem is the emulation of blocks with floating ports, 
which is difficult for purely analog emulators. Several two-

terminal floating emulators were proposed [5, 9, 10]. However, all 
the emulators are based on grounded devices and are “floating” 
only in the case of neglecting parasitic parameters. In [11], a 
genuinely floating memcapacitor was proposed on the principle of 
switched capacitors. The first implementation of a floating 
resistive port using a mixed-mode system was proposed in [12] 
with the use of a digital potentiometer, whose resistance was 
controlled by a microcontroller by means of pre-programmed 
algorithms. 

On the other hand, there are dynamic systems that cannot be 
emulated via the above single-purpose emulators. For example, the 
well-known Hodgkin-Huxley model of the cell membranes in a 
neuron is represented by a set of nonlinear differential equations 
[13]. The equivalent electrical model is a two-terminal device, 
consisting of a linear capacitor, two nonlinear memristive devices, 
and biasing sources [14]. Usually, these models contain large-
value inductors and capacitors, which are not useful for practical 
laboratory experiments. 

The demand for emulating general dynamic systems resulted 
in developing mixed-mode analog-digital emulators [15, 16]. They 
consist of a central digital unit, which controls one or more floating 
analog ports of three possible types: controlled voltage source, 
controlled current source, and digital potentiometer [17]. The 
independent port currents and voltages are digitally processed 
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according to the mathematical model of the emulated device, and 
the computed dependent quantities are used for controlling the 
analog ports. A great advantage of such an approach is the ability 
to change easily the emulated system by means of changing the 
software and the possibility of designing truly floating ports with 
the use of digital isolators without compromising the precision. 

The paper summarizes our experience of the emulation of two 
complex nonlinear dynamic systems via the mixed-mode approach 
[15]. The problem of discretization analog system and its 
(in)stability, which occurs when connecting a digital emulator to 
an analog circuitry, is analyzed. The paper is an extension of our 
paper [1] presented at the NGCAS 2018 conference in Valletta, 
Malta. The extended version deals newly with the choice of the 
integration method and provides a deeper stability analysis and 
more examples of emulation of biological models. 

2. Emulation Principle 

2.1. Basic Setup 

In general, the emulator represents a mixed-mode analog-
digital system with m floating electrical ports. For the purpose of 
emulation, let us constrain ourselves to such systems where each 
port has an independent input quantity (voltage or current) and the 
other quantity (current or voltage) is computed as a response. 

Thus, the emulator consists of a digital core, implemented in a 
microcontroller (MCU) or FPGA, and ports in the form of 
controlled current or voltage sources, Figure 1. Using A/D 
converters with a supporting circuitry, the core measures 
independent quantities, computes the response, and sets the 
dependent quantities using D/A converters, followed by 
reconstruction filters and corresponding controlled sources. 

 

Figure 1: Multiport emulator shown with controlled current source at Port 1 and 
controlled voltage source at Port m. 

The emulated system is generally a nonlinear discrete-time 
system of the n-th order with m inputs and m outputs, whose 
mathematical representation can be written as 

 ))(),(()1( kkk uxfx =+ , (1) 
 ))(),(()( kkk uxgy = , (2) 

where x(k)∈Rn is the state vector, u(k)∈Rm are the samples of 
independent (input) quantities, and y(k)∈Rm are the dependent 
(output) quantities. The continuous functions f:(Rn,Rm)→Rn and 
g:(Rn,Rm)→Rm are generally nonlinear. 

Figure 2 shows the time characteristics of a discrete-time 
system (1), (2) implemented in a real logical device and connected 
to a continuous-time circuit. The inputs u(k) are sampled with a 
period T and the outputs y(k) are available after the computation 
and transfer delay tc < T. The analog circuit the emulator is 
connected to, which formally includes the anti-aliasing and 
reconstruction filters, responds to the new outputs y(k), and the 
response is sampled as the next input u(k+1). 

 

Figure 2: Timing of the emulation process (DT – discrete-time emulator, CT – 
continuous-time analog circuit). 

2.2. Stability of Emulation 

As shown in Figure 2, connecting the emulator to an 
application circuit creates a feedback system, which combines 
discrete-time and continuous-time parts. Let us consider the one-
port case (m = 1). The stability of some fixed point of the system 
(1), (2) can be examined by linearizing the state description 

 )()()1( kukk BAxx +=+ , (3) 
 )()()( kDukky +=Cx , (4) 

where A∈Rn×n, B∈Rn×1, C∈R1×n, and D∈R are real matrices. 

Equations (3), (4) represent a single-input single-output linear 
system, which can be characterized by the z-domain input-output 
transfer function [18] 
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where “adj” denotes the adjoint matrix, I is the unity matrix, and 
U(z) and Y(z) are the z-transforms of the sequences u(k) and y(k). 

The D/A converter generates a continuous-time signal 
y(k)→y(t), which stimulates the analog circuit, and the circuit 
response is sampled by the D/A converter as u(t)→u(k). The 
continuous-time circuit, which also includes the anti-aliasing and 
reconstruction filters, can be linearized around an operating point, 
which corresponds to the fixed point of the discrete system. The 
input-output small-signal transfer function will be 
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where U(s) and Y(s) are the Laplace transforms of the continuous-
time signals u(t) and y(t). 

Considering the signal conversion y(k)→y(t)→Gc→u(t)→u(k), 
the properties of the analog circuit can also be characterized in the 
discrete domain by means of the pulse transfer function [18]. For 
the zero-order hold (ZOH) D/A converter the transfer function will 
be 
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where Z{•} denotes the z-transform of the sampled impulse 
response of the continuous-time transfer function, (1-e-Ts)/s is the 
transfer function of ZOH, and stce−  represents the processing 
delay tc, which was formally added to the response of the analog 
circuitry. Note that (7) neglects the quantization introduced by real 
D/A and A/D converters. 

Then the characteristic closed-loop equation will be 

 1)()( =zGzH . (8) 

The roots of (8) determine the stability of the emulation process. 

The existence of two types of port (controlled current or 
voltage source, see Figure 1) is also dictated by the requirement of 
emulation stability. Let us consider a simple emulation of the 
resistor RE by a controlled current source. Then the independent 
quantity will be the voltage (u ≔ v) and the dependent quantity 
will be the current (y ≔ i). The emulator transfer function (5) will 
be simply 
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i.e. i(k) = v(k)/RE. 

Let the emulator port be loaded with a physical resistor R. 
Considering a first-order reconstruction filter, but no anti-aliasing 
filter and no processing delay the small-signal transfer function (6) 
will be 
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where τr is the time constant of the reconstruction filter. The 
positive current i flows into the positive terminal of the emulator 
port, i.e. (10) has the negative sign. 

The pulse transfer function (7) will be 
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where c = exp(-T/τr). 

Substituting (9) and (11) into the characteristic equation (8) 
leads to 

 11
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−
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R
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E
. (12) 

Considering the stability condition |z| < 1 for the root of (12) 
and with respect to the typical choice τr ≈ T, which gives 0 < c < 1, 
we obtain the condition 

 
c
cRR E −

+
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1
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 (13) 

for stable operation of the emulating process. Thus, if the 
Thévenin-equivalent resistance of the analog circuitry connected 
to the emulator port is higher than the limit (13), the system will 
oscillate, although the emulated device is a positive-value resistor. 
A more detailed analysis for other types of devices can be found in 
[19]. 

The example underlines the necessity for an emulation-
stability analysis. A circuit that would be perfectly stable if 
realized from physical components may become unstable if some 
parts are emulated by a discrete-time system. 

3. Demonstrations 

3.1. Emulator Hardware 

The emulator used for demonstrations is a two-port 
modification [17] of our emulator [15]. The system consists of the 
main board STM NUCLEO-F722ZE with a 32-bit MCU ARM 
Cortex-M7 with a single-precision floating-point unit connected to 
PC via USB. An add-on card implements two isolated ports, each 
with 16-bit A/D and D/A converters. The ports are fully floating, 
which is achieved by the use of integrated DC-DC converters and 
digital SPI isolators for converter control. The total parasitic 
capacitance of the floating part to the ground is about 11 pF. 

A pluggable controlled voltage or current source can be 
connected to the ports as shown in Figure 3. The operating area of 
the four-quadrant voltage and current modules is ±3 V and ±3 mA. 
The emulator can easily achieve a sampling rate of 100 kHz. 
Depending on the software, it can emulate one or two independent 
floating devices or a general two-port network. 

 

Figure 3: Emulator with pluggable IO modules. 

3.2. FitzHugh-Nagumo Model 

The FitzHugh-Nagumo (FHN) model of neuronal excitability 
[20] is a simplification of the well-known Hodgkin-Huxley model 
[13]. The model represents the prototype of an excitable system. 
When the input quantity exceeds some certain threshold, the 
system will generate a pulse. The two-dimensional FHN model is 
given in its normalized form as 
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d
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στ
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where υ represents the normalized membrane potential, w is an 
auxiliary variable, j is a stimulus current, and τ is the model time. 
The model dynamics is determined by a set of three parameters 
with the usual values a = 0.7, b = 0.8, and σ = 12.5 [21]. 

 

Figure 4: Equivalent circuit to (14) and (15) proposed by Nagumo [20]. 

The system (14), (15) can be represented by an equivalent 
electrical circuit shown in Figure 4 with a nonlinearity similar to 
that of the tunnel diode, which was proposed by Nagumo [20]. Let 
us consider the following mapping of FHN model quantities to the 
physical circuit in Figure 4: 

 υκvv = , ji iκ= , wi wL κ= , τκ tt = . (16) 

The transformation coefficients were chosen such that the variable 
υ will represent voltage in volts (κv = 1 V), j and w will be currents 
in milliamps (κi = κw = 1 mA), and one unit of model time τ will 
correspond to one millisecond of the physical time (κt = 1 ms), i.e. 
the dynamics will be speeded up a thousand times to get a 
convenient duration of generated pulses. 

Considering (16), the parameters of the circuit elements will be 
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For the chosen transformation coefficients we have C = 1 μF, 
L = 12.5 H, R = 800 Ω, and VE = 0.7 V. The i-v characteristic iT(v) 
of the “tunnel diode” will be 
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which corresponds to the first two terms of RHS of (9). 

1) Direct Digital Emulation 

Equations (14), (15) represent a dynamical system with the 
input current j and output potential υ. In accordance with the 
electrical model in Figure 4 the system can be emulated by a 
controlled voltage source. The output voltage υ(k) will be 
computed from the samples j(k) of the measured current. 

The real-time operation of the emulator requires the use of 
explicit integration methods with low numerical complexity [22]. 
Let us consider an ordinary differential equation of the n-th order 
in the form 

 ),( u
dt
d xfx

= , (19) 

where x∈Rn and u is a scalar input. Then the explicit multistep 
linear integration scheme can be formulated as 

 ∑
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where r is the order of the method, h is the integration step, and γi 
are coefficients. For r = 1 we get the classical forward Euler 
method with γ1 = 1, and for r = 2 the Adams-Bashforth method of 
the 2nd order (AB2) with γ = {3/2, -1/2} [22]. 

The practical implementation of the multistep scheme (20) has 
a relative low numerical complexity as it requires just storing r-1 
past values f(k-i) := f(x(k-i), u(k-i)). 

The computation of each step starts with the evaluation of RHS 
of (14), (15) for current values of the quantities 

 
( ) συ

υυ
)()(

)()(3)()(
)(

3

kwbak
kjkwkk

k
−+

+−−
=f . (21) 

In the case of the Euler method the next step is 
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and for AB2 we have 
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where h = T/κt. The coefficient κt = 1 ms scales the time axis so 
that the time unit in the original system (14), (15) corresponds to 
one millisecond in (22) and (23). 

The emulator was configured as a current-controlled voltage 
source using the module “V”, where the output quantity is the 
transformed state variable v(k) = υ(k) κv and the control quantity is 
j(k) = i(k)/κi. The sampling rate was set to 100 kHz. 

Figure 5 shows the results of an experiment where the digital 
FHN model was “excited” by short pulses with an amplitude of 
3 V, a width of 8 ms, and a period of 100 ms applied through a 
10 kΩ resistor Rd. It can be seen that each pulse triggers a 
characteristic excursion, after which the system relaxes back to the 
equilibrium state. 

The discretization and emulation of the continuous-time 
system bring two problems with the stability: the stability of the 
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integration method itself and the stability of the feedback 
emulation process as introduced in Section 2.2. 

 

Figure 5: Response (channel 1 - orange) to excitation pulses (channel 4 - red). 

In particular, it is known for explicit methods that an 
inappropriate choice of the integration step can lead to instability 
and an excessive truncation error [22]. Figure 6 shows a qualitative 
study comparing the performance of the methods (22) and (23) for 
the same setup as in Figure 5. For the 10 μs sampling period used, 
the results are indistinguishable from the nominal solution within 
the uncertainty introduced by the quantization by A/D and D/A 
converters. When the sampling period was increased to 500 μs, the 
waveform computed by AB2 showed numerical oscillations. 
Therefore, the first-order method was preferred in the experiments. 

 

Figure 6: Comparison of forward Euler and 2nd–order Adams-Bashforth methods 
for large integration steps. 

The stability of emulation as introduced in Section 2.2 can be 
qualitatively assessed based on the equilibrium stability analysis 
for v = 0, which corresponds to the OFF period of the signal 
source. The equilibrium of the FHN model can be obtained via 
solving the system (14), (15) for dυ/dτ = 0 and dw/dτ = 0, and also 
by considering the relation v = -Rd i determined by the driving 
circuit in Figure 5 during the OFF periods. After the transformation 
(16) the relation becomes υ κv = -Rd j κi and we obtain the system 
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whose solution is 

 υ~  = -1.129, w~  = -0.536 . (26) 

Let us start with the forward Euler method. The equilibrium 
corresponds to a fixed point of the discretized system (22), because 
fk = 0 and thus υ(k+1) = υ(k), w(k+1) = w(k). The structure of the 
system (22) corresponds to (1), (2) and its linearization at the fixed 
point (υ~ , w~ ) leads to the following matrices (3) and (4): 
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Using (5), the emulator transfer function is 
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The simulator uses a 1st-order reconstruction filter with the 
time constant τr and no anti-aliasing filter. The Laplace-domain 
transfer function between the output of the D/A converter and the 
input of the A/D converter corresponding to the application 
schematics in Figure 5 will be 

 
rd

C sRsV
sIsG

τ+
−==

1
11

)(
)()( , (29) 

where the negative sign stems from the chosen orientation of v and 
i. 

Using the standard s- and z-transforms, the pulse transfer 
function can be easily obtained as [23] 
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where c = exp(-T/τr) and d = exp(tc/τr). 

The time constant of the reconstruction filter was 
τr = T = 10 μs, which smoothed reasonably its staircase output, and 
the processing delay was tc = 3 μs. Then the roots of the 
characteristic equation (8) are as follows: 

λ1,2 = 0.9978 ± j 0.002289, λ3 = 0.3692, λ4 = -3.4988 ×10-4, 

which indicates a stable operation. It can be shown that the doublet 
λ1,2 corresponds to the poles of (28) because the FHN model is 
driven by a high-resistance source, which behaves like a 
stimulation by a current source (see Figure 5). The doublet is close 
to the unity circle, reflecting the fact that the sampling rate is orders 
of magnitudes faster than the modeled dynamics, i.e. the update in 
each step is relatively low (v(k+1) ≈ v(k)). The roots λ3 and λ4 are 
predominantly influenced by the chosen time constant of the 
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reconstruction filter and MCU processing delay, and represent 
fast-decaying artifacts of the emulation process. 

To compute the z-domain transfer function (5) for higher-order 
integration methods, the difference equation (20) should be 
transformed to an equation of the 1st order. 

In the case of the Adams-Bashforth method of the 2nd order the 
scheme (23) can be transformed to 

 ( ))(~)(3
2)(

)(
)1(
)1(

kkh
kw
k

kw
k

ff −+=
+
+ υυ

, (31) 
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where )(~ kf  is the vector of RHS of (14) and (15) delayed by one 
period. Then the linearization of (31) and (32) leads to 
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Repeating the same procedure as for the Euler method, we 
obtain the roots: 

λ1,2 = 0.9978 ± j 0.003594, 

λ3 = 0.3681, λ4 = -0.0136, λ5 = 0.0130, λ4 = -3.0454 ×10-4. 

The doublet characterizes the emulated system dynamics and the 
other roots represent the artifacts of the discretization. Also in this 
case, the emulation is stable. 

 

 

Figure 7: Hybrid circuit setup and response (orange) to excitation pulses (red). 

2) Hybrid Circuit 

In the hybrid approach the emulator is used to implement some 
parts of the model, while the rest of the model can be realized using 
standard electronic components as in Figure 4. In the case of the 
FHN equivalent circuit the emulator implements just the “tunnel 
diode”. The cubic nonlinearity (18) was emulated as a voltage-
controlled current source using the module “I”. 

Figure 7 shows the experiment setup on a breadboard and the 
response of the model for the same conditions as in Figure 5. The 
parameter L was changed to 16.2 H in this experiment to match the 
inductance of the available off-the-shelf choke. 

Figure 8 compares the measured pulses with a PSpice 
simulation, the latter being regarded as a reference solution. All 
three waveforms overlap. 

 

Figure 8: Comparison of the measured and simulated responses for L = 16.2 H 
(all waveforms overlap). 

3.3. Model of Amoeba Adaptation 

The amoeba can adapt to periodic environmental changes. An 
electrical model of the process was presented in [24], see Figure 9. 
The environmental conditions (temperature and humidity) are 
represented by a single quantity – the voltage v(t), which is applied 
to the circuit. The response is the change in amoeba movement 
velocity represented by the voltage vc(t). 

The memristor in Figure 9 is a voltage-controlled memristor 
with a threshold whose memristance RM is governed by the 
following state equation [24] 
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M vRfvf
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= , (34) 

where vM is the voltage across memristor (vM = vC here). The 
memristor activation function 
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is shown in Figure 9(b). The parameter α is the slope of the inner 
segment and β is the slope of outer segments. 

The window function 
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confines the memristance between the boundary values R1 and R2, 
and θ is the Heaviside step function. 

 

Figure 9: (a) Equivalent electrical model of amoeba’s adaptation; (b) Activation 
function of memristor. 

The model leads to a system of the 3rd order [25] 
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where the parameters were identified as [24]: RA = 0.1 Ω, LA = 2 H, 
CA = 1 F, R1 =3 Ω, R2 =20 Ω, α = 0.1 Ω/Vs, β = 100 Ω/Vs, 
VT = 2.5 V. The amoeba adaptation occurs on the time scale of 
≈100 s, which is rather slow for laboratory experiments even with 
a digital memory oscilloscope. Therefore the time-axis scaling 
κt = 10-3 was added to the equations. Now, one second of the model 
time corresponds to one millisecond of the real time. 

The emulator was configured as a two-port network. The 
excitation voltage v(t) is applied to Port 1 with the “I” module 
(controlled current source). Although the current i(t) is just an 
internal variable of the system (37)-(39), it can be generated at 
Port 1 to emulate fully the circuit from Figure 9(a). One ampere in 
the model corresponds to one milliampere in the emulated circuit. 
The model response based on vc(t) is generated at Port 2 with the 
“V” module. Alternatively, the output can be set as the 
memristance RM to monitor the internal state of the model. 

Equations (37)-(39) were discretized using the forward Euler 
method, similar to (22). The window function fW was realized in 
the algorithm as a correction of the state variable RM after each 
integration step. Whenever RM > R2, it is set back to R2 and vice 
versa for the lower limit R1. 

The excitation voltage v(t) represents environmental conditions 
of the amoeba. Favorable conditions correspond to a positive 
voltage and unfavorable conditions to a negative voltage. Long-
term exposure to favorable conditions (v > 0) leads to dRM/dt < 0 
and after a sufficiently long interval the memristance RM will be at 
its lower limit, i.e. RM = R1. 

It has been observed that periodic intervals of unfavorable 
conditions make the amoeba adapt so that the organism can 
anticipate the intervals and decrease its velocity. The process can 
be demonstrated on an experiment from [24]. The “training” 
voltage waveform consists of three negative cosine pulses 

 ∑
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where )()()( tWttttw pii −+−= θθ  is a window function for 
masking the individual periods of the cosine function. The 
parameters used were VF = 0.1 V, Vp = 2 V, and Wp = 5 ms. With 
respect to the time-axis scaling, the times of pulse starts for the 
irregular sequence were ti

(irregular) = {10 ms, 19 ms, 34.5 ms} and 
for the regular sequence ti

(regular) = {10 ms, 19 ms, 28 ms}. The 
excitation signal was generated using the arbitrary waveform 
generator Keysight 33521B. 

The output voltage on Port 2 was generated as [24] 

 )),(min()( FCout Vtvtv = . (41) 

 

 

Figure 10: Excitation voltage (channel 4 – red) and amoeba response (channel 1 
– orange) for (a) regular and (b) irregular training sequence. 

Figure 10 shows the excitation voltage v(t) and the response 
vout(t) generated by the emulator. The amoeba adaptation is 
represented in the model by the change of memristance RM. The 
application of the irregular sequence of training pulses after a long 
period of favorable conditions (VF) does not change the 
memristance significantly. On the other hand, the regular training 
sequence makes RM increase to R2 and the amoeba becomes 
“adapted”. Both states can be tested by a single pulse at 800 ms 
after the training sequence start. The adapted response consists of 
several pulses of motion slowdown where the organism anticipates 
other unfavorable intervals. The response of the untrained 
organism is visibly smaller. Both results are in agreement with 
computer simulations in [24]. 

4. Conclusions 

The results presented in the paper can be summarized as 
follows: 
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(1) Emulation provides the possibility of substituting an m-port 
network with a mixed-mode analog-digital system. The 
network modeled via multi-dimensional differential 
equations, which link terminal voltages and currents and 
internal state variables, can be emulated via digitally 
controlled current or voltage sources. The sources are 
controlled based on the port voltages or currents and the state 
variables via discrete-time equations of motion of the system 
being emulated. 

(2) In some cases, it can be useful to emulate digitally only some 
key parts of the circuit, while the rest can be made up of 
(preferably passive) analog components. 

(3) The combination of continuous-time and discrete-time 
blocks can bring stability problems, even in very simple 
circuits. The paper presents a methodology that can be used 
to assess the emulated system stability. 

(4) Stability problems can be alleviated by an appropriate 
selection of the type of controlled source (voltage or current) 
which is used to realize each port. Details are given in our 
previous work [17]. 

(5) The paper presents a mixed-mode emulator with pluggable 
IO ports that has proven itself to emulate unconventional 
circuit elements (memristors, memcapacitors, meminductors, 
etc.) and also bio-inspired circuits. Especially in the case of 
models of biological systems it can avoid using bulky 
inductors and capacitors, which are common there. 
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Students are usually unaware of their own skills. They choose to follow
the trend, rather than the proper pathway. Which negatively affects the
professional sector, and the development of the country. Orienting students,
and guiding them would offer considerable benefits. Building the appropri-
ate student’s profiles is the golden key for an accurate orientation. To do
so, relying on the simple use of the grade point average (GPA) will not be
sufficient, and mislead the guidance. Instead, studying their personality and
skills has to be done, in order to provide them with their reel orientation.
The presented solution aims to orient students to the most suitable career,
based on a mathematical model, valid for all education systems, and takes
into account the trades trends and students capabilities.

1 Introduction
This paper is an extension of work originally presented in
conference Computing Conference, London, UK 2017 [1].

Education has an important function in the economic
development. Its anticipation and success are among the
factors that explain the essential differences in standards of
living between different countries. Recently Romer, Lucas,
Mankiw have shown that education is the engine of eco-
nomic growth [2]: In [3], the author shows that education
is the basic need of every individual. Nowadays, anyone
is concerned about selecting the right institution, that suits
better his choices and interests. In making these decisions,
individuals must consult a large number of physical records
and institutional perspectives. To make the right decision
becomes a hard mission for them [3].

Although career choice is fundamental to the future of
the individual, the assignment is done in an unqualified, un-
reliable way. On the other hand, the use of new technologies
has become a necessity nowadays in all areas. The benefits
they can bring are unmistakable. This has led scientists and
researchers to find the most optimal way to use, implement,
and benefit as best as possible. According to [4] several
economic and socio-educational problems can be solved by
introducing genuine career guidance in the education system.

By providing guidance to students, their academic and
professional success is greatly enhanced by helping them
discover their interests, values, and skills [5].

Without the latest user information, user profiling would
be more difficult. In fact, data is available across multiple
platforms, where users interact with different web content:
social activities, online learning platforms, and more. Proper
use of this data will significantly help to build a profile of
these users in any system. [6], [7]. In this context, building
profiles based on ontology for career recommendation is
proposed in this paper.

This paper consists of five sections: First, it starts with a
description of the Moroccan education system (MES). After
that, it introduces the classification of students based on a
combination of grades and skills. Then, it focuses on the
prerequisites needed to integrate the desired field or pathway.
It continues by describing our solution for career recom-
mendation. Finally, it’ll conduct an experiment on different
students, and evaluate the effectiveness of the proposed solu-
tion as shown in figure 1 and 2.

Figure 1: Problematic of career guidance
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2 State of the Art

2.1 General Context
In [8], the author defined ’Career guidance and orientation’
as: a procedure that helps the individual to make himself
known and understand with himself, and the world of work,
with the specific purpose of making professional, instructive
life choices.

Services that intend to set any person at any phase of his
life, in order to make educational, training or occupational
choices or manage his career’ is another definition made by
[9].

Though, in the MES, students select a pathway, without
consideration of their personal skills and capabilities. The
main cause is the strong dependence between the assignment
and the cumulative grade point average (GPA): The higher
your GPA, the more likely you are to integrate your desired
filed, even if you do not have the required skills. Which pe-
nalizes the education system, as well as the students, causing
them to miss their careers. In [10], the author emphasizes
that, reflection and personalization can be directly related to
student profiles to resolve this issue.

The objective of this work is to offer a guidance sys-
tem to scientific students, at any stage. In [11], a model for
guiding the 9th Grade students in an e-learning context was
presented. Still, this solution couldn’t work on the higher
level studies: the 9th Grade students study roughly the same
materials as in the first year of high school. But it’s not
the general situation: students will study subjects totally
different from what they have in their current year. Which
prevents us from comparing these subjects.

In [12], Amines proposed a solution for affecting the
9th’s grades, of the MES (Described in detail in Chap 2.2)
student to their adapted pathway.

However, this model couldn’t be applied in a higher scale.
It wouldn’t work on the students of preparatory classes for
the integration of engineering school (PCGE), because it
wouldn’t be possible to compare their actual subjects with
the ones that that’ll encounter in the engineering schools.

Then, in [1], the author came up with a solution by devel-
oping an automated system that realizes the affectation of the
PCGE students t to their adapted engineering specializations,
by converting the extracted to the same type.

After that, in [13], a general model for career recommen-
dation was established, enabling the guidance of scientific
students, at any stage on their life.

In this paper, students profiles will be built by the aid of
ontologies, allowing more performance and accuracy for the
proposed solution, of career recommendation.

Figure 2: Problematic of guidance process

2.2 The Moroccan Education System: A gen-
eral description

In the MES, there is:

1. Elementary education, or primary school: 6 years

2. Middle school (MS): 3 years. All the students study
the same subjects untill the 9th grade.

3. High school:3 years. At this point, the student will
have to choose a field from the 15th offered by the
MES. 5 from the are scientific. In the 2nd year, the
student sits for a primary exam. In the 3rd and final
year, he will have to sit for the final exam as shown in
figure 3.

In the MES, the grades are scaled from 0 as a minimum,
to 20 as a maximum.

2.3 Process of Career Guidance
From figure 4, it can be shown that the MES consists of 4th
principals stages.

In the 1st and 2nd one, guidance is not required: there are
only common studies.

In the 3rd stage (high school), the student will have to
select one from the 15th fields offered by the MES: Career
recommendation is mandatory at this stage. To do so, the
solution proposed in [1] will be used, based on RAISEC
. This model is based on comparing the students’ grades
of their actual year, with those of the next year, calculated
according to subjects’ coefficient of each field.

In the 4th stage, using the same solution for higher edu-
cation is not possible, due to the great difference between
the subjects of the university and those of the high school.

As a solution, the skills model can be used: the subjects
will be converted into a standard type, of the same range.
Thus, comparing these subjects one with another can be
easily done, without any confusion.

In this paper, the science process skill (SPS) model is
chosen, because it suits the most the goal of this work: SPS
is developed on the basis of scientific research and is in asso-
ciation with cognitive and investigative skills [14], and this
work aims to study scientific students.

2.4 Student Profile
According to [3] [15], Profiling can be defined as the ’pro-
cess of Extracting, Integrating and Identifying the keyword-
based information, in order to produce a structured Profile,
and visualize the knowledge outside of these results. It’s a
major concept for retrieving the user pertinent information
and solving difficult problems of a recommender system,
such as items classification according to an individual’s in-
terest. [3].

The process of profiling a web user, consist of the act of
getting values of different properties, that forms the user’s
model [16]. It can be either behavior based or knowledge
based (already known/factual) [16].

Social profiling [17] techniques will be used also for user
profiling: This process can be simplified by implicit usage
of user’s data, while their registration via Facebook [17]. We
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Figure 3: Description of the Process of Career Guidance

Figure 4: Guidance Process Model

do use this last to extract variable user’s attributes from the
user’s Facebook accounts [15].

2.5 Student Ontology
Collect the student’s modeling data is time-consuming pro-
cess, that demands the development of complex data struc-
tures to represent student’s personal information, knowledge
and behavior in the learning domain [18].

Recently, student modeling researchers have begun to
adopt technologies, applications, and standards from the Se-
mantic Web to solve the problems mentioned above [18].
Chen & Mizoguchi were the first to introduce using on-
tologies for modeling learners[19]. Kay also asserts about
using this technology, for reusable and scrutable student
models[20].

2.6 Ontology Use
After collecting the student’s data, converting it into a for-
mat compatible with knowledge representation and reason-

ing systems to operate as the input for the adaptive systems
should be processed. Faced with these requirements, student
modeling data is stored in general in proprietary and hard-
to-access formats, which won’t motivate reusing it, or its
distribution.[18].

Choosing RDF and RDFS as a solution for developing
the student ontology would be a good approach. However,
it would be better to use Web Ontology Language, in order
to beneficiate from its wide functionalities, actualities, tools
support, and being an official W3C recommendation [18].

This work presents a different method of student model
representation. It demonstrates a way of its achievement
using the semantic web technologies.

TO build an efficient student model based on web on-
tologies: OIL, DAML+OIL, RDF/RDFS, OWL, languages
is not evident .

The ontology language chosen is OWL DL [21], for
being an official W3C recommendation in addition to its
functions, tool support, and more especially the Protege 3.0
development tool. In addition, (OWL) have the benefits of
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formal semantics, easy reuse, easy portability, and automatic
serialization into a format compatible with popular logical
inference engines [18].

2.7 Guidance Skill Model
The concept lies on supposing that a subject consists of a
set of skills, assigned with different weights, enabling the
comparison of the student’s grades of the actual year, with
next year subjects, even if they belong to dissimilar ranges,
without any confusion. This work is based on the SPS, for
the reason that it corresponds well to the needs if this re-
search, and suits its goal: SPS was developed on the basis
of scientific research, and this research targets scientific stu-
dents. With this approach, the grades can be described as
a set of SPS weighted vectors, and detect the student’s reel
skills.

An SPS test was developed for measuring the students’
skills, with the same approach that the author did in [22]:
The Test of Science Process Skill (TSPS) consisted of multi-
ple choice items. According to [23], SPS can be classified
into two categories:

• BSPS: Basic science process skills.

• ISPS: Integrated science process skills.

This work is limited to 10 skills, considered pertinent by
the developing team members. These skills are enough to
describe any subject. For that matter, the subjects will be
described as a set of skills, with different weight. The weight
will vary from 0 as a minimum, to 10 as a maximum.

The skills selected are:

1. 1st skill: Observing, as (s1),

2. 2nd skill: questioning (s2),

3. 3rd skill: hypothesizing (s3),

4. 4th skill: predicting (s4),

5. 5th skill: measuring (s5),

6. 6th skill: using numbers (s6),

7. 7th skill: experimenting (s7),

8. 8th skill: interpreting (s8),

9. 9th skill: communicating (s9),

10. 10th skill: memorizing (s10).

To compare two different subjects, you can compare only
their skills weights.

3 System Architecture and Design

3.1 General Architecture
We’ll use the general architecture developed by Amine [12],
for career guidance. (fig Process Architecture). It consists
of four main modules:

• Assignment module: which relies on algorithm, as-
signing each student to an appropriate category, ac-
cording to the RAISEC / SPS test results, as well as
his or her academic background.

• Ontology module: Store all the student’s data. This
module demonstrates the way in which the content of
information is structured.

• Recommendation module: Exploit the assignment
results, and usage history, to give directions to the
Adaptation module

• Adaptation module: Adjust the contents, for student
individual needs.

Initially, a student profile will be created by filling a
form. By entering the student’s ’national code’ (NC), the
system will connect to the student personal information and
academic background. If an educational system is not yet
structured, the student will have to directly supply this static
information. After being registered, the elementary school
students answer to a questioner based on Holland’s model,
and the university ones answer to SPS based test. This will
determine his personal and professional tendencies and his
reel capabilities. After that, these answers will be exploited,
with the help of his educational background, to determine
his profile. RCS usage is necessary to do it. The profile
will be modeled by ontologies. We can also determine his
interaction preferences, content preferences and motivations
(dynamic information),by means of the browsing history,
and its interaction or behavior. The results will be stored in
the system, so that they can be available at any time for the
adaptation module as shown in figure 5.

Figure 5: General Architecture

Ontology-based on the semantic web can be used to
model and structure the educational domain, to be shared by
a student’s group. It is an explicit specification of conceptu-
alization or a model [24].

In this paper, ontologies will be used to identify peda-
gogical concepts and semantic links, for representing the
existing. So, students can get educational resources, and
interest dynamically, and adapt it to their interests.

Figure 6, represents a part of the ontology diagram, com-
posed of 4 main higher levels:

• Student’s Level: Student’s background, his actual
level and results based on the proposed solution.

• Student’s Profile: Student’s classification based on
RAISEC/SPS model, and his actual career pathway
assignment.
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Figure 6: Part of the Student Ontology diagram

• Student’s Personal Information: presents
static/permanent students’ information.

• Content: Information related to the pedagogical con-
tent of the students’ interface.

The purpose of this career recommendation ontology is
to take advantage of student orientation in order to personal-
ize their web content and define similarities of profiles.

The figure 7 shows a partial part of the ontology’s object
properties.

Figure 7: Part of the ontology object properties

3.2 Notations
This work, uses the same nomenclatures used in [1]:

n : Total students number.
S tdi : student’s number i.
m : Total number of skills.
S k: skill number k.
p : Actual year Total subjects number.
S ub j: subject number j.

q : Total School’s field subjects number.
t : Total School’s field number.
gi j : The grade of the student’ i on the subject j.

3.3 Representation of a Subject on the Skill
Mode

Using SPS is essential for learning with understanding [25].
For that matter, this paper propose a model for representing
a subject on the Skill Mode. Comparing 2 subjects of differ-
ent types, implies that they can be represented in the same
format. For that reason, the author in [1] proposed the theory
of Skill mode:

Given a subject j, j can be described as a vector S ub j

composed of a set of skills, with different weight ω jk:

S ub j =
(
ω j1, ω j2, . . . ω jm

)
(1)

Where m is the total skills’ number

For instance, the Mathematics can be described as fol-
low:

Math
(
2 8 9 8 2 6 2 9 3 4

)
meaning that the Observing Skill S 1 has a weight of 2, the
Questioning Skill S 2 has 8, . . . , and the Memorizing Skill
S 10 has 4 as a weight. These weights can be assigned ac-
cording to the institution requirements, and the tutors’ vision.
Which means that they can vary from a school to another
one.

After building all the subjects vectors of total number q,
the matrix of the skill mode composed of these subjects is
defined as follow:
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MS ub j =



S 1 S 2 · · · S m

Sub j1 ω11 ω12 · · · ω1m

S ub j2 ω21 ω22 · · · ω2m
...

...
...

. . .
...

S ub jq ωq1 ωqe
... ωqm

 (2)

3.4 Representing a student’s grades on the
Skill Mode

The first step is to transform the grades of the students, like
what was done previously for the subjects, to a standard form.
The skill mode representation is the solution that’ll allow as
the manipulation, usage, and comparison of the grades with
high flexibility.

Let GS tudenti =
(
gi1, gi2, . . . gip

)
be the student

grades,
And let MS ub j with weights ω jk the skill mode matrix,

of the student’s grades. The weights ω jk refers to the weight
of the skill k, and for the subject i.

With the same process done to the subjects, the
student can be represented by a vector composed
of his subjects’ grades, converted to skill mode:
G∗S tudenti

(
g∗i1, g∗i2, . . . g∗im

)
where:

g∗ik =

∑m
l=1(gil ∗ ωl,k)∑m

l=1 ωl,k
(3)

3.5 Calculus of the student’s Reel Grades

The singular use of GPA, without taking into consideration
the real abilities of the learner, will lead to an erroneous ori-
entation [23]. Using an SPS test is crucial for understanding
and validating one’s real abilities, allowing a more realistic
representation of one’s profile.

In this paper, in addition to the usage of the SPS test,
the profiling vector will be added to the vector the results in
order to have more accuracy in the results.

Let Ci =
(
ci1, ci2, . . . cim

)
be the vector represent-

ing the coefficients of the students’ skills, resulted from his
SPS test.

The vector Pi =
(
pi1, pi2, . . . pim

)
is representing

the coefficients of the students’ skills, calculated based on
his profiling data.

The student’s reel grades are defined as follow:
Ri

(
ri1, ri2, . . . rim

)
, where :

ril = g∗il · max(cil , pil) (4)

The vector Ri represents the reel student profile and ca-
pacities, that will be used later on for calculating his affecta-
tion.

Given F f a field of a certain school, this field consists of
a set of subjects S j. The vector S F f

(
S 1, S 2 . . . , S n

)
repre-

sents the representation on the skill mode of F f , that referes
to the field f

We can define the School Fields Matrix as:

S F =


S 1,1 S 1,2 · · · S 1,m
S 2,1 S 2,2 · · · S 2,m
...

...
. . .

...
S t,1 S t,2 · · · S t,m

 (5)

Where t is the fields’ total number.
From: Ri, the reel grade vector of the student i, and,

S F, the representation of the fields on the skill mode, The
affectation vector can be inferred, and calculated as follow:
Ai =

(
ai1, ai2, . . . ait

)
on the basis of his grades of each

field, where:

ai f =

∑m
l=1(ril ∗ S f ,l)∑m

l=1 S f ,l
(6)

From 6, it can inferred that the affectation is proportion-
ally relative to ai f : The greater is ai f , the better it would be
the student’s grade on the field F f , leading to a more prefer-
able affectation. Finally, the student α best choice would be
the field χ, calculated as follow:

aiχ = max
1≤l≤t

ail (7)

Fχ would be the student best-fitted choice.

4 Experiments and Results
In this chapter, experimentation of the model presented will
be realized. To do this, a sample of 50 baccalaureate students
who passed the final high school exam chose to study them.
It will be calculated their assignments, and an analysis of
the results will be established thereafter. The scientific fields
that have been chosen for this experiment are:

• Mathematics Sciences (SMA).

• Life and Earth Sciences (SVT).

• Physics and Chemistry (PC).

• Mechanical Technics Science (STM).

• Electrical Technics Science (STE).

10 students from each field were chosen to form the test
sample.

Two among the main institutions of the city of Tangier,
were chosen, namely:

• The faculty of Science of Tangier (FST).

• Office of Vocational Training and Promotion of Labor
(OFPPT)

The fields available at the fst are:

• Mathematics, Computer science, Physics and chem-
istry (MIPC).

• Biology, Chemistry and Geology (BCG).

• Electric and Mechanics (GE Gm).

For the Ofppt, it has 4 fields or specializations. The
duration of studies is 2 years, with a total of 4 semesters.

The fields taught at the Ofppt are:
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• Computer developing Technics (TDI).

• Computer Networks Technic (TRI).

• Multimedia Development Technics (TDM).

• Infographics (Inf).

At first, student grades will be extracted from their final
exams.

These notes will then be studied for a career recommen-
dation purpose.

The tables 1 to 5 show students’ grades in their last year
of high school.

Table 1: Mathematics Science student grades

Mathematics sciences
Subj Ar Fr HG Math PC SVT Philo Eng

Student/Coef 2 4 2 9 7 3 2 2
Student 10 8 19 14 17 18 15 6 9
Student 11 15 18 17 15 16 9 15 19
Student 12 16 14 15 18 19 17 14 15
Student 13 15 12 16 20 19 13 10 10
Student 14 11 16 10 17 14 10 8 13
Student 15 14 8 12 11 17 9 15 9
Student 16 7 12 14 9 15 17 9 15
Student 17 13 16 13 12 13 19 12 14
Student 18 12 14 14 10 16 13 14 12
Student 19 10 12 12 16 8 15 10 10

Table 2: SVT Students Grades

SVT
Subj Ar Fr HG Math PC SVT Philo Eng

Student/Coef 2 4 2 7 5 7 2 2
Student 20 13 14 19 20 14 17 14 12
Student 21 15 8 18 20 19 17 12 10
Student 22 16 6 11 14 18 10 13 14
Student 23 18 14 12 19 13 10 7 10
Student 24 19 14 13 13 13 12 9 10
Student 25 13 12 12 14 17 15 9 12
Student 26 12 8 9 11 17 14 13 13
Student 27 18 8 12 14 15 14 6 14
Student 28 15 8 6 12 15 15 12 15
Student 29 11 5 14 16 18 8 12 8

Table 3: PC Students Grades

Physics Chemistry
Subj Ar Fr Math PC SVT Philo Eng

Student/Coef 2 4 7 7 5 2 2
Student 30 20 13 17 17 15 12 14
Student 31 18 15 13 14 17 12 17
Student 32 13 10 18 13 12 11 6
Student 33 11 14 16 11 15 11 16
Student 34 12 11 14 14 17 5 9
Student 35 16 12 15 16 9 6 12
Student 36 18 13 10 13 11 6 13
Student 37 16 14 17 13 9 10 11
Student 38 14 13 13 14 12 10 9
Student 39 18 6 15 17 12 10 10

Table 4: MTS Students Grades

Sc tech Mecanic
Subj Ar Fr Math PC SI Philo Eng

Student/Coef 2 4 6 6 8 2 2
Student 40 13 13 11 20 12 6 9
Student 41 14 12 14 16 12 13 13
Student 42 15 13 13 13 15 14 11
Student 43 10 12 14 15 12 12 14
Student 44 14 12 12 15 13 12 14
Student 45 9 13 13 16 11 10 11
Student 46 19 13 9 13 11 14 10
Student 47 12 13 5 13 12 10 4
Student 48 17 13 10 14 9 6 9
Student 49 11 11 11 13 12 19 7

Table 5: ETS Students Grades

Sc tech Mecanic
Subj Ar Fr Math PC SI Philo Eng

Student/Coef 2 4 6 6 8 2 2
Student 50 14 14 14 15 11 10 16
Student 51 19 12 12 16 15 8 11
Student 52 15 15 16 16 11 13 11
Student 53 11 3 12 18 15 12 13
Student 54 10 7 11 17 14 12 11
Student 55 10 16 13 11 13 13 15
Student 56 9 7 13 16 14 16 9
Student 57 10 10 10 13 17 14 9
Student 58 14 10 11 14 13 12 12
Student 59 11 14 12 15 12 10 12

Each line of these tables represents the vectors of the
students’ grades G10, G11, . . . and G59 respectively of
S tudent10, S tudent11,. . . S tudent59.

4.1 Matrix Subjects of final year High School

Let MBAC be the Matrix of the final year of high school
exam Subjects. After assigning the skills weights of each
subject by the members of the research team, MBAC can be
written as bellow:

MBAC =



S 1 S 2 S 3 S 4 S 5 S 6 S 7 S 8 S 9 S 10
Ar 3 1 1 1 1 1 1 1 10 9
Fr 3 1 1 1 1 1 1 1 10 9
M 2 8 9 8 2 6 2 9 3 4
PC 7 4 7 5 7 4 7 7 2 6
S V 7 5 7 7 6 2 6 7 3 7
S I 7 4 7 5 7 4 7 7 2 6
Ph 5 7 7 5 1 1 3 7 7 7
En 3 1 1 1 1 1 1 1 10 9



4.2 Representation of the student Grades on
the skill mode

The first step is to calculate G10, G11, . . .G59, that repre-
sents the student’s grade on the skill mode, using (3), and
calculate G∗10, G∗11, . . .G∗59,

For G∗10, (3) will be used in order to calculate G∗10(2),
G∗10(3), . . . till G∗10(10).

For example:

G∗10(1) = 8∗2∗3+19∗4∗3+14∗2∗1+17∗9∗2+18∗7∗7+15∗3∗7+6∗2∗5+9∗2∗3
3+3+1+2+7+7+5+3

G∗10(1) = 62.

With the same way, G∗10(2), G∗10(3), . . . and G∗10(10) =

49, 3. will be calculated, in order to get G∗10 at the end:

G∗10 ( 62,0 74,4 78,2 75,3 80,4 97,8 74,2 76,5 43,1 49,3 )

In the same way, the other grades vectors represented
in the skill mode of the students will be calculated. For
calculation details and results, please refer to the appendix.
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4.3 Calculus of the students’ Reel Grades
The real grades of the students will be calculated from:

• Grades vectors represented in the skill mode G∗10,
G∗11, . . . G∗59.

• The skill coefficients of the students C10, C11,. . . and
C59.

The Grades vectors represented in the skill mode were
calculated in the previous chapter. For students’ skill coeffi-
cients, they are described in detail in the appendix ’Calculus
of the student Reel Grades’. (4) can be used then in order to
calculate the reel grades. For example, to calculate RG10, the
student 10 real grade:

C10( 0,70 0,90 0,80 0,50 0,60 0,60 0,60 0,90 0,70 0,50 )

Then:

G∗10 (62,0 74,4 78,2 75,3 80,4 97,8 74,2 76,5 43,1 49,3)

∗

maxc,p(10) (0,70 0,90 0,80 0,50 0,60 0,60 0,60 0,90 0,70 0,60)

=RG10 (43,4 66,9 62,5 37,6 48,2 58,7 44,5 68,9 30,2 29,6)

The same calculus will be to all the other students. For
the full results and calculus, please refer to the appendix,
subsection ’Calculus of the student Reel Grades’.

4.4 Calculus of the School fields Matrix
The following abbreviations will be used for the Faculty of
science of Tangier:

• FMP : Mathematics, Physics, Chemistry & Computer
science

• FGEM ,Electrical and mechanical.

• and FBCG Biology Geology & Chemistry field.

For the offpt, the following abbreviations will be used :

• FT DI Computer software technics.

• FTRI Network Technics.

• FT DM multimedia developing technics.

• FIn f Infographics.

The matrix FieldRG will be deduct from the calculation
of all the skill vectors, for all the modules and fields:



S1 S 2 S 3 S 4 S 5 S 6 S 7 S 8 S 9 S 10
FMP 5 6 9 8 3 7 6 6 3 4
FGEM 6 6 9 6 7 7 7 6 5 5
FBCG 8 8 7 6 3 4 7 8 2 6
FT DI 1 7 7 9 3 7 4 9 5 4
FTRI 9 7 9 1 4 5 4 4 5 6
FT DM 9 6 5 3 8 5 7 5 3 4
FIn f 7 1 1 5 5 2 6 1 4 3



4.5 Calculus of the Affectation Vector

Using (7), the affectation of S tudent10 can be calculated as
follow:

a10 f st = max
1≤ j≤ f

aα j = 55, 1 = a1

which means that F f st = 1, corresponding to F1. The
S tudent10 should be affected to the MP.
In the same way, the assignment of the other students will
be calculated.

The following tables, show the results of the affectation,
for each student.

The results are grouped by students’ high school fields.
The grades can be easily compared, with the affectation of
each field, for each institutions.

The tables 6 to 10 show the results of the differents fields.

Table 6: Mathematics Science Affectation

GPA
FST Ofppt

FT DI FTRI FT DM FIn f FMIP FGEM FBCG

Std11 14.4 52.0 50.5 50.2 45.5 55.1 51.7 51.6
Std12 14.5 43.2 46.2 45.8 30.7 47.7 48.9 42.6
Std13 15.8 57.7 56.5 55.2 47.3 60.0 56.3 57.6
Std14 15.2 47.8 53.8 49.6 47.2 55.3 50.5 52.0
Std15 13.0 41.2 41.0 38.7 36.5 46.1 41.1 39.0
Std16 11.4 41.3 41.2 41.2 36.5 43.0 42.3 41.9
Std17 11.4 33.4 36.2 36.4 23.1 33.9 37.8 35.0
Std18 12.8 37.1 41.1 40.8 35.0 41.1 43.1 37.9
Std19 12.2 41.6 40.4 40.7 33.7 44.7 42.5 40.1
Std20 11.4 38.2 36.9 37.0 32.9 41.7 39.5 35.8

Table 7: SVT Affectation

GPA
FST Ofppt

FT DI FTRI FT DM FIn f FMIP FGEM FBCG

Std21 16.2 49.6 50.4 48.5 43.8 52.9 50.6 47.8
Std22 16.0 52.5 50.6 51.0 45.3 55.2 54.8 51.5
Std23 12.6 36.1 37.8 36.3 28.3 42.8 39.6 35.4
Std24 13.6 41.9 41.1 40.3 33.3 44.3 42.0 42.7
Std25 12.8 41.7 37.9 39.6 28.1 42.8 42.5 38.3
Std26 14.0 45.5 46.8 47.4 45.7 49.2 50.6 45.9
Std27 12.5 35.9 38.6 39.0 29.9 36.1 39.9 37.8
Std28 13.1 41.2 40.4 40.0 39.9 43.8 43.3 38.9
Std29 12.5 38.2 38.5 38.6 39.5 43.1 41.0 38.3
Std30 11.9 41.0 41.1 41.1 32.9 45.6 45.1 38.6

Table 8: PC Students Grades

GPA
FST Ofppt

FT DI FTRI FT DM FIn f FMIP FGEM FBCG

Std31 15.3 36.8 44.2 41.7 39.9 40.2 40.6 44.0
Std32 14.7 44.3 43.7 43.9 44.0 46.7 44.9 45.2
Std33 13.0 38.5 39.9 40.5 37.6 41.4 42.9 39.1
Std34 13.3 34.0 36.3 35.2 31.3 36.8 36.5 33.9
Std35 13.2 36.0 37.7 38.3 31.9 38.1 39.8 36.5
Std36 13.2 34.5 35.3 35.1 31.6 37.3 36.9 33.0
Std37 12.0 30.8 33.5 32.8 33.6 34.1 33.8 33.4
Std38 13.0 40.1 39.5 39.3 37.4 43.3 42.3 37.1
Std39 12.6 35.0 34.9 36.7 30.9 36.9 39.0 34.0
Std40 13.0 37.5 39.9 42.8 32.9 39.6 46.0 38.6
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Table 9: MTS Students Grades

GPA
FST Ofppt

FT DI FTRI FT DM FIn f FMIP FGEM FBCG

Std41 13.2 36.2 36.2 36.7 26.3 37.1 38.7 34.9
Std42 13.3 32.9 33.3 32.0 41.9 34.7 33.1 32.3
Std43 13.5 33.7 32.1 32.9 24.6 33.1 33.5 33.4
Std44 13.1 30.3 30.7 28.0 33.4 32.5 27.9 29.0
Std45 12.8 29.4 29.7 30.1 38.0 30.4 30.0 31.2
Std46 12.3 29.0 27.7 26.8 29.4 25.9 25.0 29.2
Std47 11.9 29.2 25.5 27.2 34.7 29.6 29.4 24.0
Std48 10.9 23.0 21.5 23.6 23.9 22.0 23.2 22.7
Std49 11.5 27.7 27.0 25.9 28.8 27.2 25.7 27.2
Std50 12.0 26.0 27.0 28.3 19.7 26.7 29.3 27.3

Table 10: ETS Students Grades

GPA
FST Ofppt

FT DI FTRI FT DM FIn f FMIP FGEM FBCG

Std51 13.6 30.5 27.9 28.0 33.3 29.9 28.1 29.7
Std52 13.8 36.7 34.6 34.1 33.7 37.1 35.1 33.9
Std53 13.6 34.7 33.5 31.9 48.1 36.5 32.2 33.2
Std54 13.2 32.8 36.2 35.5 35.6 33.4 35.4 36.9
Std55 12.9 36.6 36.6 35.1 34.1 38.4 35.3 38.1
Std56 13.0 33.2 35.0 35.3 31.7 35.7 36.0 34.9
Std57 12.8 31.7 33.8 36.1 32.7 32.5 37.9 33.4
Std58 12.9 28.9 30.2 30.2 31.6 30.6 31.3 30.0
Std59 12.3 28.8 27.0 27.3 20.8 26.9 27.3 29.1
Std60 12.8 31.9 32.1 33.3 29.2 31.8 33.8 33.2

From the tables 6 to 10, the table 11 can be established,
where the affectation summary of the students is illustrated.
The table shows their affectation for both institution, the
FST and OFPPT. In each institution, the affectation for each
student will be calculated. Then, compare their real choice,
with their best suitable field, that is expressed in the rele-
vance column: A ’True’ mention for an accurate choice, and
’False’ in the other case.

5 Analysis
In this section, an analyze the results will be done.

According to these calculations, the percentage of rele-
vant choices made by the student can be inferred. In global,
more than 50% of the students made a wrong choice, which
means that 1 out of 2 students will follow a wrong path-
way, leading him to failure. We can notice also, that all the
students with a high GPA, chose the FST rather than the
Ofppt. In this institution, many students tend to select the
MIP field, just because it’s the tendency, while they would
perform better in other fields. It is the case for the student
12, 31 and others. We can conclude that students chose a
given field, only if their GPA allows it. Figure 8 compares
the affectation with the real choices for the FST.

Figure 8: FST: Orientation Vs Reality

Table 11: Students affectation summary

Affectation Ofppt Affectation FST Relevance

a f fFS T FFS T a f fO f ppt FO f ppt
Reel

T/Fchoice

Std11 52.0 FT DI 55.1 FMIP FMIP T
Std12 46.2 FTRI 48.9 FGEM FMIP F
Std13 57.7 FT DI 60.0 FMIP FMIP T
Std14 53.8 FTRI 55.3 FMIP FMIP T
Std15 41.2 FT DI 46.1 FMIP FGEM F
Std16 41.3 FT DI 43.0 FMIP FIn f F
Std17 36.4 FT DM 37.8 FGEM FT DM F
Std18 41.1 FTRI 43.1 FGEM FT DI F
Std19 41.6 FT DI 44.7 FMIP FT DM F
Std20 38.2 FT DI 41.7 FMIP FIn f F

Std21 50.4 FTRI 52.9 FMIP FMIP T
Std22 52.5 FT DI 55.2 FMIP FMIP T
Std23 37.8 FTRI 42.8 FMIP FTRI F
Std24 41.9 FT DI 44.3 FMIP FBCG F
Std25 41.7 FT DI 42.8 FMIP FT DI F
Std26 47.4 FT DM 50.6 FGEM FBCG F
Std27 39.0 FT DM 39.9 FGEM FT DM F
Std28 41.2 FT DI 43.8 FMIP FBCG F
Std29 39.5 FIn f 43.1 FMIP FTRI F
Std30 41.1 FT DM 45.6 FMIP FT DM F

Std31 44.2 FTRI 44.0 FBCG FMIP F
Std32 44.3 FT DI 46.7 FMIP FMIP T
Std33 40.5 FT DM 42.9 FGEM FGEM T
Std34 36.3 FTRI 36.8 FMIP FBCG F
Std35 38.3 FT DM 39.8 FGEM FGEM T
Std36 35.3 FTRI 37.3 FMIP FGEM F
Std37 33.6 FIn f 34.1 FMIP FIn f F
Std38 40.1 FT DI 43.3 FMIP FGEM F
Std39 36.7 FT DM 39.0 FGEM FT DM F
Std40 42.8 FT DM 46.0 FGEM FGEM T

Std41 36.7 FT DM 38.7 FGEM FGEM T
Std42 41.9 FIn f 34.7 FMIP FBCG F
Std43 33.7 FT DI 33.5 FGEM FGEM T
Std44 33.4 FIn f 32.5 FMIP FGEM F
Std45 38.0 FIn f 31.2 FBCG FT DI F
Std46 29.4 FIn f 29.2 FBCG FIn f F
Std47 34.7 FIn f 29.6 FMIP FIn f F
Std48 23.9 FIn f 23.2 FGEM FIn f F
Std49 28.8 FIn f 27.2 FMIP FIn f F
Std50 28.3 FT DM 29.3 FGEM FT DM F

Std51 33.3 FIn f 29.9 FMIP FGEM F
Std52 36.7 FT DI 37.1 FMIP FGEM F
Std53 48.1 FIn f 36.5 FMIP FGEM F
Std54 36.2 FTRI 36.9 FBCG FGEM F
Std55 36.6 FTRI 38.4 FMIP FTRI F
Std56 35.3 FT DM 36.0 FGEM FGEM T
Std57 36.1 FT DM 37.9 FGEM FTRI F
Std58 31.6 FIn f 31.3 FGEM FT DI F
Std59 28.8 FT DI 29.1 FBCG FTRI F
Std60 33.3 FT DM 33.8 FGEM FT DI F

We expected that more than 25 students will choose the
MIP, 5 the BCG, and 17 the GEM.

But in the reality, 15 preferred to attend the MIP, 15 the
BCG, and 20 the GEM.

It’s due to the quota imposed by the institution. The
students can not make a choice above the threshold. They’re
aware of their acceptance probabilities, and not applying for
a field where they have better chances in order not to miss
their opportunities.

Figure 9 compares the affectation with the reel choices
for the Ofppt.

The table 12 illustrates the final choice made by the stu-
dents, and compare it to the affectation for each institution.

c refers to choice and R to relevance.
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Table 12: Final affectation summary

Affectation Ofp Affectation Fst Global aff

aO f p C R aFst C R Inst F R

St11 FT DI FIn f F FMIP FMIP T Fst FMIP T

St12 FTRI FT DI F FGEM FMIP F Fst FMIP F

St13 FT DI FT DM F FMIP FMIP T Fst FMIP T

St14 FTRI FIn f F FMIP FMIP T Fst FMIP T

St15 FT DI FTRI F FMIP FGEM F Fst FGEM F

St16 FT DI FIn f F FMIP FGEM F Ofp FIn f F

St17 FT DM FT DM T FGEM FGEM T Ofp FT DM T

St18 FTRI FT DI F FGEM FMIP F Ofp FT DI F

St19 FT DI FT DM F FMIP FBCG F Ofp FT DM F

St20 FT DI FIn f F FMIP FMIP T Ofp FIn f F

St21 FTRI FT DM F FMIP FMIP T Fst FMIP T

St22 FT DI FT DI T FMIP FMIP T Fst FMIP T

St23 FTRI FTRI T FMIP FGEM F Ofp FTRI T

St24 FT DI FT DI T FMIP FBCG F Fst FBCG F

St25 FT DI FT DI T FMIP FGEM F Ofp FT DI T

St26 FT DM FT DM T FGEM FBCG F Fst FBCG F

St27 FT DM FT DM T FGEM FMIP F Ofp FT DM T

St28 FT DI FTRI F FMIP FBCG F Fst FBCG F

St29 FIn f FTRI F FMIP FGEM F Ofp FTRI F

St30 FT DM FT DM T FMIP FBCG F Ofp FT DM T

St31 FTRI FTRI T FBCG FMIP F Fst FMIP F

St32 FT DI FT DI T FMIP FMIP T Fst FMIP T

St33 FT DM FT DM T FGEM FGEM T Fst FGEM T

St34 FTRI FTRI T FMIP FBCG F Fst FBCG F

St35 FT DM FTRI F FGEM FGEM T Fst FGEM T

St36 FTRI FT DM F FMIP FGEM F Fst FGEM F

St37 FIn f FIn f T FMIP FMIP T Ofp FIn f T

St38 FT DI FT DM F FMIP FGEM F Fst FGEM F

St39 FT DM FT DM T FGEM FBCG F Ofp FT DM T

St40 FT DM FT DI F FGEM FGEM T Fst FGEM T

St41 FT DM FT DM T FGEM FGEM T Fst FGEM T

St42 FIn f FT DI F FMIP FBCG F Fst FBCG F

St43 FT DI FT DM F FGEM FGEM T Fst FGEM T

St44 FIn f FIn f T FMIP FGEM F Fst FGEM F

St45 FIn f FT DI F FBCG FBCG T Ofp FT DI F

St46 FIn f FIn f T FBCG FBCG T Ofp FIn f T

St47 FIn f FIn f T FMIP FBCG F Ofp FIn f T

St48 FIn f FIn f T FGEM FBCG F Ofp FIn f T

St49 FIn f FIn f T FMIP FMIP T Ofp FIn f T

St50 FT DM FT DM T FGEM FGEM T Ofp FT DM T

St51 FIn f FTRI F FMIP FGEM F Fst FGEM F

St52 FT DI FT DI T FMIP FGEM F Fst FGEM F

St53 FIn f FT DM F FMIP FGEM F Fst FGEM F

St54 FTRI FT DM F FBCG FGEM F Fst FGEM F

St55 FTRI FTRI T FMIP FMIP T Ofp FTRI T

St56 FT DM FT DM T FGEM FGEM T Fst FGEM T

St57 FT DM FTRI F FGEM FMIP F Ofp FTRI F

St58 FIn f FT DI F FGEM FBCG F Ofp FT DI F

St59 FT DI FTRI F FBCG FBCG T Ofp FTRI F

St60 FT DM FT DI F FGEM FBCG F Ofp FT DI F

Figure 9: Ofppt Affectation: Orientation Vs Reality

We expected that 12 will choose the TDI, 10 the TRI ,
13 the TDM , and 12 the Inf. But in the reality, preferred
the 12 TDI, 11 the TRI , 17 the TDM , and 10 the Inf. The

difference is not as great as for the FST, except for the TDM
field. But in general, the students tend to choose.

Figure 10: Student’ Choice Relevance
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From 12, the graph 10 can be generated, that describes
the relevance for each institution, and the, a general affecta-
tion accuracy statistics.

6 Conclusion
In this work, an orientation model for science students to-
wards their most suitable career was presented, tested and
analyzed. The results of this research show that the current
system of orientation penalizes students, who are forced to
choose courses that are not dedicated to them, and make
erroneous choices. The proposed solution would provide
better guidance, to promote a better future for students, and
at home.

The developed model has been submitted to the School,
working in collaboration with the research team, for the pur-
pose of using the first version of the solution. This model
can be easily adapted to any education system, and be cus-
tomized according to each organization needs.

We intend in the future works to integrate methodolo-
gies from Artificial Intelligence (AI) based on mathematical
theories to add more significance and improvements to the
actual model.
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A Annexure
A.1 Representation of the student Grades on

the skill mode
The representation of the vectors for SM:

G∗10 ( 62,0 74,4 78,2 75,3 80,4 97,8 74,2 76,5 43,1 49,3 )

G∗11 ( 59,6 70,5 72,5 69,2 71,0 89,2 67,3 71,3 49,5 52,3 )

G∗12 ( 68,9 82,9 86,5 83,1 86,9 104,8 81,5 84,5 48,3 54,6 )

G∗13 ( 64,2 83,4 86,4 83,0 83,8 108,2 78,0 84,8 43,8 50,6 )

G∗14 ( 52,8 68,3 69,9 67,8 66,0 89,3 61,5 68,3 41,1 44,3 )

G∗15 ( 52,5 58,8 62,6 57,9 66,3 73,9 63,0 61,1 34,3 40,0 )

G∗16 ( 53,2 54,2 58,7 55,9 67,1 67,4 62,6 57,3 35,7 41,6 )

G∗17 ( 56,5 62,6 65,3 64,0 68,2 76,1 64,1 63,8 42,8 46,8 )

G∗18 ( 55,4 58,2 62,1 58,4 67,9 72,1 64,3 60,7 39,5 44,4 )

G∗19 ( 44,6 63,4 62,8 63,7 54,1 77,1 51,0 61,9 36,1 38,7 )

The representation of the vectors forFor SVT:

G∗20 ( 67,7 80,1 82,4 85,2 82,8 89,4 77,6 80,7 47,1 54,5 )

G∗21 ( 69,8 81,6 85,5 86,9 89,8 94,1 84,0 83,6 42,5 52,5 )

G∗22 ( 55,0 61,5 64,7 63,9 68,9 72,7 65,5 63,2 36,0 42,5 )

G∗23 ( 53,8 65,6 67,0 68,4 65,9 79,1 61,4 65,6 41,3 45,4 )

G∗24 ( 54,3 58,0 60,6 62,1 65,4 66,8 61,1 59,2 40,2 44,9 )

G∗25 ( 63,1 66,0 70,4 71,6 79,5 76,5 74,1 68,5 39,9 47,9 )

G∗26 ( 58,7 59,2 63,6 63,8 73,2 66,8 69,2 61,7 35,3 43,0 )

G∗27 ( 58,0 61,8 65,6 67,3 73,4 72,6 67,9 64,0 37,9 45,0 )

G∗28 ( 58,4 59,1 63,1 64,2 71,8 66,4 67,6 60,8 36,2 43,0 )

G∗29 ( 50,4 62,4 64,9 64,0 65,7 75,0 62,3 63,9 31,2 38,5 )

The representation of the vectors for PC:

G∗30 ( 65,4 68,9 73,5 72,0 82,1 86,3 77,4 70,6 42,1 48,4 )

G∗31 ( 63,4 62,7 67,0 66,7 76,6 75,5 72,2 64,1 43,2 48,2 )

G∗32 ( 52,3 62,8 65,5 64,7 66,6 77,5 62,9 63,0 32,2 37,7 )

G∗33 ( 54,6 60,2 62,8 63,1 66,0 72,6 62,2 60,3 38,0 41,9 )

G∗34 ( 58,1 60,0 65,0 64,7 75,7 75,1 70,3 62,4 33,3 40,8 )

G∗35 ( 52,7 57,2 61,0 59,0 67,6 76,1 63,2 58,8 35,3 40,0 )

G∗36 ( 49,8 47,6 51,5 50,5 61,2 60,9 57,3 49,4 34,9 38,6 )

G∗37 ( 51,6 59,9 62,2 61,0 63,7 76,3 60,2 59,9 36,9 40,3 )

G∗38 ( 53,3 55,7 59,5 58,2 66,6 69,4 62,9 57,1 34,3 39,3 )

G∗39 ( 57,0 61,8 66,4 64,4 74,4 78,6 70,1 63,9 32,8 40,0 )

The representation of the vectors for STM:

G∗40 ( 50,8 58,8 64,3 61,1 56,2 64,3 55,4 63,8 45,9 52,1 )

G∗41 ( 52,6 59,5 63,8 61,5 58,5 63,1 57,6 64,4 48,2 54,9 )

G∗42 ( 58,2 57,2 63,3 60,0 66,8 63,8 65,2 63,8 48,1 56,6 )

G∗43 ( 52,6 58,6 63,2 60,6 58,8 61,7 58,1 64,0 46,9 54,4 )

G∗44 ( 53,6 57,8 62,7 59,8 59,7 62,1 59,0 62,8 46,3 53,1 )

G∗45 ( 47,6 54,9 58,9 56,8 53,0 58,5 52,1 59,5 44,1 50,2 )

G∗46 ( 50,1 51,0 55,1 53,1 55,5 57,0 54,0 54,9 44,9 49,5 )

G∗47 ( 46,0 45,0 50,5 47,6 53,3 54,0 51,4 49,4 35,9 41,2 )

G∗48 ( 42,9 46,6 50,5 48,3 45,3 50,1 44,8 50,5 42,8 46,5 )

G∗49 ( 51,3 53,9 58,2 56,7 61,6 61,4 58,9 58,8 41,4 48,7 )

The representation of the vectors for STE:

G∗50 ( 52,7 57,5 61,7 59,1 55,9 59,1 55,9 62,5 51,2 57,0 )

G∗51 ( 56,5 58,5 65,0 61,1 63,0 64,4 62,2 64,9 48,4 56,1 )

G∗52 ( 52,8 59,7 63,6 62,0 58,4 63,5 57,0 65,0 52,7 59,0 )

G∗53 ( 55,1 62,9 69,4 65,4 66,2 68,6 65,3 69,3 38,4 49,4 )

G∗54 ( 52,4 59,6 65,3 62,0 61,8 65,4 60,6 65,2 39,9 48,9 )

G∗55 ( 55,1 54,8 59,7 56,8 60,3 58,0 59,8 60,4 49,3 56,1 )

G∗56 ( 54,7 60,3 66,1 63,2 66,6 67,4 64,5 66,5 40,1 50,3 )

G∗57 ( 59,4 57,4 65,1 60,7 70,9 66,0 69,2 64,8 41,4 52,1 )

G∗58 ( 51,5 54,1 59,4 56,3 58,4 59,0 57,5 59,4 42,4 49,7 )

G∗59 ( 49,9 54,2 58,8 56,2 55,2 58,1 54,5 59,1 45,3 51,5 )

A.2 Calculus of the student Reel Grades
The vectors C10, C11,. . . and C59 represents respectively the coefficients
of the students Skills, calculated on the basis of their SPS test:

The SPS coefficients for SM:

C10( 0,70 0,90 0,80 0,50 0,60 0,60 0,60 0,90 0,70 0,50 )

C11( 0,90 0,90 0,80 0,20 0,70 0,80 0,30 0,50 0,40 0,20 )

C12( 0,70 0,90 1,00 0,60 0,60 0,50 0,60 0,70 0,70 0,30 )

C13( 0,90 0,90 0,90 0,10 0,50 0,50 0,20 0,80 0,60 0,70 )

C14( 0,70 0,80 0,80 0,30 0,40 0,70 0,30 0,70 0,60 0,50 )

C15( 0,80 0,90 0,70 0,60 0,50 0,60 0,40 0,80 0,70 0,60 )

C16( 0,90 0,90 0,80 0,50 0,60 0,40 0,30 0,50 0,50 0,20 )

C17( 0,90 0,80 0,70 0,30 0,70 0,70 0,30 0,60 0,60 0,50 )

C18( 0,50 0,80 0,80 0,50 0,60 0,80 0,80 0,70 0,70 0,40 )

C19( 0,60 0,70 0,70 0,40 0,80 0,70 0,40 0,80 0,70 0,50 )

The SPS coefficients for SVT:
C20( 0,80 0,90 0,70 0,50 0,50 0,80 0,30 0,60 0,60 0,30 )

C21( 0,80 0,50 0,90 0,70 0,60 0,50 0,30 0,80 0,70 0,30 )

C22( 0,70 0,80 0,80 0,20 0,50 0,90 0,20 0,60 0,40 0,30 )

C23( 0,90 0,90 0,80 0,50 0,40 0,60 0,50 0,80 0,20 0,40 )

C24( 0,50 0,80 0,80 0,60 0,70 0,70 0,60 0,90 0,60 0,10 )

C25( 0,90 0,80 0,70 0,40 0,70 0,80 0,30 0,60 0,40 0,60 )

C26( 0,90 0,80 0,70 0,60 0,40 0,60 0,50 0,40 0,70 0,40 )

C27( 0,80 0,60 0,80 0,70 0,60 0,70 0,30 0,70 0,60 0,40 )

C28( 0,60 0,60 0,60 0,20 0,50 0,80 0,50 0,80 0,70 0,60 )

C29( 0,80 0,70 0,90 0,30 0,80 0,80 0,30 0,70 0,70 0,40 )

The SPS coefficients for PC:
C30( 0,90 0,80 0,80 0,20 0,30 0,40 0,50 0,50 0,40 0,70 )

C31( 0,60 0,80 0,80 0,30 0,50 0,50 0,60 0,80 0,60 0,70 )

C32( 0,90 0,80 0,70 0,60 0,60 0,80 0,40 0,30 0,20 0,70 )

C33( 0,80 0,70 0,50 0,30 0,50 0,50 0,10 0,60 0,80 0,30 )

C34( 0,80 0,70 0,50 0,30 0,50 0,70 0,30 0,60 0,80 0,30 )

C35( 0,60 0,70 0,70 0,40 0,40 0,70 0,50 0,50 0,80 0,40 )

C36( 0,80 0,60 0,80 0,40 0,20 0,60 0,60 0,60 0,60 0,70 )

C37( 0,80 0,70 0,70 0,40 0,70 0,80 0,30 0,60 0,70 0,60 )

C38( 0,70 0,60 0,50 0,40 0,70 0,60 0,30 0,90 0,80 0,20 )

C39( 0,90 0,70 0,60 0,50 0,90 0,60 0,40 0,50 0,50 0,50 )

The SPS coefficients for STM:
C40( 0,90 0,70 0,40 0,60 0,50 0,70 0,40 0,60 0,60 0,20 )

C41( 0,70 0,50 0,50 0,60 0,20 0,70 0,10 0,30 0,60 0,60 )

C42( 0,50 0,60 0,70 0,60 0,50 0,40 0,60 0,60 0,50 0,10 )

C43( 0,50 0,70 0,60 0,40 0,20 0,80 0,40 0,30 0,50 0,30 )

C44( 0,50 0,50 0,50 0,40 0,60 0,40 0,30 0,50 0,30 0,70 )

C45( 0,40 0,90 0,50 0,70 0,40 0,20 0,30 0,50 0,50 0,50 )

C46( 0,30 0,50 0,30 0,50 0,70 0,80 0,40 0,30 0,50 0,60 )

C47( 0,30 0,70 0,20 0,40 0,40 0,30 0,60 0,50 0,40 0,50 )

C48( 0,60 0,60 0,50 0,60 0,40 0,30 0,20 0,70 0,70 0,50 )

C49( 0,70 0,70 0,40 0,30 0,40 0,50 0,60 0,40 0,30 0,20 )

The SPS coefficients for STE:
C50( 0,50 0,60 0,30 0,60 0,30 0,50 0,20 0,70 0,40 0,50 )

C51( 0,40 0,50 0,70 0,40 0,60 0,30 0,40 0,70 0,80 0,30 )

C52( 0,10 0,50 0,60 0,60 0,50 0,70 0,50 0,40 0,40 0,80 )

C53( 0,80 0,70 0,80 0,60 0,50 0,40 0,50 0,20 0,20 0,60 )

C54( 0,70 0,70 0,70 0,50 0,40 0,50 0,40 0,50 0,40 0,40 )

C55( 0,60 0,50 0,50 0,30 0,40 0,60 0,80 0,60 0,60 0,40 )

C56( 0,80 0,70 0,50 0,60 0,60 0,70 0,40 0,20 0,10 0,40 )

C57( 0,70 0,30 0,10 0,40 0,30 0,50 0,30 0,60 0,60 0,50 )

C58( 0,70 0,60 0,30 0,70 0,20 0,30 0,40 0,50 0,50 0,20 )

C59( 0,70 0,50 0,60 0,40 0,70 0,40 0,70 0,60 0,60 0,40 )

The real grades for SM:
RG10( 43,4 66,9 62,5 37,6 48,2 58,7 44,5 68,9 30,2 29,6 )

RG11( 53,6 63,5 58,0 27,7 49,7 71,3 33,6 35,6 24,7 10,5 )

RG12( 48,2 74,6 86,5 49,9 52,1 52,4 48,9 67,6 33,8 27,3 )

RG13( 57,8 75,0 77,8 8,3 50,3 54,1 15,6 67,8 26,3 35,4 )

RG14( 37,0 54,7 55,9 27,2 33,0 62,5 18,4 47,8 24,7 22,1 )

RG15( 42,0 52,9 50,1 34,7 39,8 44,3 37,8 48,9 24,0 24,0 )

RG16( 47,8 48,8 52,8 33,6 46,9 27,0 25,0 28,7 17,8 8,3 )

RG17( 50,9 50,1 45,7 19,5 54,5 53,0 19,2 38,3 25,7 23,4 )

RG18( 27,7 46,6 55,9 29,2 40,7 57,7 51,4 42,4 27,7 17,8 )

RG19( 30,7 44,4 44,0 25,5 43,3 53,9 25,5 49,5 25,3 19,4 )
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The real grades for SVT:

RG20( 57,6 72,1 57,5 42,6 41,4 71,5 23,3 48,4 33,0 27,2 )

RG21( 55,8 40,8 76,9 60,9 53,9 47,1 42,0 66,9 29,7 26,3 )

RG22( 38,5 49,2 51,7 12,8 34,5 65,5 19,6 44,2 14,4 12,7 )

RG23( 48,4 59,0 53,6 41,0 26,4 47,4 30,7 52,5 12,4 18,2 )

RG24( 32,6 46,4 48,5 43,4 45,8 46,8 36,7 53,3 24,1 9,0 )

RG25( 56,6 53,0 53,5 43,0 55,7 61,2 29,6 48,0 16,0 33,6 )

RG26( 52,8 47,4 44,5 38,3 36,6 40,1 41,5 24,7 24,7 17,2 )

RG27( 46,4 37,1 52,5 47,1 44,0 50,5 20,4 44,7 26,5 27,0 )

RG28( 35,0 35,5 44,2 19,3 43,1 53,1 33,8 54,7 25,3 30,1 )

RG29( 40,3 43,6 58,4 32,0 52,6 60,3 24,9 44,7 21,9 15,4 )

The real grades for PC:

RG30( 58,8 55,1 58,8 14,4 32,8 34,5 38,7 35,3 25,3 33,9 )

RG31( 38,0 50,4 53,8 33,3 45,9 45,3 43,3 57,7 25,9 33,7 )

RG32( 47,0 50,2 45,9 38,8 40,0 62,3 37,8 25,2 9,7 26,4 )

RG33( 43,7 48,2 37,7 18,9 39,6 43,6 12,4 42,2 30,4 21,0 )

RG34( 46,6 48,0 32,5 25,9 37,9 52,6 35,1 37,4 26,6 20,4 )

RG35( 31,6 40,0 42,7 23,6 40,5 53,3 31,6 29,4 28,3 20,0 )

RG36( 39,8 28,6 41,2 20,2 24,6 42,6 40,1 29,7 20,9 27,0 )

RG37( 41,3 47,9 43,5 36,6 44,6 61,0 18,1 42,0 25,9 24,2 )

RG38( 37,3 39,0 29,8 23,3 53,3 41,6 25,2 51,4 27,4 19,7 )

RG39( 51,3 43,3 39,9 32,2 66,9 47,1 35,1 38,4 16,4 20,0 )

The real grades for STM:

RG40( 45,7 41,2 38,6 36,6 33,7 45,0 33,3 38,3 32,1 10,4 )

RG41( 42,1 29,8 31,9 36,9 23,4 44,2 17,3 32,2 28,9 38,4 )

RG42( 29,1 40,0 44,2 36,0 33,4 25,5 39,1 38,4 24,1 11,3 )

RG43( 26,3 41,0 37,9 24,2 11,8 49,7 23,3 19,5 28,2 27,2 )

RG44( 26,8 29,2 31,4 23,9 35,8 24,8 29,5 37,7 18,5 37,2 )

RG45( 28,5 49,5 29,4 39,8 21,2 11,7 15,6 29,7 22,1 25,1 )

RG46( 15,0 25,5 16,5 37,2 38,9 51,3 21,6 22,0 22,5 29,7 )

RG47( 13,8 35,3 10,1 19,0 32,0 27,0 30,8 24,7 14,4 20,6 )

RG48( 30,0 28,0 30,3 29,0 22,6 15,0 13,5 40,4 34,2 23,3 )

RG49( 35,9 37,7 23,3 22,7 24,6 37,2 35,3 23,5 12,4 9,7 )

The real grades for STE:

RG50( 31,6 34,5 18,5 35,5 16,8 29,5 22,6 43,7 25,6 28,8 )

RG51( 28,2 35,1 45,5 36,7 37,8 32,2 24,9 45,4 38,8 22,5 )

RG52( 21,1 29,9 44,5 37,2 29,2 44,4 28,5 26,0 26,4 47,2 )

RG53( 44,1 44,0 55,5 39,3 33,1 29,4 39,4 13,9 7,7 29,7 )

RG54( 36,6 47,7 52,3 31,0 24,7 32,7 30,3 45,7 19,9 24,5 )

RG55( 33,1 32,9 41,8 17,0 36,2 40,6 47,8 36,4 29,6 22,4 )

RG56( 43,8 42,2 33,0 37,9 46,6 47,0 38,7 13,3 4,0 25,1 )

RG57( 41,5 28,7 26,1 24,3 28,4 33,0 20,8 38,9 24,9 26,1 )

RG58( 36,0 32,5 29,7 39,4 11,7 17,7 34,5 35,6 25,4 9,9 )

RG59( 35,0 32,4 35,3 28,1 38,7 23,3 38,1 41,4 27,2 20,6 )
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 In previous study, it is difficult to estimate the biological states such as postural ones and 
aetas in accordance with the previous analysis of electrogastrograms (EGGs), basically 
the frequency resolution of healthy individuals. In addition, few studies have compared 
gastric myoelectrical activity in supine and sitting posture. The aim of this study is to 
evaluate the severity of 3D sickness in daily life. The authors herein conduct nonlinear 
analysis of EGGs of the healthy young and give the feasibility to discriminate the postural 
differences. It is suggested that the EGGs acquired in the seated position have increased 
wavelength irregularity and attractor complexity than those acquired in the supine position. 

Keywords:  
Electrogastrogram 
Gastrointestinal motility 
Postural Change 
Wayland algorithm 

 

 

1. Introduction 

There are a myriad of activities in our sitting posture, including 
paper work, light work and others, and fatigue accumulates if this 
position is maintained for long periods. People usually sleep and 
respite in a supine position. Likewise, sick people and those 
affected by 3D sickness take a break in the supine posture. 
Moreover, humans hardly get motion sickness while maintaining 
a supine position [1]. In contrast, a seated position can lead to 
experience both motion sickness, especially in moving ships, cars, 
and trains, and visually induced motion sickness (VIMS) that 
occurs while viewing stereoscopic movies. Still, few studies have 
made a comparison between gastrointestinal motilities in supine 
and those in seated posture to evaluate the severity of the VIMS. 

One of the most relevant theories for VIMS is the sensory 
conflict theory [2-4]. According to this theory, sensory mismatch 
between visual and vestibular signals would be induced in virtual 
space compared to the real world [5]. Moreover, close anatomical 
and electrophysiological relationships between the autonomic and 
vestibular nervous systems have been reported [6]. It has been 
known that there is interaction between vestibular and autonomic 
nervous systems in the physiological fields; the motion sickness  
might affect both systems because dizziness and hidropoiesis are 
induced by the reaction of the autonomic nervous system due to 
the excessive stimulus for the vestibular system. For instance, it 
has been reported that the level of histamine increased in the 

hypothalamus and brainstem in rats due to the rotation stimuli, 
which is possibly associated with vomiting during the motion 
sickness [7]. In addition, motion sickness seems to be induced by 
the contradiction among visual, vestibular, auditory, and 
proprioceptive inputs. These sensory informations can be 
compared with the previous experiences. The sensory informations 
are expected from the previous ones, however, they might be 
deviating from the previous experiences. According to the sensory 
conflict theory, the motion sickness would be occurred by this kind 
of the divergence. 

Physiological and psychological measurements are used to 
evaluate the influence of VIMS on the body. The latter method to 
evaluate VIMS is the simulator sickness questionnaire [8]. On the 
other hand, physiological evaluation of VIMS has been conducted 
using parameters such as the high- and low- frequency components 
of electrogastrography, skin resistance, blood pressure, heart rate 
volubility, sweat rate, number of blinks, and respiratory rate [9–
11]. 

A unique rhythm is associated with each variation of a 
physiological phenomenon. These include short repeated cycles, 
such as pulses, which are repeated in units of seconds, and long 
cycles, such as seasonal variations, which repeat in units of years. 
For instance, we can observe the circadian-dependent variability in 
the human blood pressure [12]. This is known as intra-day blood 
pressure fluctuation and can have an intra-day variation pattern 
characterized by high blood pressure in the daytime and decreased 
blood pressure at night [13]. Autonomous nerve activity 
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considerably affects this variability. Blood pressure increases or 
decreases depending on the variations in circulating blood volume 
and postural blood pressure reflex activity due to variations in 
posture. Heartrate and blood pressure intra-day variations are 
known to act as an evaluation index for autonomic nervous 
function. Additionally, the head-up tilt test is known as an 
autonomic nervous functional test associated with passive postural 
change [14]. Heart rate in healthy individuals increases, and the R 
-R interval estimated from the Electrocardiogram (ECG) decreases 
when using a tilt-table to switch from a supine to standing position 
[14]. Also, the same effects are reportedly observed when 
switching from a supine to seated position [15]. In these cases, the 
blood is accumulated in the lower extremities, however, 
vasoconstriction is automatically conducted to prevent from the 
hypostasis. The arterial baroreceptor is known as an sensory organ 
to detect the variations in blood pressure owing to the postural 
changes and other activities. This bio-signal reaches the brain stem 
vasomotor center (BSVC) through afferent pathways in the 
medium of vagus or glossopharyngeal nerve. The BSVC is 
activated with decline in the activity of the afferent pathways when 
the blood pressure decreases, and an effect is observed in 
excitability toward the sympathetic nerve; Noradrenaline is 
secreted from vascular wall sympathetic nerve endings, and 
adrenaline is, therefore, secreted from the adrenal medulla. Hence, 
the blood pressure can be maintained. As venous return decreases, 
the vagus nerve activity in the afferent pathway decreases through 
the low-pressure receptors in pulmonary veins and the atrium. As 
this information is received by the brain stem and reaches the 
hypothalamus, arginine vasopressin is secreted from the posterior 
pituitary, and an increased effect occurs in vasoconstriction and 
circulating plasma volume. Although cardiocirculatory research 
after postural changes is readily available, studies regarding the 
impact of posture changes on electrogastrograms are limited. 

Percutaneous electrogastrography allows to noninvasively 
examine gastric myoelectrical activity. Human gastric 
myoelectrical activity cannot be measured by any other 
conventional method such as computed tomography, gastro-
fiberscopes or magnetic resonance imaging. An electrogastrogram 
(EGG) is usually evaluated using Fourier analysis, running spectral 
analysis, and other spectrum analysis. However, the information 
retrieved by this analysis is limited, and EGGs are not as usual as 
electrocardiograms, electroencephalograms, and other biosignal 
measurements, thus compromising their development. 

In 1921, Walter Alvarez [16] recorded the first human EGG. 
EGGs are recorded by placing Ag-AgCl electrodes on the surface 
of the epigastrium. EGG records the electrical signals which travel 
through the stomach muscles and control the muscle contractions. 
Human gastric slow wave or pacesetter potential activity generated 
by the interstitial cells of Cajal (ICCs) occurs at a frequency of 3 
cycles per minute [17] [18], as shown in Figure 1. The ICCs are 
known as pacemaker cells that spontaneously depolarize and 
repolarize. The ICCs set the myoelectrical rhythmicity of the 
stomach and other areas of gastrointestinal tract. Recorded EGG 
signals that have noise with higher frequencies > 0.15 Hz must be 
filtered out [19]. These filters such as a low-pass filter, a band-pass 
filter eliminate most respiratory and cardiac rhythms in 
electromyogram. 

Many previous studies on electrogastrography have been 
conducted but have been mostly related to the clinical field [20]. 
For instance, hormone, drugs, and motion sickness effects on EGG 
have been evaluated. Likewise, EGG has been used to study the  

 
Figure 1: Traveling slow waves. The ICCs set the myoelectrical rhythmicity of the 

stomach and other areas of gastrointestinal tract. 

effects of warm compresses on both gastrointestinal activity [21] 
and the epigastric region for relieving constipation [22], and to 
characterize the intestinal activity in patients with chronic 
constipation [23]. However, studies on clinical applications mainly 
consider patients, and hence scarce research is available on the 
EGG dynamics of healthy subjects. 

More specifically, few studies have been focused on 
gastrointestinal motility in seated and supine positions to evaluate 
the severity of motion sickness. As it has been reported that three-
dimensional motion sickness is strongly elicited when viewing 
stereoscopic movies for prolonged periods, it is important to assess 
the safety while viewing such movies. Therefore, in this study the 
authors compared EGGs in seated and supine positions using the 
Wayland algorithm to evaluate motion sickness induced by 
stereoscopic movies. 

2. Material and Method 

The participants were 5 healthy females aged 19 to 24 years. 
The Ethical Committee of Graduate School of Natural Sciences, 
Nagoya City University approved the experiment. Prior to the 
experiment, each participant signed their informed consents. 

The design of experiment is Figure 2. This experiments was 
conducted, considering the order effect in the protocol. In 
Addition, postural change on experiment B is passive position 
change to remove the effect of muscle sympathetic nerve activity. 

The experimental room and chair condition is Table 1. The 
experimental condition is Table 2. Participants finished their meals 
120 mins beforehand. Therefore, the experiments were not 
affected by the presence of food. 

Electrodes of EGG pasted on abdominal surface using 2 
disposable Ag-AgCl electrodes as shown in Figure 3. Their 
abdominal surface of the pasting points was cleaned out with 
cotton moistened with ethanol and the skin abrasion (SkinPure, 
Nihon Kohden, Japan).   

Using A/D converter, the analog signals of their EGGs were 
A/D-converted to digital signals at 1 kHz. A low-pass filter 
of 0.15 Hz eliminated the activity in respiratory, cardiac 
rhythms, electromyogram, and the noise of electronic 
devices. In addition, resampling was performed every 1 Hz to 
remove the noise in the abovementioned measurement. 

http://www.astesj.com/


Y. Matsuura et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 42-46 (2019) 
 

www.astesj.com             44 

 
Figure 2: Experiments A and B 

Table 1: Experimental room and chair condition 

 
Table 2 Experimental condition and machines 

 

Every 300-second, we analyzed time series data of the EGG 
for a 1024-second time window to divide the data (Figure 4). In 
this study, the authors calculated the translation error (Etrans) using 
Wayland algorithm from EGG time series data in 1 to 10 
dimensional phase space [24-26]. 

3. Results 

EGGs in seated (experiment A) and supine (experiment B) 
positions of healthy women over 5 min after 70 min from the 
beginning of measurements are shown in Figures 5(a) and (b), 
respectively. The EGG in seated position (Figure 5(a)) shows a 
large amplitude and unstable fluctuations. In contrast, the EGG in 
supine position (Figure 5(b)) shows a regular pattern. Figures 6(a) 

and (b) show the two-dimensional attractors (τ = 3) generated from 
the EGGs in seated (Figure 5(a)) and supine (Figure 5(b)) 
positions, respectively. 

 
Figure 3: Electrodes position pasted on the surfece of body. 

 
Figure 4: Moving segment of EGG-data. 

 

 
Figure 5: Typical examples of EGG in (a) experiment A and in (b) experiment B. 

The EGG translation errors over a ten-dimensional embedding 
space in the seated position (excluding control) ranged from 0.27 
to 0.58, with average of 0.46 and standard deviation of 0.07. The 
similar EGG translation errors in the supine position ranged from 
0.23 to 0.52, with average of 0.40 and standard deviation of 0.08. 
The authors compared the translation errors estimated from the 
EGGs of experiment A with those of experiment B. Variations of 
z-scores of translation error (average ± standard error) were 

(a) 

(b) 
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estimated from the EGGs of the individuals in the ten-dimensional 
embedding space (Figure 7). The z-scores in the seated position 
(excluding control) ranged from –2.48 to 2.45, with average of 
0.07 and standard error of 0.42, and those in the supine position 
ranged from –1.63 to 3.18, with average of 0.04 and standard error 
of 0.42.  

 

 
Figure 6: Attractors of EGG in (a) experiment A (Figure 5(a)) and in (b) 

experiment B (Figure 5(b)). 

Then, the values of the translation errors estimated from the 
EGGs of experiments A and B were compared using the Wilcoxon 
signed-rank test. Significant differences were observed 50 and 55 
min after the end of the resting period with p < 0.05. The authors 
confirmed that translation errors in the ten-dimensional embedding 
space are sufficiently stable compared to those in embedding 
spaces with lower dimension. Figure 8 shows variations of the 
difference between the translation error estimated from the EGG 
at time t and that at onset time t0, except for the resting period in 
the ten-dimensional embedding space. The variations were 
calculated as DTE in the seated position (excluding control) ranged 
from –0.19 to 0.13, with average of –0.001 and standard error of 
0.035, and that in the supine position ranged from –0.13 to 0.086, 
with average of –0.011 and standard error of 0.021. 

4. Discussion 

To estimate the EGG dynamics, the authors analyzed EGG 
signals using the Wayland algorithm. The regularity and 
periodicity of the EGGs was considered the cause of the 
abovementioned results. As shown in Figures 7 and 8, significant 
differences in translation errors estimated from EGGs in seated 
and supine positions were determined after 50 and 55 min from 
the resting period. 

 
Figure 7: Z-scores of translation error (average ± standard error). 

 
Figure 8: Difference translation errors (average ± standard error). 

DTE(t) = Etrans(t) － Etrans(t0). 

Some studies have reported about the effect of postural change 
on the cardiocirculatory system after subjects changes from a 
supine to seated/standing postures, however, few does not have 
studied the effect of postural change on the autonomic nervous 
system, especially on the EGGs recorded over a prolonged period. 
Measuring bowel sounds, Kobayashi et al. tried to investigate the 
effect of the postural changes on the intestinal peristalsis [27]. 
Healthy middle-aged women voluntary participated in this study. 
Their bowel sounds were recorded during the right lateral 
recumbent following the supine for an hour. The results showed 
that intestinal peristalsis was significantly rose  30-75 min after the 
postural change whereas these results are questionable owing to 
the considerable differences prevalent among the participants [27]. 
In the other previous work, it has been reported that intestinal 
peristalsis would be temporarily suppressed if the intra-abdominal 
organ were affected by  sudden postural changes [28]. Recording 
the bowel sounds 30 min after the postural change to the supine is 
appropriate for stationary measurements [29]. These results 
suggest that the stomach or intestines become active by means of 
parasympathetic nerve activity acceleration after a determined 
amount of time has passed since resuming supine position. 

In general, EGGs are recorded in either a seated or supine 
position [30], and motion sickness is more often induced in the 
seated than in the supine position. In addition, the effect of postural 

(a) 

(b) (b) 
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change on the autonomic nervous system, especially in the 
digestive system, has been investigated in some studies, although 
with focus on the cardiovascular system [31][32]. In this study, the 
authors conducted a basic experiment to investigate the effect of 
postural change on the autonomic nervous system with focus on 
the digestive system.  

5. Conclusions 

Motion sickness and diseases are usually settled in a seated 
position. In fact, humans can hardly get motion sickness in a 
supine position. This study aimed to compare EGGs acquired in 
seated and supine positions using the Wayland algorithm to 
evaluate motion sickness induced by stereoscopic movies. The 
authors verified that the supine position retrieves more stable 
EGG signals in the supine than in the seated position, thus 
confirming the benefits of the supine position to relieve motion 
sickness. There are various cycles that occur in biorhythms, and 
many of the variations are affected by regional differentiation of 
the sympathetic system. Biorhythms are also impacted by 
variations in posture as well as the physical condition of a person 
and their lifestyle. Integrative and multifaceted evaluation of 
impact from biorhythm and posture variations is therefore useful 
for evaluating autonomic nervous function and estimating 
biological condition. The lack of research on gastric motility and 
intestinal peristalsis due to variation in posture warrants an 
ongoing necessity for accumulation of foundational research.  In 
upcoming studies, the authors will measure heart rate, blood 
pressure and multichannel EGG signals in seated and supine 
positions.  
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 Recently, the trend of mobile communication network in Korea has been dramatically 
increasing the number of operating equipment for managing the explosion of wireless data 
traffic in 4G LTE network. This phenomenon has caused an increase in the operating cost 
to the mobile telecommunication service provider. Especially, the study about the reduction 
of the operating cost through the reduction of the power consumption in the power 
consumption area and the efficient operation method are under study. Through these 
studies, we consider the method to maintain the best service quality of mobile 
communication subscriber while minimizing the power consumption of LTE equipment, find 
out PSi & PSo algorithm that can realize this and verify it in commercial network. Applying 
this algorithm to a commercial network will save both power consumption and service 
experience of mobile subscribers to the best level, and it will be more effective in the 5G 
era that has already begun. 
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1. Introduction 

This paper is an extension of work originally presented in 2018 
International Conference on Information and Communication 
Technology Convergence (ICTC) [1]. 

The world has already begun to enter the 5G world, and the 
first 5G signal in Korea has started to be transmitted. There are also 
many killer services available to satisfy customers' needs. This 
means that a lot of people are using smartphones and are getting 
into daily life. In the past, the use patterns of voice-based usage 
changed with data, and the network that accommodates customers 
changed quickly. As the LTE network matured, the frequency 
bandwidth and the number of equipment services are continuously 
increasing to accommodate the increasing subscriber traffic [2]. 

This provides a pleasant environment for various services and 
accommodates a growing number of subscribers, but the cost of 
operating of equipment has increased. SK Telecom's electricity 
costs account for about 30% of the total cost of operating a 
network, exceeding 30% in 2017, which is still rising. In 2019, 
electricity costs are expected to account for 35% of total operating 
costs. 

This increase in network operating costs is bringing 
considerable stress to mobile telecom operators, and it is also 

evolving to a level that significantly affects corporate EBITDA [3]. 
As a result, each company has a great interest in reducing the cost 
of network operation, especially in the field of electric power. In 
previous mobile communication areas, there has been much 
interest in battery efficiency aspects such as SoC (System on Chip) 
upgrade [4] and C-DRX(Connected Mode Discontinuous 
Reception) [5]. Recently, attention has been focused on the 
reduction of power consumption of network equipment itself. 

 
Figure 1: Electricity charges and ratio in operating costs 

We used the power saving function of SK Telecom's NOKIA 
equipment to investigate how to reduce the power consumption of 
the network equipment itself. Through the derivation of optimal 
values of PSi and PSo, which are control variables for triggering 
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power saving to be explained later in detail, Consumption is 
decreasing. The optimal PSi and PSo values mean the point where 
the quality of the mobile communication subscriber can be 
maximized while minimizing the power consumption. 

In this paper, we propose an operation algorithm that can 
reduce the power consumption of wireless network service 
equipment while providing optimal service without inconvenience 
to mobile communication subscribers. In this process, SK 
Telecom's commercial network is divided into several cases, and 
results are derived. The power saving function of the wireless 
network service equipment and the algorithms discussed in this 
study are used to reduce the actual power consumption. 

2. Basic direction of power saving of LTE wireless network 

Table 1: Number of subscribers per 10Mbps 

Freq. Combination Number of eligible subscribers 
800M 7.5 

800M+1.8G 22.5 
800M+1.8G+2.1G 30.0 

800M+1.8G+2.1G+2.6G 52.5 
 

Table 1 shows the number of subscribers per frequency 
configuration operated by SK Telecom. As shown in the table, the 
number of subscribers that can be accommodated for each 
frequency combination is linear. (However, in LTE network, the 
service required for voice, messaging, video, and FTP is different 
according to service type, but it is calculated based on 10Mbps 
speed for convenience.) In order to service many subscribers, more 
frequency and bandwidth are needed. On the contrary, it is not 
necessary to provide the frequency and bandwidth of mobile 
communication subscribers in every place. This is because the 
number of subscribers and traffic vary with time. In other words, 
the frequency and bandwidth need to be tailored to the region's 
maximum traffic, but not all-time full-band service. Taking 
operational efficiency in accordance with the traffic volume and 
characteristics of subscribers is a basic direction for power saving 
in LTE networks. 

In order to reduce power consumption in LTE mobile 
communication, there is a method to utilize a SON (Self 
Organizing Network) [6] implemented by a mobile 
communication provider. As mentioned above, this study utilized 
the power saving function provided by NOKIA equipment.(Other 
vendors, however, offer similar functionality.) The basic concept 
of power saving is that when the same area is served by several 
frequencies, the subscriber traffic of the service area is judged as a 
combined load, and when this value is low, the power consumption 
is reduced by turning off the output of some frequencies. 

As can be seen in Figure 2, when several frequencies are 
serviced in the same area, the number of subscribers and traffic 
varies with time, and thus the number of frequencies required 
varies. Typically, however, mobile operators have been providing 
full-band services in their area, which means that unnecessary 
power consumption is still happening. One thing to notice is that 
traffic loads do not change over time in all locations. It should be 
noted that the traffic varies according to the characteristics of the 
area and the subscriber, and thus the service quality of the mobile 
communication subscriber may be changed by such a change. In 

addition, it is necessary to avoid the factor that hinders the service 
quality of the mobile communication subscriber in this process. 

 

3. PSi & PSo Algorithm 

It is an ideal point of execution of power saving to minimize 
power consumption without affecting service quality of mobile 
subscriber. If you do not mind this ideal goal and run power saving, 
it is very likely that you will be shifting to negative side. When the 
service quality of the mobile communication subscriber is 
considered, the power saving level is lowered. On the contrary, if 
the power saving level is increased, the service quality of the 
subscriber is lowered. This means that when running power saving, 
you should not have to break down either your service quality or 
your power consumption. In this study, we have developed an 
algorithm that derives the optimal value between service level and 
power saving through three step approach. 

① Power saving operation control variable regulation  

② Subscriber service impact index calculation 

③ PSi & PSo algorithm exploration 

In order to find a clear power saving algorithm, we first define 
the control variables that can control the operation and clarify the 
input variables that the operator can set and control the algorithm. 
Then, in the step of measuring the change of the result, it is 
necessary to find an index capable of quantitatively judging the 
influence of the service of the mobile communication subscriber. 
After excavation, the amount of change must be analyzed through 
tracking and observation. After the analysis, we set the design 
direction of the algorithm by considering the determinants of the 
service impact. Finally, it is necessary to find a point that can 
maximize the power saving level while ensuring service quality for 
mobile phone subscribers. The PSi & PSo algorithm established 
and stipulated these step - by - step core requirements and repeated 
the process of setting and analyzing each variable and outcome 
indicator. 

 
Figure 3: Power saving operation control variable 
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3.1. Control variables related to power saving operation 

First, in order to control the power saving operation, PSi, which 
is the power saving operation start step and PSo, which is the step 
of canceling the power saving operation, are defined based on the 
total load value of the service area. 

As shown in Figure 3, the load on the service area changes over 
time. There is no difference in the fact that there is a difference in 
the number of times the load increases and decreases in each 
service area, but changes with time. When the load of the service 
area falls below a certain level in consideration of this variability, 
the power saving mode is entered (IN), and the value of this 
moment is defined as PSi. Conversely, when the load of the service 
area rises to a certain level or more, power saving mode is released 
(OUT), and the value of this moment is defined as PSo. When the 
power saving mode is entered (IN), the equipment of the specific 
frequency is turned off, and the remaining frequencies that are not 
off are able to handle the traffic of the subscriber, and power 
consumption is reduced from this moment. When the subscriber 
and traffic increase and the load is increased at the moment, it is 
necessary to turn on the frequency that was turned off to secure the 
proper capacity. Is turned on. From this moment on, power 
consumption is not reduced. Two variables, PSi and PSo, allow 
specific frequencies to be turned on or off to accommodate 
changing traffic in the service area. However, frequent entry (IN) 
and release (OUT) to the power saving mode may occur depending 
on changing traffic and load, which negatively affects the service 
quality of the mobile communication subscriber. In this paper, we 
try to find a way to maximize the reduction of power consumption 
through power saving operation and to minimize the influence of 
service quality of subscribers in the process. 

3.2. Definition of subscriber service impact indicators 

Although there are various indicators for calculating the 
service quality in the mobile communication network, it is 
necessary to adopt the connection rate (%) and the truncation rate 
(%) that can comprehensively judge the quality of voice and data 
service. A new index CEI (Customer Experience Index) is 
calculated by multiplying two indicators and calculated by the 
following formula. 

 
Equation 1: Estimation of the calculated index 

Let's look at Equation 1. As shown (1), it is possible to 
determine the success rate when the mobile communication 
terminal attempts to connect to the wireless network for the first 

time, and the truncation rate can be determined based on the 
connection rate of the mobile communication subscriber. It is 
possible to judge the situation in which the connection is released 
irrespective of the will of the user. (1) and (2), the environment of 
the service to be connected to the first wireless network, and the 
maintenance level of the connected state after the connection, and 
calculates the instant when the mobile communication subscriber 
attempts to connect to the network through the CEI of (3). It can 
be used as an indicator to represent the quality from the moment to 
the end. 

3.3. PSi & PSo algorithm 

PSi and PSo, which are the control variables of power saving, 
are classified into three phases (high, mid, and lower) and the 
conditions for each stage are defined as follows. 

Table 2: Understanding of PS control variable condition 

Division Step Condition 
PSi 

(Entry 
Variable) 

High Difficult to Entry 
Mid Normal to Entry 
Low Easy to Entry 

PSo 
(Release 
Variable) 

High Easy to Release 
Mid Normal to Release 
Low Difficult to Release 

 

Combining the three stages of PSi and the three stages of PSo, 
it can be combined the following nine cases. PSi & PSo value 
means integrated load of one site. 

Table 3: Test Case by PS Control 

Division PSo(High): 30 PSo(Mid): 40 PSo(Low) : 50 
PSi(High): 20 Case1 Case2 Case3 
PSi(Mid): 30 Case4 Case5 Case6 
PSi(Low): 40 Case7 Case8 Case9 
 

Each case was tested in the commercial network of Namwon 
and Jangsu in Korea, which provides CA service of SK Telecom. 
The results of changing the PSi and PSo are summarized by the 
above CEI and the time when the equipment is off and not 
operated, and the cumulative calculated power saving value is 
added. Also, the values of PSi & PSo set in each case are arbitrarily 
set, and they are set to a wide range in order to derive the optimal 
value. 

 
Figure 4 : Power saving exits and CEI by case 

As shown in Figure 4, it can be seen that the CEI value varies 
depending on the case under test. And it can be clearly seen that it 
is inversely proportional to the number of times the power saving 
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mode is abandoned. In other words, the more frequent the entry 
and exit into the power saving mode, the more negative the service 
quality of the subscribers. Conversely, the lower the number of 
exits (the longer stay in power saving Mode), the less negative 
impact on the service quality of the subscriber can be interpreted. 
Case # 3, 6, and 9 had the fewest number of exits, and the service 
quality of the subscriber was maximized. As a result, it can be seen 
that adjusting the PSo to make it difficult to exit in power saving 
mode and reducing the number of exits has contributed to the 
optimum result preserving the CEI value. 

 
Figure 5 : Power saving level according to the number of power saving 

mode exits per case 

The power saving level can be interpreted as PSi, which 
determines the entry, rather than the PSo condition, which 
interferes with the mobile communication subscriber experience 
when interpreting Figure 4 and Figure 5. In Case # 1, 2, and 3, 
which are difficult to enter, the power saving level is low and the 
condition of entry is high in Case # 7, 8, and 9. 

3.4. Expanded application of PSi & PSo algorithm 

The optimal values of PSi and PSo were selected as 20 and 50 
respectively in SK Telecom. NOKIA developed a function to 
monitor the power consumed by mobile communication service 
equipment in real time. As a result of using this function, it is 
possible to save 0.12kW when 1 hour off of 2.6G equipment. We 
extended it to the commercial network in 2019 and saved about $ 
93,000 over five months. Also, it is confirmed that CEI, which is 
an indicator of service quality, is maintained within the normal 
range. 

As mentioned above, the lower the number of exits to the 
power saving mode, the lower the service quality of the subscriber 
can be prevented. As a result of applying power saving to 2.6G 
equipment in Jeju region of Korea, we found a device with 
maximum mode change count of 66 times. The site has a lot of 
tourists, and the traffic load is very volatile. There are two options 
for these areas. In order to maintain the service quality of the 
subscriber, it is necessary to abandon the power saving or set the 
PSi value low to make it difficult to enter the power saving mode 
(IN), thereby performing the power saving only for the necessary 
time. The author chose to give up power saving in the area. It is 
also important to reduce electricity consumption by reducing 
electricity consumption. However, it is because the company 
regards the service quality of its subscribers as more important. If 
one day the company's policy changes and minimizes operating 
costs become more important, it can turn into a situation where 
power savings can be applied to these areas and the service quality 
degradation of subscribers can be tolerated to some extent. 

SK Telecom will continue the power saving in order to reduce 
the electricity cost to operate the network. However, it considers 
the quality preservation of service subscribers as the top priority 
and repeats the process of continuously checking the PSi & PSo 
algorithm and deriving the optimum value will be. 

4. Conclusion 

The PSi and PSo algorithms for the power saving method that 
maximize the reduction of power consumption while maintaining 
the service quality of the mobile communication subscriber are 
discussed. In order to derive the results, we have divided into 9 
cases and the optimal value of PSi and PSo in the area managed by 
the author can be derived as PSi = 20 & PSo = 50. This number 
will vary depending on the traffic conditions in each region served. 
We concluded that we can adjust the power saving mode deviation 
to minimize PSo and access the ideal result of power saving 
execution if the PSi-controlled entry operation is easily set up. 
Although this study investigated algorithms for power saving, we 
did not discuss the various ISSUEs that can occur when applying 
this algorithm to commercial networks and the values that should 
be prioritized by each company's policy. This is because it depends 
on the value and philosophy of the mobile service provider and 
operator adopting this algorithm. However, the load fluctuation 
differs according to the service area and the load level that can be 
tolerated during the power saving execution may be different 
between the mobile communication company executing the same 
and the organization within it. Thus, the task of identifying the 
optimal value for the demand level is left as an additional research 
area. In addition, this approach has a weak point that it can partially 
obstruct the service quality of the mobile communication 
subscriber during the process, but it has a strong point that it is 
possible to draw conclusions that can be immediately expanded 
through direct execution in the commercial network. 

Based on the results of this study, the operators who are 
interested in the reduction of the electricity cost among the network 
operation cost will be able to execute immediately because they 
have obtained the initial value and the method that maximizes the 
power consumption reduction while minimizing the quality 
deterioration of the subscriber. 
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 In this paper, a frequency-tunable antenna is proposed based on a previous antenna which 
has a ladder shape and a size of 120 x 50 mm2. It is fed using a coaxial cable and it is 
operational at 700 MHz which is in the UHF band with a bandwidth of 30 MHz. Varactors, 
having a very low resistance value and a wide range of capacitance values, are 
implemented on the surface of the antenna which achieves tunability in the DTV 
applications band used for mobile handheld devices. By using such varactors, the 
electromagnetic characteristics of this antenna could be changed by changing its electrical 
length. Multiple cases are studied; either adding a varactor on each step of the ladder 
antenna or adding only one varactor in a certain well justified position. The operating 
frequency is swept in different ranges where all of the obtained frequencies could be used 
for digital TV broadcasting on mobile devices. 
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1. Introduction  

Digital TV broadcasting is now the median of exchanging 
information and that is thanks to the progress in digital TV 
technology in the form of wireless devices as well as the ways of 
sending and receiving signals. The new mobile devices have an 
attractive feature which is to allow users to watch TV on their own 
handheld devices; however, this feature presents some challenges 
in the field of designing antennas for this purpose. The antenna 
has to have a small size to fit in the devices and a high 
performance to satisfy interested users. 

This paper is an extension of the work originally presented in 
the conference paper entitled “Ladder Shape Microstrip Patch 
Antenna”, [1]. It is known that the operational frequency and the 
size of the antenna are inversely proportional. Since our targeted 
frequency is in the UHF band, it is then obvious that the size of 
the antenna operating in the high MHz range will increase. One 
advantage in the design process is that the designer is capable of 
slightly sacrificing the efficiency of the antenna because digital 
TV is a receive-only system in which lower total efficiency is 
acceptable as stated in [2].  

Other than the fact that the antenna has to have a small size, it 
has to have good impedance matching conditions also. This is 
where the designer is required to add a matching circuit in the 
purpose of achieving the best possible power transfer between the 
amplifier and the antenna, which leads to the optimal antenna 

efficiency. Also, the designer has to take into account the fact that 
all the used components in the matching circuit add some losses 
to the design, which affects the whole performance of the system.  

In the literature, there exists many papers that present designs 
of digital TV broadcasting antennas for mobile handheld devices. 
Some of these antennas are the grating monopole antenna, [3], 
having dimensions of 240 x 35 mm2 and operating between 458 
MHz and 960 MHz, the asymmetric fork shaped monopole 
antenna, [4], having dimensions of 245 x 35 mm2 and operating 
between 451 MHz and 912 MHz, the coplanar waveguide-fed 
dipole antenna, [5], having dimensions of 241 x 58.5 mm2 and 
operating between 430 MHz and 1180 MHz and the monopole 
slot antenna, [6], of dimensions 128 x 51 mm2 and operating at 
600 MHz. In [7], two small microstrip antennas and one planar 
inverted F antenna are proposed. These antennas are used in the 
TV band for transmission of cognitive radios. The three of them 
operate between 700 MHz and 900 MHz. Some new references 
could be found in the literature such as [8] in which the authors 
designed and fabricated a flexible printed active antenna having a 
meander line shape for the DTV reception. It has a size of 180 x 
50 mm2 and a wide operational band ranging from 510 MHz to 
790 MHz due to the usage of coplanar waveguide feeding 
technique. This antenna has an omnidirectional radiation pattern 
and a maximum gain of about 18 dB. A compact 46 x 46 mm2 
antenna is designed in [9] covering a wide band from 490 MHz to 
720 MHz. The bandwidth enhancement is achieved by changing 
the size of the ground plane of the antenna and the size reduction 
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is achieved by incorporating the meander line shape in the 
radiating patch. 

In [1], the goal was to design a small antenna for digital TV 
after modifying the antenna proposed in [10], which is also a 
ladder shaped antenna but operational at 90 GHz. Considerable 
modifications were done on the latter one to function in the MHz 
frequencies despite the fact that wireless devices impose some 
size constraints on the antenna. The resulting patch antenna has 
the shape of a ladder and a size of 120 x 50 mm2 which overrides 
some of the antennas presented in the literature. Many of the 
ladder dimensions were studied in [1] to try to improve the 
matching conditions. The software used for the design and 
simulation of the antenna is HFSS. It is then fabricated and tested. 
The simulated and measured results showed good agreement. It 
has a narrow operational bandwidth of 30 MHz only ranging from 
685 MHz to 715 MHz, which do not cover the whole UHF band 
channels. The solution proposed for that issue is to add surface 
mounted varactors to the ladder patch antenna to be able to tune 
the operational bandwidth. A DC bias voltage should be applied 
to the varactors to change their capacitance values and hence 
achieve frequency tunability to different UHF channels. 

In the upcoming wireless communication systems, 
reconfigurable antennas are used widely for many reasons. A re-
configurable antenna could have the ability of changing many of 
its characteristics. Frequency, radiation pattern, bandwidth and 
polarization could be altered to adapt to the environment, [11], 
using a reconfigurable antenna. Besides their re-configurable 
capability, re-configurable antennas contain many other features 
such as reduced cost, size miniaturization and multipurpose 
functions and they use microstrip antennas as a platform. In 
addition, recent systems must be able to receive signals over a 
wide range of frequencies so they require, as stated in [12], either 
wide-band or tunable narrow-band antennas. The requirement of 
receiver filters is relaxed because tunable narrow-band antennas, 
in contrary to broadband antennas, provide frequency selectivity. 
Tunable antennas, [13], are of interest for wireless 
communication systems because they could substitute multiple 
antennas operating at different frequencies, which will reduce the 
implementation size and its cost as well as the complexity of the 
system. Another advantage presented by such antennas is the 
ability to reject the interference from services coexisting in the 
spectrum. Slot antennas are one of the common types of antennas 
used in frequency tuning because varactors or switches could be 
used easily to change their resonant frequency. The frequency 
tuning is achieved by varying the effective length of the slots 
using varactor diodes embedded across the slots. Therefore, a 
tunable antenna could be obtained by loading the patch antennas 
with varactor diodes, [14], thus having a change in the resonant 
frequency of the patch.  

The authors of [15] present a slot antenna that uses switches 
to change its electrical length and obtain an effective wide 
bandwidth. A small patch antenna that could be tuned to different 
frequencies, ranging from 800MHz to 900 MHz, is designed in 
[16], this antenna uses variable capacitors and transistors. A radio 
baseband processor sends commands to a digital control unit 
implemented in the antenna to control it. In [17], two lumped 
variable capacitors, also known as varactors, are placed in 
properly chosen positions on a slot antenna. The antenna is 

changed to a dual-band antenna having two operational 
frequencies that could be controlled individually.  

In this paper, the varactors are placed according to three 
different scenarios. The first thing done is to plot the current 
magnitude on the surface of the antenna in [1] and indicate the 
points where it is the highest and the lowest. The first scenario is 
designed by placing a varactor component where the current gets 
cancelled out, which is in the middle of each ladder step. The two 
other scenarios are designed by choosing two different points 
where the current is circulating with high magnitude. These two 
points appeared to be on the side strip connecting the ladder 
elements at the same side of the feeding point, one between the 
third and the fourth element and the other one is between the 
fourth and the fifth ladder element. Two designs were tested for 
the second and third scenarios; first, the copper strip facing the 
varactor had to be removed to avoid short-circuiting the inductors 
and drive the current to pass through the varactor. The second 
design was done by removing all strips similar to the one facing 
the varactor from the ladder patch. All the proposed designs were 
fabricated and tested and good agreement was obtained between 
the simulated and the measured reflection coefficients.  

2. Original Ladder Antenna: Design and Fabrication 
The antenna in [1] is designed with a size of 120 x 50 mm2 on 

an FR4 epoxy substrate with a dielectric constant of 4.4 and a 
thickness of 1.6 mm. All the dimensions of the antenna are shown 
in Figure 1(a). 

       
(a) Dimensions. 

       
(b) Prototype. 

 
(c) Simulated and measured S11. 

Figure 1: Original ladder shape antenna. 
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The substrate has a rectangular shape of length 120 mm and a 
width of 50 mm. The patch has also a rectangular shape of length 
116 mm and a width of 46 mm which means that it is smaller than 
the substrate by 2 mm from each side. The ladder is composed of 
eleven copper rectangular steps of length 40 mm and of width 7 
mm with a spacing of 3.7 mm between each two steps. Finally, 
the width of each of the two side strips connecting the eleven steps 
is 3 mm. As already said, the antenna is fed using a coaxial cable 
and the position of the feeding point was chosen to be in the 
middle of one of the side strips connecting the ladder elements. A 
parametric study was done before making the best choice of the 
feeding position to get the best possible performance of the 
antenna. The fact that this antenna occupy the entire space of the 
PCB does not affect the addition of other antennas necessary for 
the functionality of the device because most of the antennas 
designed now are very small strip antennas and could use different 
PCBs. 

After the fabrication of the antenna as shown in Figure 1(b), 
measurements were done on its reflection coefficient. Both the 
simulated and the measured S11 are shown in Figure 1(c). There is 
a good agreement between the simulated and the measured results. 
The value of -6 dB is the threshold of acceptable S11 values for 
TV antennas therefore the antenna is found to be operational at 
700 MHz with a bandwidth of 30 MHz. 

The reflection coefficient of the antenna shows that it has a 
narrow band covering only one TV channel. However, to be able 
to cover a wider bandwidth in the UHF band, many solutions 
could be proposed one of which is the use of surface mounted 
varactors and changing their capacitance values which allows the 
tuning of the operational frequency of the antenna to different 
UHF channels. 
3. Optimization Approaches 

To improve matching conditions at 700 MHz, four approaches 
were tested in [1]. The first approach, Figure 2(a), was to decrease 
the number of ladder steps to six. The second, Figure 2(b), was to 
use the design obtained after applying the first approach and 
increase the width of the steps to 10 mm which is an increase of 
43% of their original width. The third approach, Figure 2(c), was 
to reuse the original design and subtract eleven slots of size 5 x 2 
mm2 from both, upper and lower, side strips connecting the steps 
making them look like film strips. The final approach tested, 
Figure 2(d), was to decrease the number of slots subtracted to six 
and check their influence on the reflection coefficient. The four 
approaches mentioned are combined with Figure 2(e) that shows 
the reflection coefficients of the antennas obtained after applying 
these approaches as well as that of the original antenna simulated 
using Ansoft HFSS.  

No major improvement is shown in the reflection coefficient 
of the antenna. Instead, resonant frequency is shifted away from 
700 MHz in the four cases. Therefore, since the chosen frequency 
is 700 MHz and also thanks to the simplicity of the design and its 
easy fabrication, the antenna of the original design is the one 
chosen to be fabricated and measured. The network analyzer used 
to do the measurements is the “FieldFox RF Analyzer N9914A” 
from the Keysight Company. A small acceptable difference 
between the simulated and the measured S11 could be noticed and 
it is caused by some fabrication losses therefore, the ladder 

antenna fabricated is a good candidate to be used for TV 
applications. 

 

(a) Approach 1. 

 

(b) Approach 2. 

 

(c) Approach 3. 

 

(d) Approach 4. 

 

(e) Simulated S11 of the above approaches. 

Figure 2: Investigated optimization approaches. 

4. Frequency Tunable Ladder Antenna Scenarios: Designs 
and Fabrication 

The addition of varactor diodes along the current path leads to 
changing the electrical length of the patch and hence the operating 
frequency. It all depends on the capacitance value of the varactor; 
for some capacitances the electrical length increase and the 
resonant frequency decrease and for some other cases, the inverse 
occurs. 

To plainly explain the effect of the capacitance on the 
transmission line length, it is necessary to introduce the Smith 
Chart. The Smith Chart is a way of graphically determining 
transmission line parameters rather than mathematically. 
Consider a transmission line, it has an impedance which is usually 
a complex number expressed by (1) where R is the resistance and 
X is the reactance and can be plotted on the smith chart using the 
resistance and the reactance circles. A complete circle on the 
Smith Chart represents a half wavelength transmission line. One 
of the important applications of a Smith Chart is the length 
calculation of a short-circuited piece of transmission line to 
provide a required capacitive or inductive reactance. The addition 
of a series RC circuit will change the impedance of the 
transmission line by adding R to its real part and Xc, calculated 
using (2), to its imaginary part. 

                              𝑍𝑍 = 𝑅𝑅 + 𝑗𝑗𝑗𝑗                 (1) 
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                              𝑗𝑗𝑐𝑐 = 1
2𝜋𝜋𝜋𝜋𝜋𝜋

                              (2) 

𝑓𝑓 is the frequency in Hertz and C is the capacitance in Farads. 
Any change in the position of the transmission line impedance 
point on the Smith Chart, caused by adding matching circuits such 
as a series RC circuit, will lead to a change in the electrical length 
of the transmission line as well as its impedance which modifies 
its matching conditions. The electrical length will either increase 
or decrease, therefore the operational frequency which is directly 
related to it, will also change. The distance traveled by a current 
signal along a transmission line is expressed in relation to its 
source frequency. The wavelength calculated by (3), where c is 
the speed of light, is this distance considered for a given frequency. 

                                 𝜆𝜆 = 𝑐𝑐
𝜋𝜋

                                           (3) 

In the two suggested scenarios, the varactors are connected 
serially across a slot subtracted from the radiating patch, which 
means between two halves of the patch as in [18] and [19]. 
According to [20], the tunability of the antenna is therefore 
achieved by cutting small slots from the copper lines and inserting 
varactors in their place. 

The diode model used here is a serial connection between a 
capacitor and a resistor as shown in Figure 3. The resistor has a 
very small value of 0.01 Ω. The capacitance of the varactor that is 
used, 1SV325, is varied between 7 pF and 80 pF when a reverse 
voltage between 0V and 6V is applied. 

 
Figure 3: Used configuration of the varactor model depending on resistance R 

and capacitance C implemented in series. 

In what follows, the simulated reflection coefficients are 
presented for some capacitance values ranging between 7 pF and 
80 pF. The measured reflection coefficients are captured while 
varying the DC bias voltage. It is varied between 0V and 6V for 
the case of only one varactor added to the surface of the ladder 
patch antenna represented by scenarios 2 and 3 in the following 
figures. However, the voltage could be varied in a greater range 
for the antenna of scenario 1 that has a varactor added to each of 
its ladder steps because the varactors are in a parallel connection 
to each other so the voltage would be divided across all the 
varactors.  

Figure 4(a) represents the first antenna scenario where eleven 
varactors are added each in the middle of one of the steps, with 
the simulated S11 in Figure 4(b) and the measured S11 in Figure 
4(c). 

In the second antenna scenario, the varactor is added between 
the third and the fourth ladder step. Figure 5(a) represents the first 
design of the second scenario with only one copper strip removed. 
The simulated S11 is represented in Figure 5(b) and the measured 
S11 in Figure 5(c). 

 

(a) One Varactor in the middle of each ladder step. 

 

(b) Simulated Reflection Coefficient. 

 

(c) Measured Reflection Coefficient. 

Figure 4: Scenario 1. 

 

(a) One Varactor between the third and the fourth step with one 
facing copper slot removed. 

 

(b) Simulated Reflection Coefficient. 

 

(c) Measured Reflection Coefficient. 

Figure 5: Scenario 2 - Design 1. 
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Figure 6(a) represents the second design of the second 
scenario with all copper strips removed. Its simulated S11 is 
represented in Figure 6(b) and the measured S11 in Figure 6(c).  

 

(a) One Varactor between the third and the fourth step with all copper 
slots removed. 

 

(b) Simulated Reflection Coefficient. 

 

(c) Measured Reflection Coefficient. 

Figure 6: Scenario 2 - Design 2. 

 

(a) One Varactor between the fourth and the fifth step with one facing 
copper slot removed. 

 

(b) Simulated Reflection Coefficient. 

 

(c) Measured Reflection Coefficient. 

Figure 7: Scenario 3 - Design 1. 

In the third antenna scenario, the varactor is added between 
the fourth and the fifth ladder step. Figure 7(a) represents the first 
design of the last scenario where only one copper strip is removed. 
The simulated S11 is represented in Figure 7(b) and the measured 
S11 in Figure 7(c). 

Figure 8(a) represents the second design of the last scenario 
with all copper strips removed. Its simulated S11 is represented in 
Figure 8(b) and the measured S11 in Figure 8(c). 

In the figures showing the simulated and the measured 
reflection coefficients for all the antennas deigned, a slight 
difference could be noticed. This difference is due to the 
fabrications inaccuracies as well as the losses that could be 
encountered in the measurement process. However, it is well 
shown that all the tunable frequencies fall in the same frequency 
ranges when comparing simulated and measured results for each 
design. 

 

(a) One Varactor between the fourth and the fifth step with all copper 
slots removed. 

 

(b) Simulated Reflection Coefficient. 

 

(c) Measured Reflection Coefficient. 

Figure 8: Scenario 3 - Design 2. 

 
Figure 9: Current distribution for antenna [1]. 
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5. Current Distribution 

Figure 9 shows the current distribution on the surface of the 
ladder patch antenna in [1] at the resonant frequency 700 MHz. It 
is shown that the current magnitude is not equal in all of the points 
on the patch; the current on the ladder steps is lower than the one 
circulating on the side strips connecting them. This is obvious 
since the current is being canceled out in the middle of the steps 
because of the fact that it is traveling in opposite directions. 

Figure 10 represents the current distribution on the surface of 
the ladder patch for the five tunable designs discussed above at 
700 MHz frequency. 

 

(a) Scenario 1. 

 

(b) Scenario 2 - Design 1. 

 

(c) Scenario 2 - Design 2. 

 

(d) Scenario 3 - Design 1 

 

(e) Scenario 3 - Design 2 

Figure 10: Current distribution for the tunable antennas. 

6. Radiation Characteristics 

Figure 11(a) shows antenna [1] positioned in the xyz-plane. 
The three-dimensional radiation pattern of the antenna is shown 
in Figure 11(b). The main lobe of the antenna is directed in the 
plane formed by theta equals 90° and phi equals 45°. 

Figure 12(a) represents the first antenna design of the second 
scenario which is having the varactor placed after the third step 
and removing the copper strip facing it. Two plots of the radiation 
pattern are presented in Figures 12(b) and 12(c) for resonating 
frequencies 840 MHz and 870 MHz respectively. Both plots show 
that the main lobe changed its direction when compared to that of 
antenna [1]. 

 
(a) Antenna [1] in the xyz plane. 

 
(b) 3D Radiation pattern. 

Figure 11: Antenna [1] - Radiation Characteristics. 

 
(a)  Antenna of scenario 2 - Design 1. 

 
(b)  3D Radiation pattern at 840 MHz. 

 
(c)  3D Radiation pattern at 870 MHz. 

Figure 12: Antenna of scenario 2 - Design 1 - Radiation Characteristics. 

It is shown that the gain of this antenna is negative; that is due 
to its small size compared to what it should have been for 
operational frequencies in the UHF band. For 700 MHz frequency, 
the wavelength is around 400 mm however the length of this 
antenna is 120 mm, which means that the current is circulating on 
a path that is much smaller than what it should be. However, as 
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already stated in the introduction, this antenna is considered as a 
receive-only system in which efficiency could be sacrificed more 
than in a transmit-system. 

7. Conclusion 

The antennas presented in this paper are an extension of the 
ladder-shape microstrip patch antenna design presented in the 
conference paper [1]. When comparing the antenna presented in 
[1] to other antennas in the literature designed for the same 
purpose, it shows good improvement in terms of the compactness 
of its size. It has a length of 120 mm whereas other antennas are 
of length 240 mm, [3], and 245 mm, [4]. Even though its size suits 
most of the mobile phones used in the market, this antenna has 
one drawback which is its narrow operational bandwidth of 30 
MHz.  

The proposed solution in this paper is to transform this antenna 
into a frequency tunable antenna by adding varactors onto its 
surface. A slight change in the geometrical shape of the antenna 
will create new current paths and new radiation edges which will 
introduce multiple shifts in the resonant frequency. According to 
[21], the position of the varactors obviously affect the current flow 
path, so to tune the obtained resonant frequency, changing these 
positions is a must. 

The varactors are placed in certain positions that achieve 
frequency tuning while keeping sufficient matching conditions 
with minimal perturbation. The antennas presented in this paper 
resonated on new sets of frequencies falling between 200 MHz 
and 1 GHz, which allows them to be used for Digital TV 
broadcasting applications on mobile handheld devices.  

These antennas have a negative gain because of their small 
size according to their frequency of operation however, many 
techniques could be used to improve the antenna gain such as 
changing the substrate and using a different material having lower 
losses such as air, adding parasitic patches or meandering edges, 
cutting parts of the ground plane, etc…  
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 This paper analyzes the process of reactive power compensation using thyristors switched 
capacitors TSC topology based on multiterminal switch during the starting of induction 
motor. The paper explains the control principle of this TSC topology which depends on the 
multiterminal switch. To actively track the required reactive power for the dynamic load 
and to perfectly transit from it from one level to other, proper control system is established. 
MATLAB/SIMULINK is used to develop a simulation model to prove the dynamic 
performance of the proposed TSC during the compensation of reactive power required for 
induction motor during starting. 
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1. Introduction  
This paper is an extension of work originally presented in 2018 

X International Conference on Electrical Power Drive Systems 
(ICEPDS) under title (Performance Assessment of Thyristors 
Switched Capacitors during Reactive Power Compensation of 
Dynamic Load) [1]. It is well known that; the induction motors are 
the most broadly utilized motors in the world due to their high 
rigidness [2]. The powers of the used induction motors vary from 
the fraction of kilowatt up to several megawatt [3]. The induction 
motors require reactive power during their operation either they are 
supplied from conventional AC source or through drive system [4]. 
But, the connection of reactive power compensators with the 
induction motors improves the power system quality where they 
are supplied [5]. The compensation of the reactive power may be 
achieved by the connection of fixed capacitor on the terminals of 
the induction motor. But, this method doesn’t adapt the 
requirements of the motor for the various operation modes. The 
application of dynamically changed reactive power supply 
improves the power factor for wider operation range particularly 
during the starting of the motors [6]. The induction motors speed 
may be changed using dynamically changed reactive power source 
[7]. 

Several references [8,9] study the usage of conventional static 
VAR compensators needed by the induction. The production of 
harmonics is an essential demerit of the conventional SVCs. 
Therefore, they require the application of filters [10,11]. The 
switched-based SVC present a vital solution to remove the 
harmonics during the control of the reactive power. But, it should 
be considered that, the switched SVCs have discrete performance 
during the control of reactive power; consequently, they require 
different control and design methodology to obtain the smoothest 
characteristic [12]. 

This research analyzes the process of reactive power 
compensation for the starting of induction motor depending on 
switched SVC. The thyristor switched capacitors TSC which has 
25 discrete steps of operation is the type of SVC applied in this 
study. The design of such TSC topology requires special design to 
dynamically change the developed capacitive reactive power. The 
control methodology applied for the TSC topology is established 
to regulate the proper amount of reactive power during the starting 
of the induction motor. The detailed induction motor model is 
illustrated to study the effect of the SVC on its operation. By using 
MATLAB/SIMULINK package, Simulation model of the whole 
system is established to demonstrate the TSC performance during 
the compensation of reactive power. 

ASTESJ 

ISSN: 2415-6698 

*Department of industrial electronics, Moscow power engineering institute 
Moscow, Russia, +79859699550, Dmitry.panfilov@inbox.ru 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 58-64 (2019) 

www.astesj.com   

Special Issue on Advancement in Engineering and Computer Science 

https://dx.doi.org/10.25046/aj040408  

http://www.astesj.com/
mailto:Dmitry.panfilov@inbox.ru
http://www.astesj.com/
https://dx.doi.org/10.25046/aj040408


D. I. Panfilov et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 58-64 (2019) 

www.astesj.com     59 

  
2. Principle of operation of multiterminal switch TSC 

Figure 1 illustrates the proposed TSC scheme which can 
produce 25 level of operation by providing 25 different equivalent 
capacitances [13]. In compared with binary TSC and for the same 
number of capacitors, the developed scheme produces more steps 
of operation where the binary TSC only produces 16 steps [14]. 
Therefore, the developed TSC provides more flexible operation to 
produce capacitive reactive power while there is no need for 
application of thyristor-controlled reactor TCR for reactive power 
regulation. The proposed TSC topology produces zero harmonics 
during its operation. 

Table 1 demonstrates the several equivalent capacitances 
produced by the proposed TSC. The connected reactor L in the 
topology is important related to the reduction of current rate of 
change [15] and related to the restoring of the stored energy on 
capacitors back to the source [13]. 

The proposed TSC parameters is obtained depending on an 
optimization technique which assures the most smooth variation of 
the distinct characteristic [16,17]. The developed capacitive 
reactive power has discrete characteristic as shown in Figure 2. 
The function of control system of this topology is the 
determination the required reactive power in another words the 
required susceptance. Therefore, the control system should 
regulate the operation state of each switch of the seven switches to 
produce specific capacitance as in Table 1. The TSC reactive 
power control system needed by induction motor at starting will be 
explained in section 4. 

As shown in Table 1, some of the equivalent capacitance 
include series connection of certain capacitors. The series 
connection of capacitors during generation of certain levels of 
reactive power leads in appearance of permanent different DC 
voltages on capacitors after termination of the reactive power level 
generation. To change the equivalent capacitance to another level, 
the capacitors which were connected in series on previous stage 
should be discharged. The discharging process should be 
completed in very short time to make the system response faster. 
The discharging of capacitors achieved by regenerative method by 
recovery the capacitors stored energy to the power supply. The 

 recovery process can be accomplished by connection of 
reactor L shown in the scheme Figure 1. 
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Figure 1: TSC produces 25 discrete levels of capacitive reactive power  

 

Table 1: The equivalent capacitance obtained by the proposed TSC with four 
capacitors and seven switches 

No. Equivalent 
capacitance 

Switches state 

S1 S2 S3 S4 S5 S6 S7 

1 0 OFF OFF OFF OFF OFF OFF OFF 

2 C1+C2 ON ON OFF OFF OFF OFF ON 

3 C2+C3 OFF ON ON OFF OFF OFF ON 

4 (C1//C3) + C2 ON ON ON OFF OFF OFF ON 

5 C2 OFF ON OFF OFF OFF ON OFF 

6 C1+C4 ON OFF OFF ON OFF OFF ON 

7 (C2//C4) + C1 ON ON OFF ON OFF OFF ON 

8 C3+C4 OFF OFF ON ON OFF OFF ON 

9 (C2//C4) + C3 OFF ON ON ON OFF OFF ON 

10 C1 ON OFF OFF OFF ON OFF OFF 

11 (C1//C3) + C4 ON OFF ON ON OFF OFF ON 

12 (C1//C3)+ (C2//C4) ON ON ON ON OFF OFF ON 

13 C1//C2 ON ON OFF OFF ON ON OFF 

14 C3 OFF OFF ON OFF ON OFF OFF 

15 C4 OFF OFF OFF ON OFF ON OFF 

16 C2//C3 OFF ON ON OFF ON ON OFF 

17 C2//C4 OFF ON OFF ON OFF ON OFF 

18 C1//C3 ON OFF ON OFF ON OFF OFF 

19 C1//C4 ON OFF OFF ON ON ON OFF 

20 C1//C2//C3 ON ON ON OFF ON ON OFF 

21 C1//C4//C2 ON ON OFF ON ON ON OFF 

22 C3//C4 OFF OFF ON ON ON ON OFF 

23 C3//C4//C2 OFF ON ON ON ON ON OFF 

24 C1//C4//C3 ON OFF ON ON ON OFF OFF 

25 C1//C2//C3//C4 ON ON ON ON ON ON OFF 
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Figure 2: The characteristic of the proposed TSC 
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To discharge all capacitors, the time presents a critical factor, 

So, in this study, the TSC system is designed to discharge the 
capacitors in very short less than quarter of the voltage period. The 
added reactor and any combination of capacitors is considered 
resonance circuit. By the help of this resonance circuit, the stored 
energy on capacitors can be recovered to the power source. Figure 
3 illustrates the discharging path for the charged capacitors. The 
regeneration can be completed within time less than the one quarter 
of the entire period [14]. The semiconductor switches in this 
scheme has a vital rating related to the maximum amplitude of 
current during discharging. The inductance value and firing angle 
to start the process affect the performance of discharging process. 
The resonance frequencies ωk relates between the inductance L and 
the total capacitance Ceq by the following relation:  

1
k

eqLC
ω =

                                   (6) 

The frequency ωk determines the time of the discharging time 
which should be fewer than one-quarter of the fundamental period. 
So, the relation between ωb and ωk is as the following, while k > 4: 

k

b

k ω
ω

=                                         (7) 

Therefore, the inductance is obtained consistent with the 
subsequent relation: 

( )2
0

1

eq

L
k Cω

=
                            (8) 

In this study, k is set at 24. The total required capacitance is 
determined consistent with the reactive power requirement of the 
induction motor as will be explained in section 5.  

3. The Detailed Dynamic Model of the Induction Motor 

The three-phase induction motor consists of six windings; three 
windings are in the stator and three are in the rotor. The equations 
of the stator voltage are as the following: 

0 0
0 0
0 0

as s as as

bs s bs bs

cs s cs cs

v R i
dv R i
dt

v R i

λ
λ
λ

       
       = +       
              

    (1) 

where, vas , vbs and vcs are the voltages on the stator windings, Rs is 
stator resistance and λas, λbs and λcs are the linkage fluxes of the 
three windings. The flux linkage can be described as the following 

abc abcabc abc
ss srs s
abc abcabc abc
rs rrr r

L L i

L L i

λ

λ

    
=     

        
                   (2) 

where subscript 'r' specifies rotor and 's' specifies stator. Moreover, 
abc
ssL and abc

rrL  are stator and rotor inductance matrixes. As well 
known, both of abc

srL  and abc
rsL are stator and rotor mutual 

inductance matrixes which have time variant parameters. To solve 
the dynamic equation (1), some difficulties should be faced. So, 
the using of transformation theory through Klark matrix (equation 
(3)) presents a solution to solve the dynamic model.  

0

2 2cos cos cos
3 3

2 2 2( ) sin sin sin
3 3 3

0.5 0.5 0.5

qdT

π πθ θ θ

π πθ θ θ θ

    − +    
    

      = − +          
 
 
  

 (3) 

The voltage equations after transformation are presented as in 
the following equation. 
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Figure 3: Discharging path for positively charged capacitors of TSC 
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0 0
0 0

0 1 0
1 0 0

0 0 0

qd qd
sqd s qd s sV R i p λ ω λ

 
       = + + −        
  

(4) 

where 0qd
sλ is the stator windings flux linkage, 0qdi the arbitrary 

reference frame currents and ω is the rotational speed reference 
frame. The arbitrary reference frame equivalent circuits for 
symmetrical three-phase induction motor are illustrates in Figure 
4. 

It is common to present the parameters of machines and power 
system in ohms, per-unit or percent of base impedance, so, it will 
be more suitable to express both of flux linkage and voltage 
equations in terms of reactances instead of inductances as in the 
following equations [1, 2, 3]. 

qs s qs ds qs
b b

pv r i ω ψ ψ
ω ω

= + +                                  (5) 

ds s ds qs ds
b b

pv r i ω ψ ψ
ω ω

= − +                                   (6) 

0 0 0s s s s
b

pv r i ψ
ω

= +                                              (7) 

' ' ' ' 'r
qr r qr dr qr

b b

pv r i ω ω
ψ ψ

ω ω
 −

= + + 
 

                  (8) 

' ' ' ' 'r
dr r dr qr dr

b b

pv r i ω ω
ψ ψ

ω ω
 −

= − + 
 

                 (9) 

' ' ' '
0 0 0r r r r

b

pv r i ψ
ω

= +                                     (10) 

( )'
qs ls qs M qs qrX i X i iψ = + +                             (11) 

( )'
qs ls ds M ds drX i X i iψ = + +                             (12) 

 0 0s ls sX iψ =                                                     (13) 

 ( )' ' ' '
qr lr qr M qs qrX i X i iψ = + +                           (14) 

( )' ' ' '
dr lr dr M ds drX i X i iψ = + +                           (15) 

' ' '
0 0r lr rX iψ =                                                    (16) 

( )' ' ' '3 1
2 2e qr dr dr qr l r

b

PT i i T Jpψ ψ ω
ω

   = − = +   
   

(17) 

where ωb is the base electrical angular velocity used to calculate 
the reactances. The flux linkages λ  in equation 4 are converted to 
ψ  flux linkages per second. ωr is the rotational speed of rotor. Xl 
is leakage reactance and XM is the mutual reactance. Te and Tl are 
electromagnetic and load torque respectively. J is the inertia for 
motor and load. By using the previous dynamic equations, the 
motor can be analyzed using any simulation package such as 
MATLAB/SIMULINK used in this paper. All variable states of 
the induction motor can be determined by this model specially the 
variables estimate the required reactive power.  

4. Control System of Reactive Power for the Operation of 
Induction Motor 

Figure 5 shows the block diagram of the control system for the 
proposed TSC to regulate the reactive power of the motor. The 
voltages and currents of the motor terminal are measured to get the 
feedback signals. Therefore, the amount of capacitive reactive 
power is determined. The corresponding amount of susceptance B 
can be estimated from both of terminal voltage and reactive power. 
Consequently, the required susceptance presents the input of TSC 
lookup table characteristic in Table 1 and Figure 2. One step of the 
25 steps is the lookup table output. The changing of the developed 
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Figure 5: The block diagram for the TSC control system for reactive power 
compensation 
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Figure 6: Block diagram of new topology of TSC control system 
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steps from look up table activates the capacitors discharging 
process once before the implementation of the following step [13]. 
Figure 6 illustrates the proposed TSC control system for both 
implementation of any susceptance and the activation of the 
discharging process [14].  

When the discharging process is activated, the produced 
capacitive reactive power equals zero. If the next step is activated 
after the discharging process, the SVC continues the production of 
reactive power. The control proposed algorithm depends on the 
tracking of the required reactive power for the motor to produce it 
by the TSC. The transfer function describes the performance of the 
TSC can be described as: 

1

dsT
TSC

ref b

B e
B sT

−

=
+

                   (18) 

where BTSC is the produced susceptance, Bref is the reference 
susceptance, Td is the dead-time and Tb is the delay-time [18]. 

5. Simulation Results of the compensated motor by TSC 

In this study, the reactive power compensated induction motor 
by the proposed TSC is simulated depending on 
MATLAB/SIMULINK package. The reactive power 
compensation is imitated throughout the induction motor starting 
to illustrate the performance of effective control system proposed 
to regulate the reactive power. Figure  illustrates the parallel 
connection of the TSC in parallel with the motor. The line-to-line 
voltage of power supply equals 400 V. The induction motor has 
the following ratings: nominal power of 37.3 kVA, 400 V line-to-
line voltage, 50 Hz, 4-poles. The motor has the following 
parameters: rs = 0.087 Ω, Xls = 0.302 Ω, rr

’ = 0.228 Ω, Xlr
’ = 0.302 

Ω, Xm = 13.08 Ω and inertia constant J = 8 kg.m2.  

The ratings of the connected TSC are as the following: rated 
line voltage of 400 V and rated power of 243 kVAR capacitive. 
Although the power rating of the TSC is much higher than the 
rating of the motor itself, the TSC reactive power is enough to 
compensate the reactive power required by the motor during 
starting. At free running, the TSC can compensate the reactive 
power of several connected motors because the required reactive 
power by the motor is reduced by the speed increment.  

If the induction motor starts running, the TSC starts to 
compensate the reactive power compensation with the full rating 
then the compensated reactive power is gradually decreased. The 
TSC control system adjusts the reactive power by producing the 
maximum reactive power presented by level number 25 (Figure 2 
and Table 1)  at zero speed. At no-load, the required reactive power 
by the motor is reduced to lower level presented by level number 
2. The motor with and without TSC is simulated to illustrate the 
TSC influence on the motor performance. The motor needs around 
12 seconds to reach its full speed; consequently, the emulation 
period is 15 seconds which are sufficient to study the influence of 
the reactive power compensation on the motor performance. 
Figure 7 shows the supply reactive power in two cases; 
compensated and uncompensated motor. The using of TSC 
enables to reduce the total apparent power produced by the power 
source. Figure 8 shows the produced capacitive reactive power if 
the motor is compensated. Figure 9 illustrates the step of operation 
required to produce the corresponding reactive power. Several 

benefits are achieved by the reactive power compensation. The 
first advantage is shown in Figure 10; the compensation causes the 
reduction of the line current of the power source. The second 
benefit is the enhancement of the motor terminal voltage as 
illustrated in Figure 11. Therefore, the enhancement of voltage 
causes the increasing of motor acceleration as illustrated in Figure 
12. Due to the reduction of the supply current, the internal losses 
of the motor are reduced where the internal winging resistance 
equals r = 0.5 Ω as in Figure 13. The changing of the compensation 
level leads to the appearance of spikes in the system response. The 
transition needs one full period to discharge the installed capacitors 
as explained in section 2.  

The power factor of the system is improved due to 
compensation. This is due to the reduction of the phase shift 
between the voltage and current as illustrated in Figure 14  

As explained earlier, the transition between two steps of 
reactive power requires the discharging process to be activated. To 
discuss this interval, the instantaneous waveforms of currents and 
voltages are illustrated. Throughout the changing of the developed 
steps from 25 to 24, Figure 15(a) shows the waveform of supply 
voltage and its produced current. As shown in the figure, the phase 
shift between current and voltage is around zero. In steady state, 
the waveform of the supply current is pure sin wave except some 
distortion during the transition period. The time span of the 
distorted current equals about one period. As shown in Figure 
15(b), the phase shift between the TSC current and the supply 
terminal voltage is 90° lead. During the transient period, the TSC 
supplies zero current except spike current owing to the process of 
capacitors discharging. Furthermore, Figure15(c) illustrates that 
the voltage and the motor current are not in phase; therefore, the 
power factor below unity. Nevertheless, the usage of TSC 
enhances the power factor to unity by reducing the phase-shift 
between the voltage and current. 

6. Conclusion 

TSC has been developed as a reactive power supply to produce 
the required reactive power for the induction motor during starting 
period. The circuit topology of the proposed TSC is introduced to 
control the reactive power with 25 discrete steps. The principle of 
operation and characteristic of the proposed TSC scheme is 
analyzed to produce compensation system suitable for 
dynamically changed load. The induction motor and TSC 
dynamics have been introduced to analyze the dynamic 
performance of the whole system. The control system block 
diagram is constructed to track the needed reactive power for the 
motor. The concept of regeneration of capacitive unit energy has 
been explained to assure the dynamic reactive power production 
for the TSC. The design parameters of the TSC have been 
determined to produce the required reactive power and to carry 
out the discharging process effectively. using 
MATLAB/SIMULINK package, simulation and model have been 
developed for the whole system contains induction motor, the  
TSC and its control system. The simulation results demonstrate 
the efficiency of the proposed TSC topology during the reactive 
power compensation needed by the induction motor through the 
dynamic performance. The control system efficiently controls the 
TSC response to actively produce the proper reactive power. 
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Figure 11: The IM motor terminal phase voltage throughout starting period 
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 We have suggested an architecture of the second-order all-pass active RC-filter (ARCF), 
based on three differential difference amplifiers (DDA’s), which provides full set of 
amplitude-frequency responses (AFR’s) (low pass filter (LPF), high pass filter (HPF), band 
pass filter (BPF), rejection filter (RF)). We have given the basic equations, which allow 
ARCF’s. The results of computer simulation of the LPF, HPF, BPF and RF’s are discussed. 
In case of small volume production it is possible to produce the given ARCF in a form of 
specialized structural arrays, in which LPF, HPF, BPF and RF characteristics are realized 
by using one of the seven inputs, to which the processed signal is supplied, and four outputs, 
from which the said signal is outputted. The ARCF is noted, because its transfer ratio and 
pole frequency are not changed, when the pole Q-factor is adjusted. 
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1. Introduction  

All-pass active RC-filters (ARCF), which provide amplitude-
frequency responses (AFR) of low-pass filter (LPF), high-pass 
filter (HPF), band-pass filter (BPF), rejection filter (RF) [1-16] at 
different outputs, are attractive for production in a form of special 
structural crystals [17,18] in conditions of small volume specific 
type of electronic equipment. At the same time, the application of 
promising electronic component base in ARCF, for example, 
differential difference amplifiers (DDAs) [19-33], which provides 
new properties of frequency selection devices of this class, is of 
considerable interest. 

The present article’s purpose and novelty are analysis of all-
pass ARCF’s new structure’s properties [34]. The filter is provided 
with independent adjustment of base parameters (for example, 
with digital potentiometers or passive elements’ digital switching. 
A full set of LPF, HPF, BPF, RF’s characteristics are implemented 

by switching seven inputs, on which the signal is supplied, and four 
outputs, form which the said signal is outputted. 

2. ARC-Filter Base Architecture’s Properties 

There is a circuit of the suggested all-pass ARC-filter (LPF, 
HPF, BPF, RF) on Fig. 1 [34]. It provides an independent 
adjustment of pole Q-factor, when pole frequency and transfer 
ratio, which depend on other elements’ parameters, are constant. 
The independent adjustment is achieved by controlling resistors’ 
resistance. It significantly simplifies a process of frequency 
selection devices' trimming and adjustment, based on the 
suggested ARCF circuit. The buffer amplifier (BuffAmp) in 
scheme Fig. 1 is implemented on a base of traditional operational 
amplifiers (OpAmps) or DDA, it provides a wide range of R3, R4 
resistors’ resistance change. 

All types active RC-filters’ (LPF, HPF, BPF, RF) generalized 
transfer function is written as (the filters are implemented on the 
circuit, given on Fig. 1): 
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Figure 1: Suggested ARC-Filter’s Circuit 
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where ai, bj are equation (1) numerator’s and denominator’s 
coefficients, which depend on components’ parameters and inputs 
and outputs in circuit on Fig. 2. 

A set of transfer function’s numerator coefficients ai defines a 
type of ARC-filter (LPF, HPF, BPF, RF). 

There are transfer functions’ (1) numerator coefficients ai, 
which are realized in particular ARCF of the Fig. 1 connection 
circuits, given in Table 1. 

The sensitivity functions of the basic parameters of ARCF (Fig. 
1) easily correspond to formulas (1) and Table 1.  

In the proposed ARCF schemes, typical schemes are 
applicable, including digital potentiometers or digital switching 
passive elements, which are described in detail in [35, 36]. 

The implemented filters’ (LPF, HPF, BPF, RF) transfer 
functions’ (1) denominator coefficients bj relate to elements of the 
circuit on Fig. 1 by the following equations: 
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Here the following notation are used in formulas (1), (2): 
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where Rij are resistance of ij-resistor, C1, C2 are capacitance of 
capacitors С1 and С2.  

The active RC-filters, shown in Table 1 and defined as LPF(+), 
HPF(+), BPF(+), RF(+), have the pole Q-factor, transfer ratio’s and 

pole frequency’s independent adjustment properties. Here the pole 
Q-factor adjustment does not change the filter’s transfer ratio and 
its pole frequency. These filters have the greatest practical interest. 

The active RC-filters, defined in Table 1 as LPF, HPF, BPF, 
RF, do not have the Q-factor, transfer ratio’s and pole frequency’s 
independent adjustment properties. Here the transfer ratio and pole 
frequency coefficients may change, when the pole Q-factor is 
changed.

 

 

The active RC-filters, defined in Table 1 as LPF(-), HPF(-), 
BPF(-), RF(-), have an amplitude-frequency response slope, which 
corresponds the first-order transfer function. It limits application 
scope for these circuit solutions. 

There are variants of ARCF Fig. 1 inputs and outputs 
application on Fig. 2-Fig. 6, they provide AFR different 
modifications’ implementation. In this case, connecting a signal 
source, for example, to the first input (In.1) assumes that unused 
inputs are connected to a common bus. 

 
Figure 2: ARCF (Fig. 1) Inputs and Outputs Application Variants, which Provide 

BPF(+), RF(+), LPF(+),HPF(+) Implementation with Pole Q-Factor Independent 
Adjustment 

 

Figure 3: ARCF (Fig. 1) Inputs and Outputs Application, which Provide 
Low-Pass Filters LPF(+) and LPF Implementation 
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Table 1: ARC-Filters’ Transfer Functions’ (1) Numerator Coefficients ai, Implemented on Base of Circuit, Given on Fig. 1  
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AFR curves Fig. 10b 
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AFR curves Fig. 11b 
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Figure 4: ARCF (Fig. 1) Inputs and Outputs Application, which Provide 
Band-Pass Filters BPF(+) and BPF Implementation 

 

Figure 5: ARCF (Fig. 1) Inputs and Outputs Application, which Provide 
Rejection Filters RF(+) and RF Implementation 

 

Figure 6: ARCF (Fig. 1) Inputs and Outputs Application, which Provide 
High-Pass Filters HPF(+) and HPF Implementation 

The computer simulation of the ARCF Fig. 1 different 
modifications, which correspond Fig. 2-Fig. 6, was made in 
MicroCap on AD830 DDA. It has confirmed the above properties 
of the suggested ARCF’s circuit solution. 

3. Low-Pass Filter LPF(+) 

ARCF’s inputs (Fig. 1) are connected according to the circuit, 
given on Fig. 7a, it provides amplitude-frequency responses of 
HPF(-)&BPF(-), LPF(+), LPF on outputs Out.1, Out.2(4), Out.3. 

 
(a) 

 

(b) 

Figure 7: Special ARC-Filter’s Switching Circuit (a) and its AFRs (b) 

Analysis of the AFR’s curves (Fig. 7b) has shown, that transfer 
ratio and pole frequency are not changed in LPF(+), implemented 
for output Out.2(4), when the pole Q-factor is adjusted (by 
changing R3 and R4 resistors resistance). At the same time, the 
pole frequency in this circuit can be tuned using resistors R5 and 
R6. 

4. Band-Pass Filter BPF(+) 

ARCF’s inputs (Fig. 1) are connected according to the circuit, 
given on Fig. 8a, it provides amplitude-frequency responses of 
HPF(-)&BPF(-), BPF, BPF(+) on outputs Out.1, Out.2(4), Out.3. 

 

(a) 
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(b) 

Figure 8: Special ARC-Filter’s Switching Circuit (a) and its Amplitude-
Frequency Responses (b) 

Based on the BPF(+)‘s AFRs curves (Fig. 8b) for output Out.3, 
can be concluded, that transfer ratio and pole frequency are not 
changed, when the pole Q-factor is adjusted (by changing R3 and 
R4 resistors’ resistance). In this case, the pole frequency in this 
circuit can be tuned with resistors R5 and R6, and the transfer ratio 
change with resistors R1 and R2. 

5. Rejection Filter RF(+) and Low-Pass Filter LPF (+) 

ARCF’s inputs (Fig. 1) are connected according to the circuit, 
given on Fig. 9a, it provides amplitude-frequency responses of 
LPF(+), BPF, RF(+) on outputs Out.1, Out.2(4) and Out.3. 

 

(a) 

 

(b) 

Figure 9: Special ARC-Filter’s Switching Circuit (a) and its Amplitude-
Frequency Responses (b) 

So the ARC’s curves (Fig. 9b) show, that transfer ratio and pole 
frequency are not changed in the implemented LPF(+) and RF(+) for 
outputs Out.1 and Out.3, when the pole Q-factor is adjusted by 
changing R3 and R4 resistors’ resistance. The pole frequency in 
this circuit can be tuned with resistors R5 and R6, and the transfer 
ratio with resistors R1 and R2. 

6. High-Pass Filter HPF(+) 

ARCF’s inputs (Fig. 1) are connected according to the circuit, 
given on Fig. 9a, it provides amplitude-frequency responses of 
BPF, HPF(+) and HPF on outputs Out.1, Out.2(4), Out.3. 

It should be noted that when the pole Q-factor is adjusted, the 
transfer ratio and pole frequency of HPF(+) for output Out.2(4) are 
not changed, which follows from AFR on Fig. 10b. At the same 
time, the pole frequency in this circuit can be tuned using resistors 
R5 and R6. 

 

(a) 
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(b) 

Figure 10: Special ARC-Filter’s Switching Circuit (a) and Amplitude-Frequency 
Responses (b) 

7. Low Pass Filter LPF(+) and Rejection Filter RF(+), 
Inverting Input Signal 

ARCF’s inputs (Fig. 1) are connected according to the circuit, 
given on Fig. 11a, it provides amplitude-frequency responses of 
LPF(+), BPF, RF(+). on outputs Out.1, Out.2(4), Out.3. 

The given AFRs’ curves’ (Fig. 11b) analysis has shown, that 
the transfer ratio and pole frequency in LBF(+) and RF(+) for outputs 
Out.1 and Out.3 are not changed, when the pole Q-factor is 
adjusted by changing R3 and R4 resistors’ resistance. At the same 
time, the pole frequency in this circuit can be tuned with resistors 
R5 and R6, and the transfer ratio with resistors R1 and R2. 

 

(a) 

 

(b) 

Figure 11: Special ARC-Filter’s Switching Circuit (a) and its Amplitude-
Frequency Responses (b) 

8. Low Pass Filter LPF (+) and Rejection Filters (+), 
Non-inverting Input Signal 

ARCF’s inputs (Fig. 1) are connected according to the circuit, 
given on Fig. 12a, it provides amplitude-frequency responses of 
LPF(+), BPF, RF(+) on outputs Out.1, Out.2(4) and Out.3. 

When the pole Q-factor is adjusted (by changing R3 and R4 
resistors resistance), the transfer ratio and pole frequency of LPF(+) 
and RF(+) (for outputs Out.1 and Out.3 correspondently) are not 
changed. At the same time, the pole frequency in this circuit can 
be adjusted using resistors R5 and R6, and the transfer ratio using 
resistors R1 and R2. 

 

(a) 
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(b) 

Figure 12: Special ARC-Filter’s Switching Circuit (a) and its AFRs (b) 

9. Rejection Filter RF(+) 

ARCF’s inputs (Fig. 1) are connected according to Fig. 13a, it 
provides amplitude-frequency responses of LPF, RF(+), RF on 
outputs Out.1, Out.2(4), Out.3. 

 

(a) 

 

(b) 

Figure 13: Special ARC-Filter’s Switching Circuit (a) and its Amplitude-
Frequency Responses (b) 

From the analysis of the AFRs’ curves (Fig. 13b), it may be 
concluded, that the transfer ratio and pole frequency are not 
changed in the RF(+), implemented for output Out.2(4), when the 
pole Q-factor is adjusted (by changing R3 and R4 resistors 
resistance). At the same time, the pole frequency in this circuit can 
be tuned using resistors R5 and R6. 

10. Conclusion 

We have developed a structure of all-pass ARCF with pole Q-
factor, transfer ratio and pole frequency independent adjustment 
for the whole spectrum of amplitude-frequency responses of the 
second-order filter (LPF, HPF, BPF, RF) implemented. This is a 
significant advantage of the considered circuit design solutions in 
comparison with the known ARCF of this class. We recommend 
using the suggested ARCF as a specialized chip of a structural 
array because of its universality. It is possible to implement a wide 
range of frequency selection devices in the said ARCF, because 
the signal source is connected to one of seven inputs and four 
outputs. 
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Knowledge Based Systems play a very important role, within Healthcare,
with a primary goal of supporting a high quality service at an optimal
cost. A widely accepted knowledge acquisition technique is through the
use of Business Rules in a natural language like format. As clinical
terminology is centric to HealthCare, a large percentage of these rules
use industry standard codes to describe clinical concerns. Usually there
is a large number of codes to denote the various clinical processes and
procedures within Healthcare. These can translate to a combinatorially
explosive number of Business Rules within the HealthCare IT system. It
is common practice to leverage a Rule Engine to execute these rules and
produce decisions within the system. A Rule Engine accepts a collection of
rules called a ruleset. Within Healthcare Insurance, these rules and rule-
sets embody regulatory, policy and contractual concerns. To effectively
manage this huge body of rules and rulesets, it is typical for Knowledge
Based Systems to reuse rules across rulesets. Further, the knowledge
required to author these rules and constructing comprehensive rulesets
is specialized and requires deep expertise within the domain. Further,
this also requires an expertise with authoring unambiguous business
rules and operating the Rule Management Systems or Knowledge Based
Systems. There is a need for the continuous Governance of these rule
based knowledge assets for the organization. Typically knowledge experts
in this field have a decade or more of experience. An emergent challenge
or trend witnessed within the industry is that the experienced knowledge
workers are retiring and their positions are being replaced by people not
as experienced. This paper proposes techniques to build a layer of intel-
ligent capabilities that can transform the methods for the automation,
creation and maintenance of knowledge artifacts, that can aid and sup-
port the inexperienced knowledge workers with the effective management
and administration of these assets within a Healthcare system.

1 Introduction

Healthcare domains are characterized by a rich knowl-
edge accumulated through a combination of science,
technology, experience, innovation within the indus-
try and standardization through regulatory entities.
Given the high cost of administration of health care,
it is common practice to be reliant on a strong infras-
tructure of insurance to fund the high costs of admin-
istering healthcare. Further, there is a strong demand
and pressure for absorbing scientific and technologi-
cal advances within the field into operational practice
within a short period of time. There is a high risk

of adverse practice effects, fueling the necessity for
standardization of practice, within the industry. This
paper is an extension of the paper titled Intelligent dis-
covery features for EDM and MDM Systems originally
presented at 2018 IEEE 22nd International Enterprise
Distributed Object Computing Workshop (EDOCW)
[1]. This paper further extends the concepts beyond
the discovery features described in the original paper.
It further formalizes these concepts into a set of foun-
dational patterns, called intelligent foundations, with
a view to providing automation towards hard to scale
and hard to automate human labor intensive processes
around business rule mining and knowledge manage-
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ment. This paper further lays down a formalized foun-
dation of ingredients to construct recipes for building
intelligent virtual knowledge working software agents
to aid a new breed of digitally savvy, but functionally
inexperienced workforce.

1.1 Healthcare in the United States

In the US, healthcare can be broadly categorized into
the Provider i.e. the clinical entity viz., hospitals, doc-
tor’s offices, clinics etc. that provides the clinical ser-
vices and the Payor i.e. the funding entity a.k.a in-
surance companies that pays for these services. The
cost of healthcare is expensive and exorbitant to the
general population. In addition it is highly susceptible
to litigation, which further acutely drives up the cost.
Healthcare insurance infrastructure is predominantly
operated by the private sector, through a combination
of “for profit” and “not for profit” entities. Stereotypi-
cally, healthcare insurance within the US is offered as
a benefit, to employees of companies. The employers
purchase health insurance for their employees through
customized benefit plans, from healthcare payor com-
panies. The health insurance costs are more affordable
when bought in bulk for larger groups of people and
is often referred to as the “group discount”. This is
due to the fact that the risk of “adverse selection” is
significantly lowered. The cost of insurance is high
for the average citizen seeking to buy it [2], [3], [4],
[5]. Recent reforms in healthcare have attempted to
introduce competitive pricing through the notion of
healthcare exchanges at competitive rates. The gen-
eral gist of this is to be able to provide insurance for
healthcare to citizens, who otherwise cannot partic-
ipate in employer health benefit plans either due to
lack of employment or lack of availability of the benefit
from the employer. In the US, there is a specialization
of insurance products for Medical healthcare, Dental
healthcare and Vision healthcare.

1.2 Background

The work presented in this paper and the original foun-
dational paper is part of an evolving case study in the
practical application of data science, analytics and vi-
sualization techniques that can automate the process
of knowledge analysis and mining at a Dental Insur-
ance company. Delta Dental of Michigan, Indiana and
Ohio is the leading provider of dental benefits, serving
the mid-western part of the US, with a subscriber base
of nearly 15 million members throughout the states of
Michigan, Indiana, Ohio and it’s growing base of other
affiliated states in other parts of the US. The company
has witnessed a strong growth over the last decade of
it’s 60+ years of history. A key factor for this growth
is it’s highly automated insurance and benefits admin-
istration software platform, that achieves an industry
enviable 95% auto adjudication rate (the percentage of
claims that are entirely processed by the software plat-
form with no human intervention). The cornerstone of
the software platform is a sophisticated rule manage-

ment system called BRIDE, which enable the domain
knowledge workers or Subject Matter Experts (SMEs), to
author, test and manage the operational rules, using
highly configurable Domain Specific Languages and a
semantically rich Business Vocabulary [6]. The BRIDE
platform is an innovative homegrown product which is
the result of original collaborative work by the author
and other fellow contributors, which is elaborated in a
published conference paper [7]. The knowledge exter-
nalized into BRIDE as operational Business Rules, can
be translated and deployed to any forward chaining
production rule engine format [8].

1.3 Motivation

The process of deciding to pay a claim a.k.a adjudica-
tion in the healthcare claims arena, requires a deep un-
derstanding of healthcare clinical knowledge. Within
the dental healthcare space, it is not uncommon to
manually adjudicate complex and costly dental pro-
cedures, by dental experts who have had prior hands
on experience with the clinical aspect of the science.
Further a second dimension of expertise is to under-
stand, the payor’s business policy as it pertains to the
interpretation of allowances and coverages. As a con-
sequence, a typical knowledge worker has decades
of experience within the industry and/or company.
However, these experts are now reaching retirement
age and will be transitioning their responsibilities to
younger and lesser experience functional specialists.
This provides strong motivation to build “intelligent
capabilities” into the platform, that can automate la-
borious manual processes and to provide a decision
support system for generating or recommending rules
to the knowledge workers as they author these rules.
This will be elaborated further in subsequent sections.

1.4 Organization

This paper is organized as follows. In 2, we will ex-
plore the characteristics of knowledge sources, their
nature and consequences, within the context of health-
care claims processing and adjudication. We will cast
a wider net to describe how the patterns presented by
these problems can be applied to other functional verti-
cals with similar characteristics. This will then provide
a segue to 3, where the subject of intelligent capabili-
ties will be explored with a viewpoint of automating
manually intensive tasks and to provide seamless de-
cision support to the act of rule/knowledge mining. In
4, we will explore the subject of building intelligent
foundations and capabilities with the backdrop of the
BRIDE [7] case study, that can support a growing and
diverse eco-system of artificial intelligence. In 5 we
will discuss inherent challenges in addressing the in-
telligent automation of knowledge/rule mining. This
will naturally set the stage for discussion of future
research/work, in 6. We will finally provide a mean-
ingful conclusion for the work in 7.
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2 Knowledge Characteristics

Knowledge/Rule Mining through traditional means
can be a manually intensive process. Traditional Rule-
based Information Systems, rely on the ability of hu-
man experts, to author high quality, non-ambiguous
system enforceable rules. Further, knowledge rich ar-
eas such as clinical domains, yield a high number of
such rules. These rules exhibit symptoms of combina-
torial explosion, when certain influencing parameters
change. These parameters are commonly influenced
by external forces, such as customer needs, advances
in science, market trends, regulatory mandates , adher-
ence to standards etc. Second, the complexity of the
rules can be high. In certain cases automation of the
business logic, through procedural programming tech-
niques can yield, very large (in the order of 10K lines
of code), extremely complex programs [9]. The main-
tenance cost of such programs increase dramatically
over time. In the face of such complexity, a system of
externalized rules provides significant cost savings and
improved agility to change. However, the system of
rules that are mined out from large legacy procedural
language programs is iterative in nature and is best
achieved in a phased manner.

The original paper [1], outlines the complexities
of the problem, especially around the mining, discov-
ery and management of business domain knowledge
as externalized business rules, into six different cat-
egories viz., Volume and Growth Complexity, Organi-
zational and Reuse Complexity, Rule Logic Complexity,
Domain and Subject Matter Complexity, Healthcare Com-
plexity, Healthcare Consolidation Complexity. In this
section we will contrast these with other intrinsic char-
acteristics surrounding Knowledge and their relevance
within surrounding eco-systems.

Healthcare systems operate around a hub of knowl-
edge. This hub is surrounded by a triad of pillars,
People, Process and Technology, which is depicted in 1.
The People realm represents the Clinical knowledge
workers, Business User Community, Claims/Insurance
Practitioners etc., and their collective knowhow. The
Process realm represents the organization’s conscious
act of documenting the knowhow with a view to stan-
dardizing, documenting and repeating them in a pre-
dictable fashion. The Technology realm reflects the
collective collage of automation software, which in
the case of the Healthcare Payor business, could be
the Claims Processing System, Benefits Administra-
tion System, Accounting System etc. The company’s
knowledge assets live in the hub of these three pillars.
We will now proceed to examine the characteristics of
knowledge which intersects with each of these pillars.
We will further examine the influences of introducing
intelligent foundations to Knowledge Management and
how it helps to preserve the most valuable assets of the
organization i.e knowledge.

Figure 1: Knowledge Hub

2.1 Documented Knowledge

Documented Knowledge as the name suggests, repre-
sents all documented artifacts describing business pro-
cesses, policies, contracts etc. Documented knowledge,
exists in a variety of formats for different audiences.
Healthcare is a highly regulated domain and is subject
to a variety of audits. Non-compliance with regula-
tion and audit findings present dire consequences, in
the shape of costly penalties and potential litigation.
Hence, it is crucial to maintain detailed documenta-
tion of processes, contracts and such. The basis of
Documented Knowledge is depicted in 2.

Figure 2: Documented Knowledge

Documented Knowledge, has the following conse-
quences.

1. Footprint of Documented Knowledge can be huge
and verbose. As it grows over time, the main-
tenance and upkeep of it becomes increasingly
labor intensive and costly. As a result it is nec-
essary to have quick and correlated discovery
available to navigate the knowledge bases.

2. Documented Knowledge through traditional
means is not interactive and adaptable to different
audiences and contexts. Unlike tribal knowledge
where knowledge workers can decide to provide
a detailed explanation or high level overview de-
pending on the appropriate audience and con-
text, documented knowledge needs to be cap-
tured at varying levels of abstraction.

3. The knowledge can become outdated quickly, i.e.
the knowledge bases if not updated periodically
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can lose its accuracy, and hence its efficacy and
value. To derive continual value from this source
of knowledge, proper controls need to be put in
place to effect the timely update of these knowl-
edge resources.

4. Being textual and descriptive, semantics can get
distorted. To mitigate this, the documented
knowledge bases need to be reviewed and up-
dated periodically by knowledge workers.

But if done right, this is an important source of
knowledge and as such an asset to the enterprise. We
will further explore how building a foundation of in-
telligent capabilities within the Knowledge Based Sys-
tems will capture the documented knowledge at the
source of knowledge, through explicit means i.e. where
the users can document aspects of pertinent contextual
knowledge and implicit means where the underlying
system learns, predicts and creates knowledge content.

2.2 Tribal Knowledge

Tribal knowledge is any undocumented information
that is not commonly known by others within a com-
pany. It can also be thought of as the collective wisdom
of the organization. It is the sum of all the knowledge
and capabilities of all the people [10]. In a highly spe-
cialized functional domain such as healthcare, detailed
nuances of claims adjudication procedures, interpreta-
tion of high level organizational policy or adaptation of
external regulatory stances or standards can reside in
this domain. Typical knowledge workers, with decades
of experience in the field and more importantly experi-
ence administering the knowledge, within the domain
within the same company are a very rich source of
such knowledge. The origins of Tribal Knowledge in the
People domain is depicted in 3.

Figure 3: Tribal Knowledge

This form of knowledge has the following conse-
quences.

1. There is a high risk of erosion, as the people hold-
ing them leave the organization through attrition
or retirement. This presents a strong motivation

to build intelligent systemic capabilities that can
tap into this rich source of tacit knowledge and
be able to capture and leverage where possible,
within the organization.

2. Traditional methods for capturing or document-
ing the knowledge i.e. transforming it into Doc-
umented Knowledge, in entirety is challenging at
the least.

3. Tribal Knowledge can be clouded by subjective
influences.

4. Some aspects of tribal knowledge pertains to the
expertise or experience of the knowledge work-
ers and their innate ability to leverage different
sources of knowledge. This can be very contex-
tual and situational by nature and unless well
integrated into the knowledge management plat-
form can become very hard to assimilate and cor-
relate contextually. Hence, there is a very strong
need to not only capture knowledge, but to art-
fully disseminate, correlate and index it for easy
and fuzzy discovery.

The industry at large has been undergoing a signifi-
cant generational workforce transition [11], which puts
a heavy burden on the organization to effectively tran-
sition the tacit tribal knowledge held by the seasoned
“baby boomer” generation, to a younger inexperienced
generation. Special attention needs to be paid towards
building a foundation of Artificial Intelligence, that can
aid in the seamless capture from the older generation
while effecting a smooth transition with interactive
decision support capabilities back to the newer gen-
eration joining the workforce. On the other side of
the coin, there is a strong need to attract and retain
digitally-savvy, millennial and post-millennial genera-
tions of workers [13], while training them to be future
knowledge workers.

2.3 Knowledge Systemization

We will now examine the concept of systemization of
knowledge. This is the act of capturing the knowledge
into a software system with a view of automating it.
This can be achieved with one of two approaches.

1. In this approach, the knowledge is programmed
and automated into software applications that
capture the essence of the knowledge. We will
call this the Black Box approach, for the obvious
reason that the knowledge is now buried deep
within the implementation of a software system,
as depicted in 4.

This approach while being non-transparent to
the non-programming business user community,
at least does captures the knowledge within the
bounds of a software. In theory this knowledge
could be mined out (albeit painfully) and docu-
mented. However, there are some drawbacks.
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(a) The organization might not own the soft-
ware system, which implements the busi-
ness logic. In this scenario the organization
has limited control on the mining effort at
a later stage and has to entirely depend on
the owning vendor of the software to mine
out their business logic as metadata.

(b) The software system is programmed in a
legacy technology, with limited technical
resources who understand the technology.
This presents the same consequences chal-
lenges of erosion as posed by Tribal Knowl-
edge, described earlier in 2.2

Figure 4: Blackbox Knowledge

2. This approach can be described as the act of for-
mally capturing the knowledge in a Knowledge
Management System. The most tangible forms of
knowledge are business rules and business policies
as these tend to be precise statements describ-
ing aspects of the business. Within the health-
care payor space, these are typically captured as
operational rules that can be automated. Such
knowledge is externalized into a Rule Manage-
ment System a.k.a Decision Management System
as operational rules intended for consumption
by a software system for automation, but more
importantly externalized to be human readable
and comprehendible by non-programming savvy
users. We will call this the White Box approach,
as this knowledge is externalized and is now trans-
parently available to be understood and manip-
ulated by the organization. The knowledge is
externalized and managed under Knowledge Man-
agement, as shown in 5.

Externalization of the knowledge, presents the
following benefits.

(a) Externalization as described above, makes
the organization more agile, as they now
have the ability to change the operational
business rules without making systemic
changes which require a software release
cycle. Further these changes can be directly
controlled by the end business users, rather
than the Information Technology commu-
nity within the organization.

Figure 5: Whitebox Knowledge

3. Externalization of knowledge makes the organi-
zation’s operation more transparent, but more
importantly explainable as opposed to the Black
Box Approach.

However, these are some consequences of knowl-
edge externalization that need to be considered.

(a) The number of externalized operational
rules and policies could be large. Further,
these rules are combined into large rulesets
can present a combinatorially explosive [7],
difficult to manage scenario over time. It
takes highly experienced rule authors and
knowledge workers well versed in the sci-
ence and the organization’s business opera-
tions, to effectively manage this, over time.
This exposes the organization to the risk of
knowledge erosion.

(b) While the externalized knowledge is more
transparent and explainable, to be able to
comprehend far reaching cause and effect,
the underlying system needs rich traceabil-
ity capabilities [12], to provide detailed
comprehensive explanations to the business
users. This provides the deep motivation for
Intelligent Foundations and providing an in-
telligent way to manage knowledge and sets
up the business case for a Virtual Knowledge
Worker, that is capable of answering deep
knowledge questions, something that can aid
and support the new younger generation of
digitally savvy knowledge workers.

2.4 Intelligent Foundations

As discussed in 2.2, transition of the labor force [11],
and catering to a diverse workforce with different
knowledge assimilation requirements [13], presents
a big challenge. This bolsters the case to build sophisti-
cated and intelligent capabilities to address these needs.
The intelligent capabilities will be elaborated further
in 3. In this section, we will introduce the concept
of intelligent foundations. Building such a foundation
can then enable intelligent capabilities, that can rapidly
train a new generation of young workforce, on the deep
knowledge expertise. This is depicted in 6. The idea
is as Tribal Knowledge erodes in an organization, the
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new business users can learn rapidly, thereby restoring
the tribal knowledge held by the people who leave the
organization.

Figure 6: Intelligent Foundations

These Intelligent Foundations, can also be articu-
lated as capability statements. We define a capability
as a simple statement that describes an ability or fea-
ture of the system. Here are the ten foundational ca-
pabilities, at a high level, that enable building more
specific intelligent capabilities around knowledge anal-
ysis, management and intelligent automation. These
will be discussed in more depth in 4, against the back-
drop of a case study, within BRIDE [7].

1. Discovery: Ability to fuzzily discover diverse
artifacts

2. Tagging: Ability to tag or decorate knowledge
artifacts with manual and generated metadata.

3. Visualization: Ability to graphically visualize
affinity between artifacts

4. Classification: Ability to classify artifacts based
on characteristics

5. Correlation: Ability to build correlation between
different artifacts

6. Event Processing: Ability to generate, process
and react to system and user events, within the
platform.

7. Recommending: Ability to recommend action to
take based on correlation between artifacts

8. Language Processing: Ability to absorb, dis-
seminate and score keywords from textual con-
tent/documentation at detailed inflection points

9. Generation: Ability to generate new content

10. Learning: Ability to learn from data patterns and
from human feedback

2.5 Knowledge Governance

Healthcare as discussed earlier is a highly regulated,
knowledge rich domain. There is a strong need to for-
malize, document and more importantly govern the

knowledge, which refers to choosing structures and
mechanisms that can influence the processes of sharing
and creating knowledge [14], surrounding the detailed
aspects of administration, business rules, business pol-
icy and processing. Within healthcare the business
rules around administration are driven by different
motivations, varying from regulatory, industry stan-
dardization, organization policy to client contractual
customizations. Understanding and cataloging the
various business rules and associated knowledge ar-
tifacts, contributes to better organizational manage-
ment of the same. This consequently enhances the
documented process knowledge surrounding them.
By building intelligent capabilities around integrat-
ing and automating aspects of Knowledge Governance
into the Knowledge Management System, aids in better
administration of the governance process. Further it
centralizes and promotes the use of the externalized
knowledge across all three pillars i.e. People, Process
and Technology, in a seamless fashion. This is shown in
7 .

Figure 7: Intelligent Foundations with Governance

Figure 8: Realized Knowledge

A big goal is to better align knowledge sources
across the three pillars of knowledge and unify them
as a net sum of Realized Knowledge, as shown in 8. The
introduction of Intelligent Foundations, coupled with
Knowledge Governance strives to achieve that [15].

3 Intelligent Capabilities

In this section we will describe a subset of Intelligent
Capabilities that are built on top of the set of ten founda-
tional intelligent capabilities i.e. intelligent foundations
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described in 2.4. These Intelligent Capabilities cover the
vast gamut of functions needed to effectively manage a
complex, vast, functionally diverse and growing foot-
print of externalized knowledge, as seen in healthcare.
A logical viewpoint of this framework is shown in 9.

Figure 9: Intelligent Knowledge Management Framework

The capabilities are broken up into these broad cat-
egories viz., Analysis, Management and Automation. We
will elaborate each of these broad categories of capa-
bilities.

3.1 Analysis

Analysis covers the most important and far reaching
capability across the organization. Practically every
business user would need access to some or all aspects
of this capability to perform their job effectively. As
mentioned earlier, authoring operational business rules
is a central part of knowledge externalization. With
healthcare, some of the most complex rules are around
clinical terminology.

To illustrate this further, we will contrast this with
a Dental Insurance use case. With dental health insur-
ance, clinical rules are specified using ADA (American
Dental Association) mandated CDT (Current Dental
Terminology) Procedure Codes. The knowledge work-
ers are making changes to these rules as contractual
benefits with customers change, or when the ADA re-
leases a new version of the CDT, each year. Each Den-
tal Procedure has a nomenclature that describes the
procedure using key clinical terminology. When a cer-
tain aspect of dental clinical science changes, the ADA
makes appropriate changes to the CDT to -

1. Introduce new Procedure Codes to reflect new
clinical procedural advances

2. Retire obsolete Procedure Codes

In the United States, all healthcare business partici-
pants are mandated to be HIPAA (Health Insurance
Portability and Accountability Act) compliant. In Den-
tal Insurance, among other things, this means that
Dental Providers (Dentists, Dental Offices) and Pay-
ors (Dental Insurance companies) are CDT compliant.
This translates to the Dental Insurance adjusting thou-
sands of dental clinical rules to reject or adjudicate
claims based on the correct/appropriate dental proce-
dure code being submitted.

These are some of the more fine-grained use cases
within the Analysis capability.

1. Impact Analysis: Sometimes there are business
rule changes across segments or the whole book
of business, to specific areas of treatment, caused
by a variety of reasons. These reasons, for exam-
ple can be one of the following:

(a) Periodic ADA CDT version changes that are
introduced on a yearly basis.

(b) Changes to a large client’s contractual bene-
fits on renewal, on a periodic basis.

(c) Introduction of a new line of business or
product.

(d) Regulatory mandates.

(e) Corporate directional changes.

There is a strong need, for an ability to analyze
and make micro-level operational rule changes
based on macro-level shifts in function. To be
able to do this the system needs the ability to cor-
relate and analyze impacts across varying granu-
lation of knowledge assets.

2. Trend Analysis: Trend Analysis can offer up use-
ful insights to the organization and is intrinsic to
the collective knowledge it holds. Here are some
examples of trend analysis.

(a) Reuse Trending: As mentioned in 2, certain
knowledge rich domains, can have combi-
natorially explosive rules under certain con-
ditions. Therefore there is a need to provide
appropriate tools for managing the analysis
of trends to minimize the explosion of such
rules through intelligent optimization and
reuse.

(b) Metric Trending: The collection of accurate
metrics leads to better knowledge gover-
nance and quality of rules/knowledge that
yield better business decisions. For exam-
ple, within the dental claims adjudication
arena, we would like to analyze the most
popular rules and be able to see seasonal
or long term trends in their usage. Another
useful analysis is to study the trending of
the auto adjudication metric, which is the
percentage of adjudicated claims that do
not require any form of manual expert in-
tervention, as this directly ties to the cost of
administration.

(c) Volatility Trending: It is important to un-
derstand how frequently a knowledge ar-
tifact or rule changes. These can lead to
deeper questions that would help analyze -
are there seasonal influences to the change
? Are these changes reflective of changes to
the book of business ? Can we use this as a
future predictor of like phenomena?
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(d) Variance Trending: When looking at a collec-
tive body of knowledge artifacts for exam-
ple, an entire set of rules, there is typically a
variant component and an invariant compo-
nent. This form of trending is again useful
as a future predictor to study correlational
causal effects with underlying books of busi-
ness. For example the variance trending for
Government Contracts can differ from Con-
tracts, underwritten for small commercial
clients, or clients within a certain vertical
industry like car manufacturers or the de-
mographic makeup of a certain group of
underwritten people within a group.

(e) Complexity Trending: Are knowledge arti-
facts (i.e. rules, rulesets, policy, key terms
etc.) within a certain sub-domain of the
business growing in complexity ? This form
of trend analysis helps identify and proac-
tively address the management of such arti-
facts.

(f) Obsolescence Trending: It is not uncommon
to retire knowledge artifacts i.e. business
rules or policies, over time and this form
of trending can be an indicator in corre-
lating the obsolescence of knowledge with
evolving the book of business. In a cer-
tain sense this is similar to the volatility
trending, discussed above, however obso-
lescence of knowledge can provide certain
key insights and indicators around direc-
tional change for the organization, espe-
cially around obsolete business models or
outdated processes, which are valuable.

3. Projection Analysis: Projection Analysis is the
ability to analyze existing knowledge artifacts,
to generate or “project” inductively, through in-
ferred heuristics, gained from historical correla-
tion of associated historical contextual changes
to the corresponding changes of knowledge ar-
tifacts. This technique of analysis provides an
approach for both the system and humans within
the knowledge economy to project or generate
knowledge artifacts based on the correlated data.
This correlated data can further be used to gener-
ate features, to develop future state capabilities
such as machine learning based on the genera-
tion and validation of projections based on cor-
relation between characteristics of knowledge
artifacts and high-level characteristics.

4. Reporting Analysis Results: With Intelligent Ca-
pabilities, built on AI foundations of fuzzy dis-
covery, classification and correlation, business
users can now be empowered to gather insights
with deep drill down capabilities. It is impor-
tant however to be able to package the results of
ad-hoc analysis sessions into interactive report-
ing that can be exported and shared to a broader
audience or community within the organization.

It is also important to be able to provide inter-
active data visualization features, packaged into
this capability. By combining multiple Intelligent
Foundation concepts, new users can be onboarded
and trained on complex interrelated concepts in
a more effective, timely and continual manner.

3.2 Management

Traditionally, management of knowledge assets within
an organization requires deeply experienced multi-
faceted knowledge workers, well versed in the domain
terminology and the functional vertical. In addition,
the knowledge workers tasked with authoring exter-
nalized business rules, need to possess traits that can
translate complex functional subject matter into clearly
articulated, unambiguous business rules and policies.
Lastly, they need to be adept at navigating a complex
knowledge management system, replete with a rich in-
terconnected set of business vocabularies and complex
features for other life cycle functions of knowledge
management. The Intelligent Capabilities around man-
agement can be broken up into these following broad
areas:

1. Collaborative Knowledge Authoring: This capabil-
ity is at the heart of any Knowledge Management
System, and to a large extent determines the suc-
cess and efficacy of such a system. With tradi-
tional means i.e. with no intelligent foundational
capabilities, a big part of the success and efficacy
of the external knowledge hinges on the skills
of the knowledge workers to deliver the qual-
ity. By building this capability on an intelligent
foundation, new possibilities abound. For exam-
ple here are a few plausible use cases, that lever-
age intelligent management capabilities. With a
collaborative approach, the system collaborates
seamlessly, with the users and facilitates collabo-
ration amongst participating knowledge workers

(a) The authoring tool provides a guided wizard
like experience for complex rules. For example,
for new business rule authors who are not
familiar with the intricacies of the detailed
business vocabulary of a complex domain,
the act of authoring a complex business rule
that achieves a granular operational busi-
ness decision can be a daunting task. In
such scenarios, a high level, questionnaire
driven wizard can step the business rule au-
thor through the act of authoring.

(b) The authoring tool provides impromptu train-
ing sequences for guided authoring.An exten-
sion of 1a, described above could show a
step by step progression of an authored
business rule to the new business rule au-
thor. This will help train that business rule
author to learn the intricacies of the busi-
ness domain vocabulary and it’s associated
key terms. Further, such sessions could be
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recorded for future playback as interactive
help topics.

(c) The authoring tool provides help based on cor-
relation with keywords used in key business
vocabulary. This feature is another interac-
tive training feature for the authoring tool
to train new users. Further, while this use
case is centric to the day to day management
of knowledge, it can be used as a key analy-
sis feature, that can help the business rule
authors to do integrated impact and correla-
tion analysis as they author business rules,
policies and other knowledge artifacts.

(d) The authoring tool disseminates complex au-
thored rules to catalog and correlate keywords
to contextual help topics. As new knowledge
assets i.e. Business Rules, Policies etc., are
created inside the Knowledge Management
System, new business terms and language
could be introduced. A consequence of this
is that only small segments of the business
community are aware of the semantics and
impact of the newly introduced terminol-
ogy. This bolsters the case for cataloging
and correlating this information at the point
of entry, into the management system. This
could make the system smarter through
the continual layering of correlational meta-
data.

(e) The authoring tool provides a means for a
community of knowledge workers, to collab-
oratively author related knowledge artifacts,
concurrently by providing push notifications
of changes and preventing conflicting or in-
consistent changes to occur. This capabil-
ity leverages the intelligent foundations in
6, (the seminal book [16] provides a sound
introduction to the science of events). Us-
ing this, the platform is capable of sending
push notifications of user edit events, to dif-
ferent users, analyzing sequences of events,
to make inferential decisions about dynam-
ically constraining certain situational edit
operations for certain knowledge assets, by
certain participating knowledge workers.

2. Knowledge Organization: To manage the combi-
natorially explosive growth of knowledge assets,
there is a compelling need for a sophisticated
organization method that promotes the optimal
reuse of knowledge assets. To be able to effec-
tively reuse common knowledge assets like busi-
ness rules, the first barrier to overcome is the
ability to discover (rather fuzzily) that such a
business rule or a similar business rule does exist.
In the absence of this, a lot of duplicate or near
duplicate knowledge assets are created. Orga-
nization of knowledge is key to enabling knowl-
edge recall, management, mining and last but not
the least Governance. We will now consider the

organization of knowledge from the following
vantage points.

(a) Structure and Granulation: Here we need
to consider how the knowledge is struc-
tured and abstracted. Typically the knowl-
edge artifacts can be structured in a hi-
erarchical fashion, from most granular to
least granular (i.e. high-level to low-level).
Further each level of granulation can have
several viewpoints. For example in den-
tal insurance, the highest level of knowl-
edge can be emblematically represented in
a client/customer contract, which in turn,
can be represented as a ensemble of business
policy statements, which are high level state-
ments of business purpose, that are driven
through a combination of regulatory, con-
tractual and administrative concerns.
These business policies are implemented
through sets of operational business rule
statements, that enforce the intent of the
policy, within the Claims Administration
platform. The breakdown of artifacts from
a high-level perspective to a low-level per-
spective has to be well thought through
and it is desirable to follow some form of
a structured dissemination, based on some
pre-established categorization. For exam-
ple, the clinical adjudication policies are
administered through a set of well estab-
lished treatment categories within BRIDE [7].
This helps in managing combinatorial explo-
sion of rule artifacts through a controlled
reuse of pre-existing configurations of sets
of rules. In the absence of such a catego-
rized structure, there would be significant
redundancy and duplication in structure as
each hierarchical structure would end up
duplicating, sub-structural elements of it’s
hierarchy. However, in spite of this form
of structured organization duplication and
redundancy can be introduced due to the
lack of discovery, as discussed in 2.4.
Lastly, to achieve these hierarchical struc-
tures of granulated knowledge artifacts
with reuse, the underlying domain struc-
tures share a many to many correlation
amongst each other, which are elaborated
in more length in [7].

(b) Ownership This is an important aspect of
Knowledge Governance, that can influence
the level of reusability discussed in 2a.
With a growing consciousness and need
for privacy, customers and clients are in-
creasingly unwilling to share common data.
Within, the consolidating healthcare payor
space, this presents some interesting conse-
quences.
Within the dental insurance space, the col-
lective knowledge i.e. policies and rules
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gained to preempt Fraud, Waste and Abuse,
can be a shared asset, as these knowledge
assets are gained through collective expe-
riences. But to effectively leverage the
shared operational knowledge, the histori-
cal claims data, across customer boundaries
are needed to effectively adjudicate them.
But privacy considerations and constraints
can explicitly govern and prevent us from
leveraging cross-customer data and knowl-
edge, across boundaries, thereby limiting
the potential to act on opportunities, that
can minimize claims utilization.
Another consequence of ownership is that
there are strict rules, that can be driven
by a contractual agreements that dictate,
who owns the knowledge and who has the
rights to view, use or change them, under
specific conditions. This poses interesting
challenges to sharing and pooling of knowl-
edge assets

(c) Correlation and Connectivity To effectively
organize knowledge, we need the ability to
correlate and connect, pieces of knowledge
assets. This introduces the important notion
of traceability [12], which provides the users
the ability to perform key activities such as
root cause analysis, answer audit questions
and explain processing and/or adjudication
reasoning to customers and other stakehold-
ers. Correlation can be achieved through
the following three means or mechanisms.

i. Structural This is the strongest and most
basic form of correlation and connec-
tivity that can be built to correlate dif-
ferent knowledge assets, explicitly cor-
related through well defined data and
object models relationships. Within the
BRIDE eco-system [7], different knowl-
edge assets such as Rule Stores, Rule
Packages, Rule Packets, Rules etc. are
correlated in this fashion, which lends
to easy organization.

ii. Manual or Explicit This form of correla-
tion is weaker, but equally important.
This allows the business users to explic-
itly tag or store metadata about various
knowledge assets. These can be used to
connect and organize knowledge assets
based on the explicitly defined meta-
data.

iii. Derivative or Implicit This form of cor-
relation builds on the above two forms
of correlation. Here, we leverage smart
algorithms to derive, infer, classify, tag,
index, store, visualize and report addi-
tional correlations.

3. Knowledge Artifact Naming: As mentioned ear-
lier, the detailed or granular knowledge assets

i.e. operational business rules and policies can
grow combinatorially. The business users usually
would like to introduce some mnemonic naming
conventions to better organize and catalog the
knowledge base. Hence, introducing capabili-
ties to automate naming of newly introduced
knowledge assets that adhere to user introduced
naming conventions make sense. Further smart
automated algorithms that manage the naming
and cataloging of the knowledge assets especially
when knowledge assets split, morph or converge,
make the continued governance of such assets,
over time, error and conflict free. Here are some
of the explicit advantages or automation opportu-
nities that can be realized by automated enforced
mnemonic naming conventions.

(a) Infer stereotypical characteristics of knowl-
edge assets based on the mnemonic name

(b) Projection and generation of new knowledge
content based on mnemonic name of close
affinity.

(c) Proactive discovery of semantically like
knowledge assets based on mnemonic name
similarities

4. Knowledge Lifecycle Management: From a sys-
temic standpoint knowledge assets need to honor
constraints placed by systems. In addition,
knowledge externalization and development pro-
cesses need to synthesize knowledge asset de-
velopment and lifecycle with systemic software
development, especially for emergent areas of
knowledge externalization and management. In
doing so, at a very high level, knowledge assets
goes through the following main lifecycle phases:

(a) Creation: This is where the knowledge asset
is generated.

(b) Change: This is when the semantics or con-
tent of the asset morphs.

(c) Culmination: This is where the knowledge
asset loses relevance and is retired or termi-
nated.

Within an environment, certain knowledge as-
sets, such as business rules and rulesets have
their own miniature lifecycle, before they are
utilized by the automated system. For example
BRIDE [7], has the following lifecycle

(a) Author: The business rule is authored or
edited within the BRIDE Guided Editor.

(b) Translate: The authored business rule is
translated to a format that can be inter-
preted by an Rule Engine [8]. This action
is implicit for the standard use cases within
BRIDE i.e. the Business User does not need
to explicitly translate the rule, but it is tied
into the Authoring phase of the lifecycle.
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(c) Deploy to Sandbox The overarching Rule
Package, that contains the Rule Packet, that
contains the Rule, is deployed to a safe sand-
box, where the business users can test the
rules.

(d) Deploy to System The overarching Rule Pack-
age is deployed to the System, where the op-
erational business processes can consume
the decisions, made by these rules.

It is a common practice for knowledge based sys-
tems in organizations to have different environ-
ments. Broadly the environments can be catego-
rized into:

(a) Production: This is where the knowledge
is applied to day to day operational busi-
ness processes. New business rules and
policies for established areas i.e. business
decisioning services can still be developed
here by the business users without any soft-
ware or systemic development impacts. The
BRIDE system supports this type of con-
figuration, wherein the Business Rule au-
thors enjoy such autonomy, wherein they
can fully develop, test and deploy new oper-
ational knowledge assets Rule Packages [7],
to the running production Claim Adminis-
tration Platform.

(b) Non-Production: This is where the organiza-
tion develops, tests and validates the effects
of newly introduced knowledge on the over-
all system. For emergent areas of knowl-
edge externalization, the process entails the
development of a standardized set of Busi-
ness Vocabulary [6], that are mapped to an
underlying implementation model, that in-
tegrates well with the other systemic compo-
nents. Non-production environments can
vary in number and purpose depending
upon the organization’s software and au-
tomation capability development processes.
For example, here is a list of plausible non-
production environments:

i. Production Dry-run and Training Envi-
ronment: Intended for the Business
Users to run live simulations, where
they can do large scale application of
knowledge without impacting live pro-
duction business processes.

ii. User Acceptance Testing Environment:
Intended for Business Users to run full
scale end to end software release testing
regiments, applying emergent areas of
knowledge externalization and apply-
ing existing large knowledge bases with
large scale impact changes.

iii. Integration Testing Environment In-
tended for component level integration
testing of new and existing knowledge
bases with systemic components.

iv. Development Environment Intended for
the development of business vocabu-
lary and unit testing it’s effects in a lim-
ited sense.

Finally, as knowledge assets take birth in dif-
ferent environments i.e. Production or Non-
Production, there is a strong need to be able
to migrate these assets from one environ-
ment to another in a safe and secure man-
ner, without loss of integrity and fidelity.
The BRIDE system [7], supports these capa-
bilities in full, which enable the business
knowledge workers to autonomously mi-
grate and administer these knowledge as-
sets.

5. Knowledge Training: It is crucial to have succes-
sion planning amongst knowledge workers, to
avoid large scale dissipation of knowledge. With
this capability the Knowledge Management Sys-
tem, uses intelligent foundations 1, 2, 4, 5, 8 and
10 described in 2.4 to absorb knowledge topics
about the use and context of knowledge assets, to
fuzzily discover, classify, correlate, disseminate
and analyze language, learn and recommend ac-
tions to the knowledge worker in a proactive fash-
ion.

3.3 Automation

As the externalized knowledge bases, grow, evolve and
diversify within the organization, there is a strong need
to automate, aspects of analysis, management and life-
cycle management. We will now explore the intelligent
capabilities needed to support this.

There are several tasks in the lifecycle that the
knowledge workers have to do to externalize and create
knowledge assets and related collateral. The biggest
task is the process of authoring business rules and poli-
cies. Business Rules in particular are more challenging,
for the following reasons:

1. The business logic captured by a single business
rule could be complex and if not authored prop-
erly will not enforce the policies accurately or
worse, introduce errors in claims processing and
adjudication. Another consequence is they could
introduce unforeseen loopholes that can be ex-
ploited by Fraud, Waste and Abuse scenarios.

2. There could be a high number of business rules
due to combinatorially explosive sets of condi-
tions. The knowledge workers have to expend
significant analysis effort to analyze if there are
gaps or conflicts in the logic and implementa-
tion. As a consequence, there could be a lot of
duplicate, equivalent or subsumed business rules
that get created over time, by knowledge workers,
as there were no sophisticated discovery mecha-
nisms present to discover them.

3. The business rules need to be carefully assem-
bled into sets of rules, to form executable rulesets.

www.astesj.com 83

http://www.astesj.com


M. K. Agaram / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 73-93 (2019)

Many of the rules in a ruleset can have overlap-
ping conditions and prioritization of rules within
a ruleset matter. Between business rules in a rule-
set there could be partial or complete overlaps of
logic called subsumption. The knowledge work-
ers need to make sure that these are minimized
and restricted, only allowing some legitimate par-
tial overlaps.An error in configuration of these
rulesets causes errors in processing. The BRIDE
system [7], provides a sophisticated system of
configurations such as Rule Packages and Rule
Packets. The Rule Packages are deployed as exe-
cutable rulesets, that can be executed by a Rule
Engine [8].

Here are some of the more fine-grained use cases
within the Automation capability.

1. Automating Conversion: Consolidation and Digi-
tal Transformation are driving organizations to
consolidate and transform their business opera-
tions. Within the healthcare payor space, health-
care insurance companies are seeking to move
their operations to either:

(a) Homegrown healthcare administration plat-
forms of healthcare insurance companies.

(b) Commercially available healthcare adminis-
tration platforms.

The process of mining, converting and automat-
ing the knowledge i.e. Business Rules and Poli-
cies, of an insurance company on to a new ben-
efits administration platform, is a risky, time-
consuming and expensive process. There is a
high risk of failure for the business and if not
implemented accurately, there are hidden and
ongoing costs introduced due to sub-optimal
claims utilization, which can run the company
out of business. Traditional methods for min-
ing the knowledge from legacy systems [9] are
manual, subjective and error-prone. The con-
version process is dependent on multiple docu-
mented knowledge sources and is heavily reliant
on knowledge workers who have had prior ex-
perience with the systemized knowledge, within
the legacy platform. The challenges posed by
traditional manual methods are:

(a) It is dependent on knowledge workers inti-
mately familiar with knowledge sources in
the legacy platform.

(b) It is ad-hoc and situational to the conversion
project or customer.

(c) It is time-consuming, typically a couple of
years or more.

(d) It is labor intensive, i.e. needs focused effort
from a dedicated team of skilled knowledge
workers.

(e) It is not scalable to handle conversions of
large magnitude or multiple parallel conver-
sion efforts.

Partially automated approaches to mining infor-
mation from legacy platforms entail, writing cus-
tomized conversion programs/scripts that per-
form extraction and transformation of the knowl-
edge to a mapping schema or file. The knowl-
edge workers can then, manually analyze the
data in the mapping data source and manually
author the knowledge assets, into the target plat-
form. Unfortunately, this again poses the same
challenges except for challenge 1a, which is auto-
mated through the conversion program.

This is where more comprehensive and intelli-
gent automation capabilities help solve the prob-
lem. As a case-study, using intelligent automa-
tion capabilities, the conversion effort was dra-
matically reduced from two or more years to un-
der six months. The case study leveraged build-
ing automation capabilities that relied on an en-
semble of intelligent foundations viz., 1, 2, 3, 8, 5
and 9, from 2.4.

Figure 10, depicts the steps to automate the min-
ing and conversion of knowledge.

Figure 10: Automated Conversion Process

The conversion automation process is described
through a sequence of six steps described below:

(a) Generate: This is the first step, that ana-
lyzes the conversion data in the Mapping
File and generates business rules, organiz-
ing them into rulesets, which for BRIDE [7]
entail, organizing them into Rule Packages
made up of reusable Rule Packets, contain-
ing the generated business rules. The gen-
eration algorithm follows the structural or-
ganizational rules mandated by BRIDE to
stereotype the packets and rules with the
appropriate Treatment Category. The gener-
ated artifacts are assigned a generated sys-
temic naming convention in this step. The
complex normalized data in the mapping
files are put through a sequence of file trans-
formations.

(b) Index: The intermediate data that is gener-
ated by the above step is then loaded in an
ElasticSearch database, which is a search en-
gine based on the Lucene library, to enable
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them for easy and fuzzy discovery. This en-
ables the intelligent foundation of Discovery,
for the steps detailed below.

(c) Visualize: Once loaded, custom data drill-
down visualization programs aid the knowl-
edge workers to analyze and proof the gen-
erated knowledge assets. In this step we
use intelligent foundations of Visualization,
Discovery and Correlation..

(d) Tag: In this step, specialized algorithms
analyze the generated business rules and
elicit important parametric data to tag the
knowledge asset. The two fundamental in-
telligent foundations used here are Tagging
and Language Processing.

(e) Groom: This is the phase of feedback for the
algorithm to learn from knowledge workers,
more specialized scenarios, to enable more
accurate auto generation of knowledge as-
sets. In addition, this is a process that is
well integrated into the overall conversion
capability to allow the knowledge workers
to work collaboratively with the automated
conversion process.

(f) Load: This is the phase, where the gen-
erated rules are loaded into the BRIDE
knowledge platform, into the authored rep-
resentation [8]. Techniques such as rule
parametrization (i.e. the variant informa-
tion from rules are externalized as rule
parameters) and mnemonic rule template
selection are used to select the appro-
priate rule template and the parameters
are substituted using macro substitution.
Alternatively, more sophisticated intelli-
gent builder approaches can be employed,
wherein the authored representation for the
rule can be generated based on structure of
the generated rule, which can be gleaned
by a command pattern generated during
the Generate phase. Finally, the knowl-
edge workers can resume normal knowl-
edge management activity with the gener-
ated rules within BRIDE.

Figure 11, depicts the anatomy of an index for
a Rule. This is created during the Index pro-
cess, from the outputs generated from the Gen-
erate step. In addition to the generated rule, the
additional metadata generated during the Tag
phase sets the stage for the subsequent grooming
and accurate and automated loading into BRIDE
knowledge base.

Figure 12 depicts the anatomy of an index for
a Rule Packet. The basic structural data for
the Rule Packet is created during the the Gen-
erate phase. The intelligent conversion algorithm
blends in manually authored rules by knowledge
workers with the generated rules, to construct a
fully functional subset of rules that constitute a

Rule Packet for a given Treatment Category. Fur-
ther during the Tag phase, there is an abstraction
phase of the algorithm that filters only relevant
or important tags from rules that are emblematic
of characterization for the Rule Packet. Lastly,
the algorithm generates a descriptive name for
the Rule Packet that facilitates easy discovery
for knowledge workers for higher level activities
such as contract implementations.

Figure 11: Anatomy of a Rule Index

Figure 12: Anatomy of a Rule Packet Index

2. Automating Testing With rapid growth of knowl-
edge assets within the platform, especially in
the form of operational business rules, there is a
compelling necessity for having an intelligent au-
tomation technique that can analyze rules within
a ruleset and generate appropriate test scenarios.
For example within the BRIDE [7] framework,
there are over 17,000 test cases in just one area
of adjudication rules. These are test cases that
have been created by knowledge workers during
their testing phase of knowledge management.
A significant chunk of these test cases were gen-
erated from live claim processing data scenarios.
However, with a strong and steady growth of
operational business rules, more sophisticated
techniques are needed to conquer the scale prob-
lem. Here are some use cases that explain this
capability further:

(a) An automated test scenario creation algo-
rithm intelligently interprets semantic tags
about the rule parameters collectively con-
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tained within a ruleset to generate test data
and scenarios.

(b) As new rules are authored and included into
a ruleset, an algorithm amends or augments
test scenarios to test out new semantic con-
sequences of the change.

(c) As knowledge workers decide to edit rules,
an algorithm that can analyze the impacts
from a test scenario perspective interac-
tively communicates consequences of the
change to the knowledge worker. This is
a capability that can grow in the degree of
sophistication.

3. Automating Migration: As we discussed in 4, it is
typical for knowledge workers to manage knowl-
edge assets across multiple production and non-
production environments. Within BRIDE, select
knowledge workers can elevate their role to an
administrator, to perform critical administrative
functions of knowledge asset management. Mi-
gration of knowledge assets across environments
is one such function, that needs to be done with
care.

Here are a few challenges with administering this
function, where the administrator is performing
these tasks manually.

(a) The number of physical environments can
grow within an organization, over time.
With consolidation the number of knowl-
edge tenants in a multi-tenant environment,
further impact the number of environments
to manage.

(b) The number of knowledge assets to migrate
across environments grow. This puts an in-
creased burden on the knowledge adminis-
trator to keep knowledge assets consistent
across environments.

(c) Not all environments, especially not all ten-
ants may share the same assets i.e. business
rules, policies, business vocabulary, test sce-
narios etc.. This introduces increased com-
plexity for the migration path of these as-
sets.

(d) Maintenance in target environments can im-
pede or impact the migration of knowledge
artifacts. This problem is very similar to
supply chain inventory and inventory move-
ment, within Supply Chain Management.

(e) Associated management functions such as
deployment need to occur in target environ-
ments, post migration. This puts an extra
burden on the administrator to ensure that
these activities occur in a timely fashion.

Strong intelligent foundations can help with the
automation of pieces of this important function.
Here are a few of the scenarios, that can help

intelligently automate this function and reduce
the dependency and burden on the knowledge
worker.

(a) Tag and inventory knowledge assets with
migration specific metadata that is human
and more importantly system consumable.
This can enable intelligent algorithms to
proactively audit, report and govern knowl-
edge assets, migrating to target environ-
ments. Here intelligent foundation 2 is pri-
marily leveraged.

(b) Restrict the migration of knowledge arti-
facts to target environments that are under-
going maintenance or is being reserved for
some focused activity. This prevents un-
desirable collisions and interference with
activities in the target environment. Here
the intelligent foundation 6 is leveraged.

(c) Automatically include related artifacts im-
pacted by the inclusion of a knowledge as-
set within a migration manifest. Knowl-
edge Assets are intricately related, some-
times explicitly and structurally, but other
times through correlation as explained in
2a. Hence movement of such knowledge as-
sets should do the necessary impact analysis
to ensure consistency and integrity of the
knowledge assets. Here intelligent founda-
tion 5 is primarily used. In addition, intel-
ligent foundation 7 can be leveraged when
the inclusion needs to be reported or recom-
mended to the knowledge worker perform-
ing the administrative role.

(d) The Automated Migration Assistant partic-
ipates as a virtual knowledge worker in the
target environment, as described in 1e. Here
the intelligent foundation 6 is leveraged.

4. Automating Mass Changes: Sometimes it is nec-
essary to make large scale or mass changes to
knowledge assets. For instance, a large number
of business rules need to be changed because a
key business policy changed or the semantics of
a key business term changed.

Through traditional methods, this would mean
knowledge workers need to track down every sin-
gle relevant knowledge asset that are impacted
by the change and modify them to reflect the
macro-change. A classic example of this are new
yearly versions of the Common Dental Terminol-
ogy, released by the American Dental Association.

Here by leveraging all the 10 intelligent founda-
tions, intelligent capabilities that automate mak-
ing mass changes can significantly reduce human
labor, erroneous edits and significantly reduce
cost.
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4 BRIDE Case Study

4.1 Background

Delta Dental of Michigan, Indiana and Ohio is the lead-
ing provider of dental benefits within the midwestern
part of United States. The company has been in busi-
ness for over 60 years and has witnessed a dramatic
growth within the last decade. The reason for this dra-
matic growth is a highly automated and sophisticated
benefits administration software platform, powered
by BRIDE [7], a powerful homegrown, elegant Enter-
prise Decision Management System. BRIDE houses the
company’s growing pool of complex, externalized op-
erational business rules which allows the company to
automate the vast majority of it’s claims adjudication
process allowing it to scale it’s business footprint to
unprecedented levels, while keeping operation costs at
an optimal level. The current metric for measuring this
automation level is called “Drop to pay” or “Auto Adju-
dication Rate”, which is currently hovering at around
96%, which is an industry leading score.

To keep up with the fast growth, it was necessary
for the BRIDE platform, at inception to introduce in-
dustry leading capabilities for surfacing full life cycle
rule management functions, such as authoring, testing,
deployment, migration, such that non-technical knowl-
edge workers and subject matter experts could entirely
manage these with little to no involvement form the
IT Department. Over the last decade the BRIDE plat-
form has kept up with innovation, by expanding the
capabilities and staying a step ahead of the business
needs.

The BRIDE ecosystem organizes its knowledge arti-
facts in a structured, highly reusable and componen-
tized fashion. A logical view of the domain model for
BRIDE at a high level is depicted in refbrideDomain-
ModelFig.

Figure 13: Highlevel BRIDE Domain Model

The core BRIDE constructs [7] are:

1. Plan: Represents a Dental Insurance Owner, that
owns the rule artifacts.

2. Rule Store: A repository for storing rule artifacts,
each rule store holds the reusable rule artifacts

that can be reused within it, in a structured and
constrained manner.

3. Realization: Represents an area of business func-
tionality that require specialized terminology to
externalize and articulate operational business
rules using a structured vocabulary. There are
over 30 areas of business functionality for the
dental insurance domain so far, ranging from
several detailed aspects of claims administration
to billing, rating and actuarial applications. This
is a growing body of knowledge as opportunities
for automation and externalization are identi-
fied.

4. Rule Package: Represents an executable set of
rules, that can be executed in a forward chaining,
fact inferential rules engine [8]

5. Treatment Category: A mechanism to categorize
finely granular rule artifacts. Within the clin-
ical domains, the treatment category construct
allows the business to categorize specialized clini-
cal rules to literal clinical treatment categories as
recommended by clinical standard bodies such
as American Dental Association. For non-clinical
domains, the treatment category construct is re-
purposed to category sub functional constituent
components of processing.

6. Rule Packet: Represents a subset of rules for a
given treatment category. Each Rule Packet is
stereotyped for a treatment category and should
only contain Rules of that same treatment cate-
gory.

7. Rule: Represents a reusable authored production
rule (i.e. a rule containing conditions followed
by actions) authored in a “Domain Specific Lan-
guage” using an english-like vocabulary. It is also
the most

The next wave of innovation within the BRIDE plat-
form introduces the application of Artificial Intelligence
techniques to effectively address a new, growing breed
of current and anticipated challenges. The work done
on developing some of these capabilities has gone to-
wards shaping and developing the concepts discussed
in this paper.

The approach to building this new wave of inno-
vation, has been to implement a strong foundational
architecture i.e. “Intelligent Foundations”. We will dis-
cuss these foundational capabilities, their motivation,
the architectural choices and application, subsequent
sections.

4.2 Discovery

“Ability to fuzzily discover diverse artifacts” As the num-
ber of rule artifacts have grown over time, in spite
of the ability to reuse rules a lot of unneeded redun-
dancy and duplication have proliferated causing the
knowledge base of operational rules and rulesets to
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bloat. A major reason for this has been attributed to
discoverability.

Within the original architecture, the BRIDE sys-
tem provided SQL based searches against a relational
database backdrop of the BRIDE schema. With this,
the knowledge workers could search for specific rules
with key terms and vocabularies and see their associ-
ation with rule packets and rule packages. This was
a bottom up search. They could also search for Rule
Packages with specific Rule Packets in their configura-
tion. With this they could search for full or partial rule
package configurations, generate a report and then
drill down. In spite of these rich search capabilities,
discovery was not sufficient to prevent the prolifera-
tion of redundant rule assets overtime. Here are the
main reasons why this alone is not sufficient:

1. Layered Reuse Complexity: BRIDE uses a lay-
ered reuse paradigm for constructing Rule Pack-
ages that eventually translate to executable rule-
sets. While this approach in and off itself is a
sound from a component reuse vantage point,
the major complexity is the inability of the tra-
ditional search functions to get a comprehensive
and 360°view of the Rule Package.

2. Naming Complexity: With the componentized
approach promoted by BRIDE, the knowledge
workers set about building reusable Rule Pack-
ets, which in essence were combinations of rules,
within treatment categories. In the interest
of providing meaningful names that described
Rule Packets, the knowledge workers resorted to
lengthy descriptive names that sought to summa-
rize the semantics of emblematic rules contained
within the Rule Packet. However, this approach
is highly manual, lacks predictable standardiza-
tion and is not sufficient to describe huge and
complex Rule Packets.

3. Variational Complexity: The characteristics of
specific clinical domains require blending of spe-
cific clinical terminology that by the very nature
can lead to a combinatorial explosion of sorts.
With the nuances and subtleties in books of busi-
ness and the semantic authoring flavors intro-
duced by different knowledge workers there were
subtle variations of sequences of rules, individ-
ual rules that were introduced over time. Some
of these were made deliberately to support the
variational needs of the requirements. Yet, others
were made unknowingly introducing inconsis-
tencies in approach. These were challenging to
discover.

ElasticSearch, is a search engine built on the Lucene
library. Nowadays, it is a common trend with mod-
ern IT architectures to leverage this tool to enable and
enhance fuzzy discoverability. Data can be loaded or
indexed into ElasticSearch as JSON (JavaScript Object
Notation) documents. Subsequently this data can be
discovered through a textual search of terms or fields

contained in the JSON documents loaded and the tool
will return all documents that match or nearly match
textual patterns searched.

With complex natural language rules, this enables
easy discoverability of these assets in a fuzzy fashion,
that traditional relational queries do not allow. But
this alone is not sufficient as the knowledge workers
not only need to discover individual rules based on key
business terms and vocabularies, but they also need to
be able to discover the connections between rule arti-
facts, their levels of similarity and the characteristics
of their similarities. With that there are five intelligent
foundations that need to be applied in conjunction to
fully realize the benefits of discovery. How these in-
telligent foundations collaborate is shown in 14. To
understand these relationships:

1. Language Processing is used to disseminate the
textual data in policies and rules, filtering key
business terms and builds important metadata
for Correlation.

2. Classification runs advanced algorithms, lever-
aging data created by Correlation to build more
detailed correlation data.

3. Tagging is the default mechanism for storing
metadata generated during Correlation and Clas-
sification

4. Classification and Correlation builds the founda-
tion for Discovery.

5. Visualization helps makes sense out of Discov-
ery, especially when there is a large amount of
interdependent, connected data.

Figure 14: Collaborative Foundations for Discovery

4.3 Tagging

“Ability to tag or decorate knowledge artifacts with manual
and generated metadata.”

The basic implementational notion of a tag is to
assign a key and description tuple to an artifact of in-
terest. However sometimes, there can be more than one
tag to decorate the artifact with. Therefore, it makes
sense to introduce these key concepts:

1. Tag Aggregation (Tagregation): A Tag Aggrega-
tion is a composite structure of sub aggregations
and Tags.
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2. Tag: A Tag is simple key and description.

3. Taggable Artifact (ITagArtifact) A Taggable Arti-
fact is any entity that needs tagging metadata.

The logical domain models for the basic tag con-
structs and taggable artifact constructs are shown in
15 and 16. The actual implementation of tags with the
artifacts is more relevant when indexed into Elastic-
Search for discoverability. A JSON representation of
a Rule with a sample of extracted tags, used for dis-
covery, is shown in 17. In this example, the tags for
dental procedure codes used in the rule are, extracted
to the tag “procedureCodes”. Similarly, other useful
correlational metadata could be extracted.

Figure 15: Tagging Domain

Figure 16: Taggable Artifact Domain

Figure 17: JSON of a Tagged Artifact

4.4 Visualization

“Ability to graphically visualize affinity between artifacts”

To enhance the discoverability of the knowledge
assets data visualization is an effective method of anal-
ysis. Here a few different visualization techniques have
been leveraged, with the correlation and classification
data collected through tagging. Knowledge assets as a
graph visualization with color coded edges to depict
the different types of classifications, is depicted in 18.
This is an effective way to discover common trends and
patterns. The original workshop paper [1], outlined
six different affinity classification measures, which are
shown in this visual with different colors. This kind of
visual is very useful for identifying common clusters
of affinitive rules within an area and the nature of their
affinity. There has been significant research and work
on the efficacy of applying topological data analysis
techniques, to use cases within healthcare [17]

Figure 18: Color Coded Clustered Affinity Visualization

An edge configuration for the same visual is shown
in 19. This shows the nodes on the circumference and
different colored edges criss-cross connecting the dif-
ferent nodes which represent the rule artifacts. The
advantage of this visual is that useful, metadata can
be shown on the edges, on hover that aid immensely
during knowledge analysis.

Figure 19: Color Coded Edge Affinity Visualization

A common themed rule asset, is picked out from
a crowd of assets, in 20. This form of visualization is
useful in identifying an emblematic asset for a certain
area.
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Figure 20: Clustering to identify baseline rule

A term cloud visualization is shown in 21. This is a
very useful visualization for performing impact analy-
sis based on key term correlation. In conjunction with
correlation of key terms across rule and knowledge
assets, it is possible to do end to end impact analysis.

Figure 21: Interactive Term Cloud Visualization

A few observations when building data visualiza-
tions are:

1. It is useful to provide a way to filter based on
category. This helps with narrowing sample sets
and separation of concerns.

2. It is useful to provide a way to configure the size
of a sample set. With certain types of analysis the
knowledge workers are seeking understand com-
mon trends, to make informed decisions about
management and governance.

3. It is useful to provide a mechanism for searching
or filtering for combinations of terms. This aids
in narrowing down the analysis. The visualiza-
tion in 21, provides this mechanism.

4. It is useful to provide a detailed drill down ca-
pability on visualizations where possible. This
allows the knowledge worker to identify the con-
crete knowledge assets with a single visual.

4.5 Classification

“Ability to classify artifacts based on characteristics”
Several sophisticated algorithms were developed

to study the affinities between business rules and to
classify them. Techniques to classify rule and knowl-
edge assets ranged from naive simple bag-of-words to
more sophisticated variations that combined bag-of-
words with correlation to relevant master data assets.

In the original workshop paper six different classifica-
tions were developed, comparing business rules, which
were:

1. Duplicate: When two rules were exact duplicates
with different names. These were top candidates
for elimination and consolidation.

2. Equivalent: When two rules were semantically
the same but had conditions that were in a dif-
ferent order. The classification algorithm here
was shallow and only checked for conditions or
actions in a different order. Deeper semantic
analysis of rules will be able to identify equiva-
lent rules beyond these narrow confines, creating
the opportunity for better cleanup of these re-
dundant rules.

3. Complement: These were specific to this area
of rules where clinical procedures were comple-
mented across the input and history procedures,
to provide a complete adjudication coverage. Of-
ten times, claims are submitted out of order and
these kind of rules analyze logical completeness.
The scope for these can be expanded to cover
other clinical criteria such as teeth, tooth sur-
faces etc. in the future. Further this pattern can
be applied to other functional verticals to analyze
logical completeness.

4. Subsumption: Here there were captured as two
classifications i.e. Source subsumes Target and
Target subsumes Source. Here again deeper se-
mantic analysis can analyze more subtle aspects
of subsumption, like analyzing inclusive proce-
dure patterns etc. In the absence of these deeper
analysis capabilities, come subsumptions could
miss this classification.

5. Significant Affinity: Here the algorithm used a
threshold of score similarity to identify rules that
were closely affinitive with each other. However
this was pretty effective and did capture rules
that were significantly affinitive with each other.

4.6 Correlation

“Ability to build correlation between different artifacts”
This has been a centric intelligent foundation, for

connecting different concepts together, to perform asso-
ciative analysis and impact analysis. The implementa-
tion of correlation relied on algorithms, that analyzed,
indexed and decorated knowledge assets with meta-
data in the form of tags and/or first class correlative at-
tributes, in specific cases. Within the BRIDE case study
we implemented correlation for three forms of corre-
lation and connectivity as explained in 2c. Here are a
few architectural aspects to consider, while integrat-
ing this intelligent foundation within the Knowledge
based system.

1. Correlative algorithms need to run close to point
of knowledge. There is an inherent risk of run-
ning correlation algorithms in a batch fashion
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as morphing data conditions could either miss
certain temporal correlation or miss transient
changes that can be critical information to cap-
ture.

2. The initial correlations should be captured at
well designed intermediate sink points and
should be verbose enough to not miss seemingly
inconsequential details, that might add value at
a later point. Intermediate logging could be an
option for such an architectural implementation.
Generating and storing changes as events is an-
other option.

3. The correlation algorithms should be designed in
an idempotent fashion where possible, especially
with the dimension of temporality. There are use
cases that might require the regeneration and
storage of correlation, especially during software
upgrades and patching.

4. Even though, for the most part correlation of
knowledge assets do not include PHI (Personal
Health Information) or PII (Personal Identifica-
tion Information), there are some corner cases
where indirect correlation of operational data
that have such concerns might crop up. One
example of this is the reverse engineering capa-
bility of BRIDE for test cases from live data. In
such cases de-identification and regular purge of
such correlation need to occur to address security
concerns.

4.7 Event Processing

“Ability to generate, process and react to system and user
events, within the platform”

This intelligent foundation forms the basis of a very
important infrastructural capability. As stated earlier,
it can be leveraged for Collaborative Authoring. But
it can also be leveraged for Correlation and Connec-
tivity. Within the BRIDE case study, this is currently
on the roadmap but has not yet been implemented.
However, a lot of work is projected on the roadmap
to innovate this intelligent foundation, especially for
capturing fine grained operational execution metrics
to aid correlation, for machine learning and machine
training purposes.

4.8 Recommending

“Ability to recommend action to take based on correlation
between artifacts”

Within the BRIDE case study this was implemented
as an explorative proof of concept, wherein the system
could recommend close rules based on the current au-
thored content. While this could be foreseen as a useful
feature in and off itself, this is barely scratching the
surface. The BRIDE case study, hopes to leverage this
intelligent foundation for deeper more sophisticated
scenarios, which can be the subject of another paper.

4.9 Language Processing

“ Ability to absorb, disseminate and score keywords fro tex-
tual content/documentation at detailed inflection points”

Within the BRIDE Case Study, this intelligent foun-
dation has been used to disseminate policy descrip-
tions, and procedure code descriptions, to correlate
business rules and other artifacts such as Rule Pack-
ages, Rule Packets, Rules, Benefit Plans etc, with key
term correlation. The Language Processing capabilities
with Python and NLTK give a good starting point to
filter out key business terminology, which can then
be used to correlate. Again there is not more to re-
port here from a case study perspective as we are in
very early stages of fully realizing and leveraging this
intelligent foundation.

4.10 Generation

“Ability to generate new content” Within the BRIDE Case
Study, this intelligent foundation was used to auto-
mate conversion as discussed in 1. However, this is just
one use case or application of this intelligent founda-
tion. However, there are some other scenarios where
Generation can help.

1. Perform mass changes to rules. As mentioned
earlier the ADA, publishes a new version of the
CDT every year. With the ability to generate
new or change existing content, based on high
level heuristics, it will be possible to automate
the mass changes to Rules.

2. Generate new rule templates based on mnemonic
naming patterns that are generated based on high
level heuristics. Within the BRIDE Case Study,
this was exercised in a limited purview, as new
rules had to be generated based on the conversion
data.

3. Automatically generate test cases based on rule
content. Based on semantic analysis of knowl-
edge and rule artifacts, intelligent generators can
automate the act of building test cases on the fly
and saving them for regression purposes.

4.11 Learning

“Ability to learn from data patterns and from human feed-
back”

This has not yet been implemented within BRIDE,
but it is there in the roadmap. This is an area of future
work and builds on the other intelligent foundations.

5 Automation challenges for
Knowledge-intensive systems

In this section we will consider some of the challenges
around automation, for knowledge intensive systems.
In 3.3, automating the task of authoring was identified
as a the biggest opportunity for automation. Within
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the BRIDE case study, automating conversion was one
of the biggest opportunities. Automating the process
of knowledge acquisition, reduced the time effort from
2 years to a few months. However, there are some in-
herent challenges with automation of the rule mining
and authoring process. They are:

1. Standardization : For an automated rule conver-
sion process to work repeatedly, the data for that
area of functionality needs to be standardized
into a well thought out canonical format.

2. Specificity: It is not uncommon for the quality of
knowledge mined out from legacy blackbox sys-
tems to contain a lot of noise and inconsistencies
that are specific to the legacy system. Further the
nature of the inconsistencies can vary across dif-
ferent target systems and conversion initiatives.
The automation processes while being stream-
lined should allow for custom transformation
rules that can be externalized and customized
for each conversion effort.

3. Semantics: The interpretation of standard ben-
efit clauses implemented in rules in the legacy
source system could have different semantics and
might need specialized handling or transforma-
tion into the target system’s knowledge base.

4. Inconsistencies: Sometimes there are misinter-
pretations of documented high level policies and
contracts in the source legacy system, that are
being converted. Technically one point of view
amongst knowledge workers is to rectify these
during the conversion process. Yet, this can have
dire behavioral regressions on the target system,
post-conversion. These kind of situations, need
to identified during the automated conversions,
traced back to the source and have a good ex-
planation facility. Whether this method can be
formalized consistently to bolster the efficacy of
such automation efforts, remains a tantalizing
proposition.

5. Universal applicability: For the BRIDE case study,
the automated mining and generation process is
fairly well established for a specific area of adju-
dication rules, that had the most number of rules
and artifacts, that could not have been authored
manually. But, whether this automated process
can be streamlined and applied universally to
other areas of rule mining is the subject of future
work. This could be an area of research in the
future.

6 Future Work

The paradigm of intelligent foundations to knowledge
based systems holds great promise and potential. Espe-
cially within healthcare these techniques are making
some significant differences. However there are areas
that need further research and elaboration. Current

state of the art AI techniques involve an ensemble of
methods. Intelligent Foundations, strives to formalize
and document a set of reusable patterns, language and
processes to effectively apply them on a large and uni-
versally diverse setting. This paper was born out of a
case study to address seemingly unsolvable and hard
to automate and humanly unscalable problems. Here
are some high level areas for future work.

1. Universal application of techniques: One area of
future work is to continue the rigorous formal-
ization of the techniques described here for uni-
versal application to other diverse verticals.

2. Identifying more intelligent foundations: While
this paper attempted to do a reasonable job in
identifying key intelligent foundational capabil-
ities and building a framework for intelligent
knowledge base systems, there is a significant
opportunity for more research and elaboration,
to further refine and enhance this concept and
framework. Future work should continue to in-
vestigate other intelligent foundations that can
introduce other intelligent capabilities that make
the reality of a virtual knowledge worker real.

3. Exploration of intelligent capabilities: While this
paper, outlined a few of the capabilities that can
be built atop these intelligent foundations, there
are more to be discovered and documented. This
will motivate AI researchers to apply techniques
to effectively solve the one real problem i.e. make
healthcare cost effective to the general populace.

4. Automation of conversion and generation of knowl-
edge content: Lastly, this is a major challenge as
current methods are fairly ad-hoc, human and
expert intensive. While prevalent data science
methods and machine learning techniques seek
to solve “well defined” problems, the challenge
of replacing or augmenting the loss of a human
subject matter expert by emergent system capa-
bilities is an alien concept. The automation of
conversion, rule mining and generation holds
great promise and should open up rich areas of
research.

7 Conclusion

As stated earlier, this paper came out of a case study,
but introduces concepts that hold great potential. The
work motivating this paper is a project to modernize
and improve the state of the art of the BRIDE platform.
The case study for automation and generation of rules
and knowledge artifacts into the BRIDE platform has
been instrumental in practically implementing and
proving out a majority of the intelligent foundations
discussed in this paper. The primary goal has been
to, introduce elements of Artificial Intelligence at a
grass root level that can provide an ambitious shift
in capabilities. Intelligent Foundations for Knowledge
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Based Systems, provide a perfect foil for solving the
giant problem of generational shift, which seems to be
driving Digital Transformation.
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The IEEE 802.11n wireless local-area network (WLAN) has been exten-
sively deployed around the world due to the flexibility, lower cost, and the
high-speed data transmission capability at 2.4 GHz ISM band. However,
in the WLAN deployment, one key challenge is to optimize the channel
assignment of access-points (APs) under the small number of partially
overlapping channels (POCs) to reduce radio interference, particularly
for the channel bonding. In POCs, the frequency spectrums of adjacent
channels are partially overlapped with one another, which will result to
low throughput for concurrently communicating links using them. The
accurate throughput estimation of a link is critical in the optimal WLAN
deployment. Previously, we studied the throughput drop estimation model
using the receiving signal strength (RSS) from the interfered link for two
concurrently communicating links under POCs. In this paper, based on
measurement results, we have extended this model for three concurrently
communicating links. The accuracy of this model extension is verified by
comparing the estimated results with the measured ones.

1 Introduction

Nowadays, the IEEE 802.11 wireless local-area network
(WLAN) has been used across various sectors around the
world, due to the unlicensed frequency bands in wireless
medium and availability of low-cost devices [1]–[3]. It is
suggested that WLAN has become a crucial business and
the common asset [4]. For the access to the Internet using
WLAN, a host is connected to an access point (AP) wire-
lessly, where the AP is connected to the Internet with wires.
Therefore, a host can move randomly in the network area
with the current association. As the data transmission speed
increases due to technological advancements, WLAN has
proved popular even for static settings of personal computers
in offices and homes [5].

The IEEE 802.11 WLAN can function in two unlicensed
frequency bands [6, 7]. One is the 2.4 GHz Industrial, Scien-
tific, and Medical (ISM) band, and the other is the 5 GHz Un-
licensed National Information Infrastructure (U-NII) band.

For either band, the IEEE 802.11 standards define the

small number of channels for use. Each channel has 22 MHz
width, conventionally called a 20 MHz channel. The fre-
quency gap between two adjacent channels is merely 5MHz.
Thus, the spectrums of adjacent channels are partially over-
lapped with one another, called the partially overlapping
channels (POCs). Figure 1 shows the 2.4 GHz spectrum with
40 MHz channels to illustrate the POCs in IEEE 802.11n.

1ch 2ch 3ch 4ch 5ch 6ch 7ch 8ch 9ch 10ch 11ch12ch13ch

20MHz

2412MHz 2432MHz 2452MHz 2472MHz

5MHz

Figure 1: 40MHz channels at 2.4 GHz band.

While the IEEE 802.11 WLANs referred to in this pa-
per use the unlicensed frequency bands, the Industrial, Sci-
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entific, and Medical (ISM) 2.4 GHz band and the Unli-
censed National Information Infrastructure (U-NII) 5 GHz
band, the 802.11y is licensed to use [8]. The unlicensed
IEEE 802.11ad, which represents modifications of IEEE
802.11 physical layer (PHY) and medium access control
layer (MAC) [9], provides the very high speed, which is
equivalent to the fiber optic. However, its short range limita-
tion coupled with the expensive hardware makes the global
adoption of IEEE 802.11ad to be low [10].

Similarly, the IEEE 802.11af is advantageous due to its
long-range transmission and low power consumption. How-
ever, it requires expensive band-specific hardware, which
is not readily available in the global market where it is pri-
marily used in US and Canada. In addition, since it utilizes
the frequencies for unused TV channels, they may not be
available everywhere [11].

The proposed model in this paper targets WLANs on the
IEEE 802.11n unlicensed frequency band. Since this proto-
col has been widely adopted, the related devices are much
easily and cheaply available, compared to those of emerging
standards of the IEEE 802.11ad and IEEE 802.11af.

At the 2.4 GHz band, 13, 20MHz POCs are possible,
which indicates that the number of orthogonal channels
(OCs) is four at most. Since orthogonal channels do not
overlap with one another, APs assigned OCs are not inter-
fered for the medium access, if any pair of nearby APs do
not operate on the same OC.

Currently, the IEEE 802.11n is most used in WLAN due
to the high-speed data transmission capability at the 2.4 GHz
band using the channel bonding that combines two neighbor-
ing 20 MHz channels together to form one 40 MHz channel
as shown in Figure 1, [12]–[14]. Then, the number of OCs
is reduced to at most two, and the channel assignment using
OCs to the APs without interference cannot be avoided. [15]
has shown that channel bonding improves performance, al-
though it may increase frequency competition with adjacent
LANs.

To overcome this limitation of the OC assignment in
WLAN, it has been reported that the POCs will be beneficial
to enhance the performance by fully utilizing the available
spectrum [16, 17]. Then, the throughput estimation model
under POCs is essential to identify the proper POC assign-
ment to the APs while evaluating the performance accurately.
Specifically, in a dense WLAN, the model must consider
the throughput drop caused by the interference that each AP
suffers from the neighboring APs on the adjacent POCs.

Previously, we have studied the throughput estimation
model for a single communicating link, which consists of the
log-distance path loss model and the sigmoid function [18].
Then, we move to estimate the throughput drop caused by
the interference for two concurrently communicating links
under POCs [19]. It is examined according to the receiv-
ing signal strength (RSS) from the interfering link and the
channel distance (chD) between the two links.

The proper use of POCs should be considered for the full
utilization of the limited frequencies, since there are limited
orthogonal channels available in the IEEE 802.11n protocol
with the channel bonding. Besides, the estimated throughput
should be directly used as the metric for selecting POCs by
estimating the network performance, since the interference
does not exhibit the exact performance of the network, which

has been observed in this paper.
Our model considers the channel bonding and POCs,

to directly estimate the throughput from the channel dis-
tance and the RSS of the interfering AP. From the estimated
throughput, the POC assignment can be optimized under the
channel bonding.

Besides, in our previous studies [20, 21], we considered
the indoor network environment inside a building for the
target field, since WLANs are usually deployed there. A
lot of environmental factors, such as wall attenuations and
multipath effects, can affect the throughput performance. To
accurately estimate the throughput, we have developed the
throughput estimation model that consider the environmental
factors.

In this research work, we extend the throughput drop es-
timation model for three concurrently communicating links
under POCs. Firstly, we conduct extensive measurements of
receiving signal strength (RSS) and throughputs under three
links. Then, we extend the model based on the measurement
results.

To confirm the effectiveness of our proposal, we compare
the estimated throughputs by the model with the measured
ones, and through simulations. It has been demonstrated
that the proposal can estimate the throughput for three inter-
fered links under POCs with the considerably high degree
of accuracy.

The rest of this paper is organized as follows: Section 2
describes related works. Section 3 discusses the implemen-
tations of the auto-channel selection in vendor AP devices
and the significance of the throughput estimation model.
Section 4 reviews our previous studies. Section 5 presents
experiments with three concurrently communicating links
under POCs. Section 6 proposes the model extension for
them. Section 7 evaluates the proposal with experiments
and simulations. Section 8 introduces the application to the
channel assignment. Section 9 concludes this paper with
future directions.

2 Related Works
In this section, we discuss specific works related to our
proposal. A significant amount of research works have ad-
dressed the problem of interferences in WLAN to improve
the throughput performance by applying partially overlap-
ping channels.

In [22], Mishra et al. revealed that the orthogonal chan-
nel assignment to APs in WLAN is inefficient in a network
field, if a substantial number of access points are deployed
there. In such a case, the number of APs in the network field
is higher compared to that of orthogonal channels, hence
any AP could exist in the interference ranges of other APs
as indicated in [23].

In [24], Mishra et al. also noted that partially overlap-
ping channels have previously been avoided due to their
interferences. However, through their model and measure-
ments, it is demonstrated that the careful use of some POCs
does not only improve the spectrum utilization but also the
throughput performance.

In [25], Feng et al. proposed POCs as a means of reduc-
ing interference from the traditional use of OCs. Through
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testbed experiments, they reported that POCs offers better
flexibility in wireless frequency allocation, and can increase
overall network performance. Similarly, in [26], Zhang et
al. proposed the use of POCs for interference management
which outperforms the OCs.

In [27], Zhao et al. observed that with increased fre-
quency reuse which has been reported in POCs, the network
capacity can be scaled up through activating more APs in the
network field as the expected distance from the users to their
connected APs becomes smaller. However, it is reported that
since POCs are partially overlapped with each other, one
AP may suffer interference from multiple other APs. They
conclude by proposing a need to have a maximum and a
minimum bound for the number of APs based on the size of
the network field and the number of POCs available.

In [28], Mukherjee et al. explored the AP selection,
channel assignment, and the host association. They reported
that the three aspects are critical in maximizing the through-
put in WLAN, where the appropriate combination of both
non-overlapping channels and POCs can further improve the
overall throughput of the network.

In [29], Tewari et al. emphasized that multiple overlap-
ping transmissions cause low network performance due to
high interference from the limited non-overlapping channels.
They have proposed a combined power control and POC
assignment, where the former reduces the AP’s transmission
and the interference range while the latter improves spatial
reuse.

In [30], Zhao et al. demonstrated that the effect of inter-
ference on the network performance depends on the channel
separation and the degree of frequency overlap among the
interfered APs. In particular, it is noted that two interferes
cause higher performance deterioration than a single inter-
fere, but less than twice the interference caused by a single
interfere or the summation of interference from the two in-
terferes.

Furthermore, in [31], Su et al. measured the interference
among the APs when POCs are used from the perspective
of the physical characteristics of the communication. They
reported a clear distinction between in-range and hidden
terminal interferences with POCs, where the latter has worse
throughput performance due to high packet loss.

In [28], POC interference is evaluated by considering
the interference factor defined in [32]. Where more than
one APs interferes, [27] [28] and [29] considers summation
of interfering signal powers at the target node. However,
since the MAC protocol lowers the data transmission rate
of the target AP depending on the level of interference with
individual interfere, calculating the summation may fail to
identify a real value of interference.

At present, there is no research work that has proposed
the throughput drop estimation model for multiple interfer-
ing APs under POCs that considers the channel distance and
the interfering RSS.

3 Auto-channel Selection Implemen-
tations and Model Significance

In this section, we survey implementations of the auto-
channel selection in vendor AP devices, and discuss the

significance of the throughput estimation model under it.
The auto-channel selection is the dynamic adjustment

mechanism of the assigned channel to the AP, in order to
avoid radio interferences from other WiFi devices. Each AP
vendor has its own implementation approach.

In [33], Cisco describes their implementation of the auto-
channel selection, where the AP operating in the 2.4 GHz
band with 11 POCs can be set only to one of the three orthog-
onal channels of 1, 6, and 11 under the non-bonded channels
with the (20 MHz) width. It means that up to three APs can
be assigned the channels. The assignment for other POCs
must be done manually.

However, when the channel bonding with the (40 MHz)
width is applied, which is commonly used in IEEE 802.11n
WLANs to improve the throughput performance, the AP
can have only one choice of channel 3, since all the other
channels are partially overlapping with it. It means that the
auto-channel selection cannot work for the channel bonding.

On the other hand, our proposal can assign any POC to
the AP with the channel bonding by considering the through-
put drop from the other up to two interfered links.

Besides, from our experimental observations, the orthog-
onal channels can interfere with each other when the APs
are closely located together, which would further affect the
auto-channel selection in the Cisco Meraki APs.

Furthermore, Cisco’s approach scans for a possible chan-
nel change after every 15 minutes, in addition to the three
necessary situations: 1) a new AP joins the network, 2)
the network administrator manually runs the auto-channel),
and 3) the currently assigned channel fails to work. This
would lead to the performance overhead, since the services
of an AP must be stopped when channel change is applied.
To avoid the frequent service stops, our approach changes
channels of APs when an AP joins or leaves the network.

In [34], Fujitsu reports the auto-channel selection such
that the total interference is minimized, where the details of
the implementation are not given. However, the interference
index is not a good metric to evaluate the throughput perfor-
mance, because the interference and the throughput perfor-
mance are not proportional as our paper reported. Instead,
the throughput drop of each link from the other interfered
links should be evaluated to more accurately estimate the
network performance under a lot of interfered links.

In [35], Buffalo implements the auto-channel selection
that tries to find the non-interfered channel for a new AP. By
scanning all the channels, it selects a non-interfered channel
if it exists. However, they also reported that the channel
selection performs poorly, if no non-interfered channels ex-
ist. In real network environments, as demonstrated in our
paper, several APs coexist together where any channel is
interfered by an existing AP. On the other hand, our proposal
is applicable in such real cases.

Similarly, in [36], Vodafone limits the auto-channel se-
lection only to the non-interfered channels or the least inter-
fered channel. In [37], Google WiFi works on the similar
principle by selecting an orthogonal channel.

It should be pointed out that the proposed throughput
estimation model can be incorporated into an auto-channel
selection mechanism to improve the resulting performance
of WLAN. Our model considers the channel bonding, POCs,
and the direct throughput estimation. Therefore, we believe
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that this model can improve the auto-channel selection. In fu-
ture works, we will compare the performance by our model
with existing auto-channel selections.

4 Review of Throughput Estimation
Model

In this section, we review our previous works.

4.1 Motivation of Empirical Model
In [5], Reis et al. indicates that most of physical protocol
explorations with respect to interference may adopt simple
abstract models with multiple assumptions, including that
the signal propagation obeys a simple function of the dis-
tance, the radio coverage area forms a circle, and the interfer-
ence range is twice of the transmission range. Unfortunately,
experimental data using a real WLAN have shown that all
of these models appear to be largely inaccurate [38, 39].

In contrast to a physical model, an empirical model
is based on observations on actual network environments.
Thus, the empirical model for interference in WLAN is ex-
pected to be more descriptive and accurate compared to a
physical model. Therefore, we have developed the empirical
throughput drop estimation model for multiple-link concur-
rent communications based on experimental results.

4.2 Definitions of Three Distances
The channel distance, the physical distance, and the link
distance are defined to illustrate the throughput estimation
model under partially overlapping channels.

4.2.1 Channel Distance

The channel distance (chD) of the two links is defined as
the least channel difference between the channels of these
links. For instance, if the two links are activated with the
same channel, then chD is 0, and they will be entirely over-
lapped. When one link is assigned channel 3 and another
link is channel 5, chD is 2, in this case, these channels are
overlapped by 50% for 20MHz, and by 75% for 40MHz.
The largest chD is 12 for 20MHz and 8 for 40MHz, in which
any frequency overlapping does not exist theoretically.

4.2.2 Physical Distance

The physical distance (phD) is defined as the Euclidean
distance between the two links. As it represents the sepa-
ration distance among the interfering links, the farther the
two links are placed, that is, the higher the physical distance
is, the interference will become lesser. By increasing the
physical distance between the links, the signal interference
between them fades due to the path loss and the absorption
by obstacles on the path.

4.2.3 Link Distance

The Euclidean distance between the sender and the receiver
of the link is defined as the link distance. The longer link

distance generally reduces RSS at the receiver and degrades
the throughput.

4.3 Throughput Estimation Model
Generally, the throughput of a link will be affected by a
variety of factors like the modulation and coding scheme
(MCS), the transmission power, the transmission distance,
and the channel interference [13, 40], which have made it
hard for the theoretical calculation of the throughput. In
[18], we proposed the throughput estimation model for the
single link communication based on empirical results. This
model first estimates the receiving signal strength (RSS) at
the host using the log-distance path loss model [41]. Next,
it estimates the throughput from the RSS using the sigmoid
function.

4.3.1 Received Signal Strength Estimation

Firstly, the Euclidean distance d (m) between each link
(AP/host pair) is calculated by:

d =

√
(APx − Hx)2 + (APy − Hy)2 (1)

Here, APx, APy and Hx, Hy denotes the x and y coordinates
for the AP and the host respectively.

Then, RSS at the host from the AP is estimated by:

Pd = P1 − 10α log10 d −
∑

k

nkWk (2)

Here, Pd denotes RSS (dBm) at the host, P1 does RSS at the
1m distance from the AP where no obstacle exists, α does
the path loss exponent, d (m) does the Euclidean distance
calculated between the AP and the host, nk does the number
of type k obstacles found on the path between the AP and
the host, and Wk represents the signal attenuation factor (dB)
for type k obstacle.

4.3.2 Throughput Estimation

From Pd, the throughput is estimated by;

tpi j =
a

1 + e−( (120+Pd )−b
c )

(3)

where tpi j denotes the estimated throughput (Mbps) and, a,
b, and c are constant coefficients.

4.4 Throughput Drop Estimation Model for
Two-Link Concurrent Communications

In [19], we proposed the throughput drop estimation model
to consider the frequency interference between concurrently
communicating adjacent two links using interfering chan-
nels. The throughput drop of the target link can be estimated
by the receiving signal strength at the receiver, called the
interfering RSS, (RS S i), from the interfered link, and the
channel distance chD between the two links:

tpD(RS S i, chD) = p(chD) × ln(q(chD) + RS S i) + r(chD).
(4)
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Figure 2: Measurement setup.

where tpD(RS S i, chD) represents the estimated throughput
drop (Mbps), and p(chD), q(chD), and r(chD) represent
constants determined by the channel distance (chD).

The values of the three constants p, q, and r in the model
were obtained from the throughput drop measurement results
for every channel distance. Table 1 shows them.

Table 1: Constants for each channel distance.

channel distance p q r
0 27 88.17 -20
1 27 87.36 -20
2 27 89.00 -22
3 25 94.50 -22
4 33 92.00 -56
5 34 92.00 -57
6 45 91.00 -98
7 45 88.00 -100
8 40 75.50 -80

Then, the throughput estimation model under POCs for
two interfered links is modified by:

tpi
i j = tpi j − tpD(RS S i

j, chDi
j) (5)

where tpi
i j represents the throughput of the target link from

node i to node j under the interference from the interfered
link, tpi j does the throughput of this link estimated by the
original model, RS S i

j does RSS from the interfered link at
node j, and chDi

j does the channel distance between the two
links.

5 Experiments in Three-Link Con-
current Communications

In this section, we present the experiment results to examine
the extension of the throughput drop estimation model for
three concurrently communicating links.

5.1 Experiment Setup
Table 2 indicates the necessary devices and software used
in the experiments. It is noticed that if different devices are
used, the parameter values of the model will vary accord-
ingly.

Table 2: Measurement devices and software.

Access Point (all links)
maker/ type NEC WG2600HP
protocol IEEE 802.11n
operating band 2.4 GHz
frequency width 40 MHz

host PC (all links)
maker/ type Toshiba dynabook R731/B
operating system Ubuntu 14.04 LTS
processor Intel Core i5-2520M 2.54 Ghz
network adapter Intel HM65 Express chipset

server PC (link1)
maker/ type Toshiba dynabook R731/B
processor Intel Core i5-2520M 2.54 Ghz
operating system Ubuntu 14.04 LTS
network adapter Intel HM65 Express chipset

server PC (link2, link3)
maker/ type Fujitsu lifebook S761/C
processor Intel Core i5-2520M 2.5GHz
operating system Ubuntu 14.04 LTS
network adapter Mobile Intel QM67 Express
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Figure 2 shows the topology of three links (link1, link2
and link3) in experiments. The server PC connects to the AP
through the Gigabit Ethernet, and the host PC is connected
to the AP by the 11n wireless link. The host is 0.5m from
its connected AP, and each AP is 5m from the other AP. The
maximum transmission power is selected for any AP with
the equal antenna gain [16]. The minimax AP setup optimiza-
tion approach in [18] is applied to maximize the throughput
for each link. The iperf 2.05 [42] is used to generate the
TCP traffic between the server and the host.

5.2 Experiment Fields

The experiments were carried out in indoor fields on the 2nd
floor of Graduate School of Natural Science and Technology
Building and the 3rd floor of Engineering Building #2 in
Okayama University. Each field consists of several rooms,
walls, and floors, which can affect the throughput through the
multi-path effect. RS S i and the throughputs are measured
while increasing the physical distance, phD, between the two
APs and their channel distance, chD. By using Homedale
[43], the frequencies of the links under measurements and
the external interfering links are recorded. Figure 3 shows
the site while Figure 4 reveals the frequency utilization for
measurements, where several channels are highly utilized by
non-target APs.

Link_2 Link_3 

Link_1 

Figure 3: Experiment in Graduate School Building.
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Figure 4: Frequency utilization in experiments.

5.3 Experimental Results

For AP1 (and AP2 for three links), the bonded channel 3 is
always assigned. For AP2 (AP3 for three links), the assigned
channel is changed from 3 to 11 one by one, so that the chan-
nel distance chD increases from 0 to 8. The throughput was
measured at the same time for all the links. The experiments
were conducted on weekends and at night on weekdays to
reduce the interference from other Wi-Fi devices.

Figures 5 and 6 show measured individual and average
throughput under concurrently communicating two links and
three links, respectively. The individual throughput fluc-
tuates, because the contention among the links is not well
resolved by the current carrier sense mechanism [44], which
may cause the unfair channel occupation among them. Thus,
in this paper, we use the average throughput among them for
the single link throughput.
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Figure 5: Throughput results for two links.

Figure 6 demonstrates that when the three APs are as-
signed the same channel, one AP takes the entire medium,
which makes the others have the lower throughput. As chD
increases, the throughput of AP3 will enhance gradually, due
to the reduced channel interference.

In this experimental setup, the measured maximum
throughput of one link is about 140Mbps under no inter-
ference. Then, it drops significantly to about 40Mbps under
two links, when the channel distance is smaller than seven.
Furthermore, it drops to about 20Mbps under three links.

3 4 5 6 7 8 9 10 11 12

0

10

20

30

40

50

60

70

80

90

T
h

ro
u

g
h

p
u

t 
(M

b
p

s)

Bonded channel fo AP_3

 AP_1 (Fixed ch 3)

 AP_2 (Fixed ch 3)

 AP_3

 Averange

Figure 6: Throughput results for three links.
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5.4 Observations from Experiment Results
According to the evaluation, it is observed that for the target
link, the interference from the first interfering link causes the
larger throughput drop (from 140Mbps to 40Mbps), and the
interference from the second causes the smaller drop (from
40Mbps to 20Mbps). That is to say, when the target link is
interfered by the first link, the rate adaptation mechanism
lowers the transmission rate by adopting the robust MCS.
Then, the second interfering link further lowers the rate by
adopting the more robust MCS [30][31]. Here, the rate can
be lowered exponentially in MCS.

6 Model Extension for Three-Link
Concurrent Communications

In this section, we present the extension of the throughput
drop estimation model for three concurrently communicating
links based on experimental results.

6.1 Idea of Throughput Drop Estimation un-
der Three Links

As observed before, the throughput drop from multiple inter-
fering links can be estimated one by one through calculating
each drop using the model in Section 4.4 in descending order
of the interference. That is, the drop from the link with the
largest interference is first estimated, assuming the original
maximum throughput. Then, the drop from the link with the
second largest interference will be estimated, assuming the
maximum throughput has been reduced by the first drop.

6.2 Throughput Drop Estimation Procedure
The throughput of the target link linki j under three-link con-
current communications is evaluated by the following proce-
dure:

1. Estimate the throughput of each of the three concur-
rently communicating links using the original model
in Section 4.3.

2. Estimate the throughput drop tpD from each of the
two interfering links using Eq. (4) in Section 4.4.

3. Sort them in the descending order: let tpD1st and
tpD2nd.

4. For the largest interfering link, adjust tpD1st by the
maximum speed of the AP of the target link, because
different APs have different throughput performances:

tpD1st
ad j = tpD1st ×

tpMAP

140
(6)

where tpD1st
ad j represents the adjusted throughput drop

by the largest interfering link, and tpMAP does the
maximum throughput for the AP of the target link.

Then, the throughput tp1st
i j of the target link after con-

sidering the drop by the first link interference is esti-
mated by:

tp1st
i j = tpi j − tpD1st

ad j (7)

5. For the second largest interfering link, adjust the
tpD2nd by;

tpD2nd
ad j = tpD2nd ×

tpMAP − tpD1st
ad j

140
(8)

Then, the throughput tp2nd
i j of the target link after con-

sidering the drop by the second link interference can
be estimated by;

tp2nd
i j = tp1st

i j − tpD2nd
ad j (9)

In [31], Su et al. observed that the throughput drop by
the accumulated interference from two interfering links is
greater than that from a single interferer, but less than the
sum of the drops from the individual interference. The sec-
ond interfering link will cause a smaller drop than the first
one. This observation also supports our throughput drop es-
timation model for concurrently communicating three links.

7 Evaluations of Model Extension
In this section, we evaluate the throughput drop estimation
model for three concurrently communicating links under
POCs and the channel bonding through experiments and
simulations.

7.1 Experiment Results in One Room
First, the devices and one-room field in Sections 5.1 and 5.2
are used in experiments.

7.1.1 Channel Assignments

In experiments, the bonded channel 3 is always assigned to
AP1. Then, the either channel of 3, 7, and 11 is assigned
to AP2. To AP3, the assigned channel is moved from 3 to
11 one by one so that the channel distance is changed. The
throughputs are measured at the same time for all the links.

7.1.2 Throughput Results

Figures 7, 8, and 9 show the measured average through-
put among the three APs when the channel 3, 7, and 11 is
assigned AP2, respectively.
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Figure 7: Throughput results in one room for AP1:ch3, AP2:ch3.
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Figure 8: Throughput results in one room for AP1:ch3, AP2:ch7.
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Figure 9: Throughput results in one room for AP1:ch3, AP2:ch11.

When the three results are compared, Figure 8 indicates
the lowest throughput among them, because AP2 is inter-
fered with both AP1 and AP3. Figure 9 presents the highest
throughput in general, because AP1 and AP2 are not inter-
fered. On the other hand, Figure 7 shows that as the channel
distance increases, the throughput will raise as the reduction
of the interference between (AP1 and AP2) with AP3.

Then, the estimated throughput is calculated by the pro-
posed throughput drop estimation model, and is compared
with the measured throughput. Figures 7- 9 demonstrate that
these throughput are similar in any case. Thus, the accuracy
of the proposed model for three concurrently communicating
links is confirmed.

7.2 Experiment Results in Three Rooms

Next, the experiments are conducted using three rooms on
the 3rd floor of Engineering Building #2 to examine the
accuracy of the model.

7.2.1 Experiment Field

The physical distance between the APs is changed by lo-
cating each AP in a different room from the previous ex-
periments, as revealed in Figure 10. By locating each AP
in a separate room, the overall interference between them
is reduced. The link distance between the AP and its asso-
ciated host is set 0.5m or 4m. The channel assignments in
Section 7.1.1 are adopted.
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3rd  Floor, Engineering Building No.2, Okayama University.  

Access Point Host 

Figure 10: Three room topology.

7.2.2 Throughput Results with 0.5m Link Distance

Figures 11 - 13 show the measured and the estimated
throughput results when the link distance is 0.5m. These
throughput turns out to be similar at any channel distance,
which confirms the accuracy of the proposed model. At the
same time, they are higher than the ones in Figures 7- 9,
since they are less interfered here.
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Figure 11: Throughput results in three rooms with 0.5m link distance for
AP1:ch3, AP2:ch3.
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Figure 12: Throughput results in three rooms with 0.5m link distance for
AP1:ch3, AP2:ch7.
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Figure 13: Throughput results in three rooms with 0.5m link distance for
AP1:ch3, AP2:ch11.

7.2.3 Throughput Results with 4m Link Distance

Figures 14- 16 show the measured and the estimated results
when the link distance is 4m. In Figures 15 and 16, they are
similar at any channel distance. Thus, the accuracy of the
model is verified in the larger link distance as well. How-
ever, in Figure 14, the measured throughput is lower than
the estimated one at each channel distance. This is because
the interference from non-target APs in the field is stronger
around the channel 3, as shown in Figure 4. It is a must to
conduct experiments in environments with less interference,
which will be included in future works.
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Figure 14: Throughput results in three rooms with 4m link distance for
AP1:ch3, AP2:ch3.
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Figure 15: Throughput results in three rooms with 4m link distance for
AP1:ch3, AP2:ch7.
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Figure 16: Throughput results in three rooms with 4m link distance for
AP1:ch3, AP2:ch11.

8 Application to Channel Assign-
ment

In this section, we discuss the application of the proposed
throughput drop estimation model to the POC assignment to
the APs.

8.1 Modification of Channel Assignment
Phase

The channel assignment phase of the active AP configura-
tion algorithm in [45] is modified to assign POC using the
proposed model. Specifically, the formulations for this phase
are revised from the previous one in [45] as follows:

8.1.1 Modification of Input

The number of partially overlapping channels is adopted in
place of the number of orthogonal channels for C.

8.1.2 Modification of Output

The partially overlapping channel assigned to every active
AP is adopted rather than the orthogonal channel assigned
to every active AP.

8.1.3 Modification of Objective

The total interfered communication time E3 is modified to
consider partially overlapping channels by:

E3 =

N∑
i=1

[IT i
i ] (10)

where IT i
i denotes the interfered communication time under

partially overlapping channels for APi.
Under POCs, the link speed drop by the interfered links

needs to be examined in the throughput estimation model.
Therefore, IT i

i can be simply given by:

IT i
i =
∑
j∈AHi

1
tp2nd

i j

(11)

where AHi denotes the set of hosts associated with APi.

www.astesj.com 102

http://www.astesj.com


K.I. Munene et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 94-105 (2019)

Our current throughput estimation model for partially
overlapping channels only examines the interference be-
tween three links. In this paper, we assume that the target
link is interfered by the two strongest interfering links, while
the other interfering links may have negligible effects. This
can be supported by the results in Section 5.4, where the
highest interfering link causes the large drop and the second
link causes the far small drop.

8.2 Evaluations by Simulations

First, we evaluate the performance of the POC assignment
via simulations.

8.2.1 Simulation Platform

The WIMNET simulator [46] is adopted for simulations. Ta-
ble 3 sums up the parameters for simulations [45].

Table 3: Simulation Parameters in WIMNET Simulator.

parameter value
packet size 2360 bytes
max. transmission rate 150 Mbit/s
propagation model log-distance path loss model
rate adaptation model sigmoid function
carrier sense threshold −85 dBm
transmission power 19 dBm
collision threshold 10
RTS/CTS yes

8.2.2 Results for Random Topology

To evaluate the performance in various network environ-
ments for WLAN, first, the random topology is considered.
As shown in Figure 17, in this topology we consider a net-
work field of size 800m×200m, where two rooms are located,
each of length 400m. Eight APs and 25 hosts are allocated
randomly.
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Figure 17: Random topology for channel assignment.
.

Then, the minimum host throughput and the overall
throughput are compared between the POC assignment and
the conventional OC assignment through simulations. Two
channels (3, 11) are used for the OC assignment all the time.
On the other hand, three channels (3, 7, 11), six channels (3,
5, 7, 8, 9, 11), and nine channels (3, 4, 5, 6, 7, 8, 9, 10, 11)
are used for the POC assignment. Table 4 shows the results.

Table 4: Throughput results for random topology.

channel assignment OC POC
# of channels 2 3 6 9
min. host throu. (Mbps) 7.12 9.16 8.42 8.63
overall throu. (Mbps) 174.56 196.74 197.04 198.46

8.2.3 Results for Regular Topology

Next, the regular topology in the third floor of Engineering
Building #2 at Okayama University is considered. The room
size is either 7m× 6m or 3.5m× 6m. Eight APs and 55 hosts
are regularly allocated, as signified in Figure 18.

Active AP Inactive AP Active Host 

Figure 18: Regular topology.

The same two, three, six, and nine channels as for ran-
dom topology are considered. Table 5 shows the minimum
host throughput and the overall throughput for them.

It is noted that in both topologies, as the number of POCs
is increased, the overall throughput will enhance by reduc-
ing the interference while maintaining the minimum host
throughput.

Table 5: Throughput results for regular topology.

channel assignment OC POC
# of channels 2 3 6 9
min. host throu. (Mbps) 2.68 3.11 3.06 3.15
overall throu. (Mbps) 147.76 170.88 168.76 173.49

8.2.4 Results for Regular Topology with Large APs

Finally, in Figure 19 we evaluate the model by simulations
in a new instance by increasing the number of APs from 8
to 10 in the regular topology. The number of hosts remains
as 55.

The evaluation in a real environment using the testbed
is more important to confirm the effectiveness of the model.
Thus, it will be in our future studies.

Active AP Inactive AP Active Host 

Figure 19: Regular topology for 10 APs.
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Table 6 shows the results. As the number of APs in-
creases, the total performance also increases, because more
hosts can be located nearer to the APs, which increase the
throughputs of them.

Table 6: Throughput results for regular topology on 10 APs.

channel assignment OC POC
# of channels 2 3 6 9
min. host throu. (Mbps) 3.97 4.66 4.49 4.55
overall throu. (Mbps) 218.24 250.72 247.29 251.24

8.3 Evaluations by Experiments
Lastly, the throughput of the POC assignment is evaluated
through experiments using the two-rooms topology in Fig-
ure 20. Two channels 3 and 11 are used for the OC assign-
ment, and three channels 3, 7, and 11 are for the POC.

Table 7 shows the simulation and measurement results.
This table indicates the following: 1) the POC assignment im-
proves the overall throughput, and 2) the estimated through-
put is well coincident with the measured one. The accuracy
of the throughput estimation model and the effectiveness of
the POC assignment are confirmed.

                         

B 

A 

AP          Host          

(a) Two-rooms topology

Figure 20: Two-rooms topology.

Table 7: Throughput results for Two-room topology.

channel assignment OC POC
# of channels 2 3
measurement (Mbps) 146.36 158.2
simulation (Mbps) 143.5 157.31

9 Conclusion
In this paper, we presented the throughput drop estimation
model extension for concurrently communicating three IEEE
802.11n links under partially overlapping channels (POCs)
and the channel bonding. Also, we proposed the model
application to the POC assignment to the access-points in

WLAN. Through extensive experiments and simulations, we
confirmed the accuracy of the model and the effectiveness of
the POC assignment. In future, we will upgrade this model
for four or more interfering links. Then, we will evaluate
it in a variety of network scenarios, such as for dense WiFi
environments.
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 Information Systems are a combination of information technology and activities of people 
who use these technologies to support operations, management, data, and technology. 
Based on Indonesian Minister of Home Affairs Decree No. 17 of 2000, the Regional Office 
of the Ministry of Law and Human Rights of West Sulawesi implements the Employee 
Management Information System (SIMPEG) which functions to process data, information 
and employee management. Acceptance of information system users determines whether 
the information system is successful or failed. Thus, this study proposes an integrated model 
between HOT-Fit and UTAUT2 models to identify behaviours and factors that influence 
system user acceptance. The online survey was conducted among SIMPEG users as many 
as 311 respondents consisting of 69.1% men and 30.9% women with an age group 
dominated by 26-35 years as many as 44.1% to test hypotheses based on an integrated 
model using GeSCA. The results of the study prove (1) human factors with the moderation 
of gender and organisation have a significant influence on behavioural intention; (2) 
behavioural intention has a significant influence on user satisfaction; (3) human, 
technology and organisational factors have a relationship of compatibility with each other. 
Besides, the results showed that the integrated model between HOT-Fit and UTAUT2 had 
GFI (0.995) and SRMR (0.079) which indicated an acceptable model fit. The results of the 
study support the importance of human and organizational involvement to achieve success 
acceptance of technology adoption in the government. 
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1. Introduction 

Current technological advances have been widely used in 
various environments, especially the government in Indonesia. 
One of the technologies utilised is the Employee Management 
Information System that has been set in the Decree of the Minister 
of Home Affairs No. 17 of 2000. Article 1 in the Decree states that 
the Employee Management Information System, hereinafter 
abbreviated as SIMPEG, is an integrated totality consisting of 
processing devices including collectors, procedures, processing 
employee and software; storage devices include data centres and 
data banks as well as communication devices that are interrelated, 
interdependent and mutually determine in order to provide 
information in the field of employee [1].  

Therefore, the Regional Office of the Ministry of Law and 
Human Rights (Kanwil Kemenkumham) of West Sulawesi applies 
SIMPEG which is used to process data, information, and 

management as well as employee administration so that it can 
support employee performance and can simplify the staff 
administration process [2]. 

SIMPEG has been developed web-based with fast installation 
and implementation, and structurally SIMPEG was developed with 
a modular method so that it can be adapted to user needs in a short 
time. The implementation of SIMPEG is the realisation of a 
management information system that integrates into a computer 
network that is capable of producing quality information to support 
employee management decision-making in the agency 
environment. However, to achieve a system that can contribute to 
organisational performance, employees must be able to use the 
system effectively and correctly [3], so that the successes and 
failures of the systems used to depend heavily on user acceptance 
of the system [4]. The adoption of new systems is the lack of 
training using Information Communication Technology (ICT), the 
quality of the technology itself, and organisational support [5]. 
Therefore, this study aims to identify behaviour and factors that 
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influence user acceptance of employee management information 
systems by using an integrated model between HOT-Fit and 
UTAUT2 models. 

The integration of the two models is the HOT-Fit Model from 
Yusof et al. (2006) [6], and the UTAUT2 model from V.Venkatesh 
et al. (2012) [7] were conducted to check the use of SIMPEG. The 
proposed integrated model contributes to the literature review 
because there is no recent research on the integration of HOT-Fit 
and UTAUT2 in one model to identify behaviour and factors that 
influence the acceptance of employee management information 
systems from a human, technology and organisation perspective. 
Furthermore, this study analyses the data using the GeSCA, which 
is a model of the structural equation model (SEM) [8]. 

2. Literature Review 

Evaluation of information systems is crucial to find out 
whether information systems fail or succeed. Evaluation of this 
system has been carried out in various fields, such as health by 
Jiunn-Woei Lian, David C. Yen, Yen-Ting Wang (2013) 
investigated important aspects that had an influence in making 
decisions to adopt cloud computing in the Taiwan hospital industry 
using the TOE (Technology-Organization-Environment) 
framework and combined with HOT-fit model (Human-
Organization-Technology fit) [9]. Furthermore, Noor Azizah K. S. 
Mohamadali and Jonathan M. Garibaldi (2010) proposed an 
integrated evaluation model namely UTAUT, DeLone and 
McLean, TTF to evaluate user responses to software technology in 
the health sector [10]. Then, Lourent Monalizabeth E., Ahmad 
Holil NA, Anisah Herdiyanti (2015) who conducted research to 
evaluate the EMR system used in hospitals using the HOT-Fit 
model and this study is useful to help understand aspects 
interrelated aspects between humans, organisations, and 
technology [11]. In the field of finance, Abdullah M. Baabdullah, 
Ali Abdallah Alalwan, Nripendra P. Rana, Hatice Kizgin, Pushp 
Patil (2019) conducted research to combine UTAUT2 and D & M 
to understand what aspects can influence mobile banking, and how 
to use the system can contribute both to customer satisfaction and 
loyalty [12]. 

Based on previous research, the HOT-Fit model is useful for 
identifying interrelated aspects between humans, environment, 
organisation, and technology. UTAUT2 is useful for identifying 
only responses from users regarding the use of information 
systems. The UTAUT2 model can also be integrated with other 
evaluation models to find out the correlation between responses 
from users and other aspects related to system user acceptance. The 
integration model will produce a more effective evaluation of 
information systems so that this study proposes an integrated 
model between HOT-Fit and UTAUT2 models that are tailored to 
the case of information system evaluation to be studied to identify 
behaviours and factors that affect user acceptance of the Employee 
Management system Information System (SIMPEG). 

3. Proposed Integrated Model and Hypothesis 
Development 

Mohamadali and Garibaldi's research (2010) proposed an 
integrated evaluation model by combining three IS evaluation 
models, namely DeLone and McLean (D & M) models, UTAUT 
models and TTF models. The D & M model that has been 

developed into a HOT-Fit Model uses the term intention to use or 
use while the UTAUT2 model uses the term behavioural intention 
or use. The term is almost the same in describing the dimensions 
of dependent factors, namely the intention to use a system. 
However, each model has different independent factors, such as 
the HOT-Fit Model has human factors, technology organizations 
affect the use of the system, and the UTAUT2 Model has seven 
main factors in the form of human factors namely performance 
expectancy, effort expectancy, social influences, hedonic 
motivations, price value, and habits affect the behaviour of system 
usage. 

Conformity between human, technological, and organisational 
factors influences IS successes and failures [4]. However, the 
UTAUT2 model only examines the relationship of the influence of 
human factors on system use and has not examined the relationship 
between technological and organisational factors on system usage. 
Whereas HOT-Fit has examined the relationship of human, 
technological, and organisational factors in the use of the system, 
but this model has not elaborated further the effect of the 
relationship of the human factor dimension to IS use. 

Based on the strengths and weaknesses of the HOT-Fit and 
UTAUT2 models, independent factors in the two models are 
combined to produce integrated models that provide a better 
representation of the determinants of IS use. The integrated model 
between HOT-Fit and UTAUT2 with modifications that are 
adjusted to government characteristics can be seen in Figure 1. 

 
Figure 1. Proposed Integrated Model 

3.1. Human 

Human is an important factor in the development and 
application of IS. This study has human factors consisting of 
several variables explored in Table 2. Social influence variables 
and price value are not included in human factors because they are 
adjusted to the characteristics of the government scope that 
implements all employees must use SIMPEG without any costs to 
be spent by employees in using the system. 

For the effects of gender, previous research shows that gender 
differences in completing tasks affect performance expectations 
[15]. Also, efforts were found to be more prominent in women 

http://www.astesj.com/


A. P. Thenata et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 106-114 (2019) 

www.astesj.com     108 

than men [16] whereas previous studies have found that men are 
more schematic in processing information and relevant details 
tend to be ignored, while women tend to be piecemeal and detail 
in processing information so that it will weaken the effects of 
habits on intention or behaviour [17]. 

Table 2. Definition of Variable Human Factors  

Variables Human Factor 
Performance 
Expectancy (PE) 

The extent to which people believe using 
SIMPEG will provide increased 
performance in their work [13]. 

Effort Expectancy 
(EE) 

The level of ease experienced by users 
when using SIMPEG [13]. 

Hedonic 
Motivation (HM) 

The extent to which people get pleasure 
from using technology [14]. 

Habit (HT) The extent to which the tendency to 
conduct causal behaviour is a recurring 
action in using SIMPEG [14]. 

 
Furthermore, it is found that consumer technological innovation 
is related to gender differences [18]. Using new technology at an 
early stage, men tend to trace innovation and novelty [19]. In turn, 
this tendency will increase hedonic motivation in the initial 
decisions on the use of technology in men. Thus, this study 
proposes: 

H1. Human factors influence the behavioural intention to use the  
system with gender moderation 

3.2. Technology 

An information system is one technology that can simplify the 
process of human work. A good information system is assessed in 
terms of the quality of information, systems, and services that this 
research explored in Table 3 [20]. 

Table 3. Definition of Variable Technology Factors 

Variable Technology Factors 
System 
Quality 
(SQ) 

Measuring SIMPEG quality related interfaces, 
response time, system integration, and system 
security. 

Information 
Quality 
(IQ) 

The quality of SIMPEG information is 
measured by the accuracy, relevance, 
completeness, and accuracy of the information 
produced. 

Service 
Quality 
(SQ) 

Refer to SIMPEG manager support in providing 
assistance services and speed in responding to 
complaints/problems that occur. 

 
Technology has a close relationship with humans because 

humans as users are in direct contact with the system. Several 
factors that influence decision making using a new system are 
benefits, namely that users are confident that their performance 
will improve with this system. Thus, this study proposes: 

H2. Technology factor influences the behavioural intention to 
use the system 
H7. There is a relationship of fit between human and technology 

factors 

3.3. Organisational 

Organisations are a group of people formally along with 
inseparable sources to achieve management goals and need to pay 
attention to their policies. This study has organisational factors 
consisting of several variables explored in Table 4. 

Table 4. Definition of Variable Organizational Factors 

Variable Organizational Factors 
Facilitating 
Condition 
(FC) 

The extent to which people believe that 
resources, facilities and infrastructure, training, 
and assistance facilities are available to support 
users in using SIMPEG [21]. 

Organisation 
Structure 
(OS) 

The extent to which people believe that the 
organisation has carried out a strategy and plan 
for SIMPEG implementation [22]. 

Organisation 
Environment 
(OE) 

The extent to which people believe that 
organisations have provided full support for 
SIMPEG implementation [22]. 

Organisational and human factors have an important role in 
developing and implementing SI. Besides, harmony between 
humans and organisations is needed to ensure the success of SI 
implementation by harmonising user needs, management, and 
work routines as the introduction of systems in complex ways 
affecting different dimensions of fit [23]. Furthermore, 
organisational suitability (goals, structures, and processes) and 
technology are important starting points in the implementation of 
SI because it is one of the strategies that can affect organisational 
performance [24]. Based on this, this study proposes: 

H3. Organisational factors influence the behavioural intention to 
use the system 

H8. There is a relationship of fit between technology and  
organisational factors 

H9. There is a relationship of fit between organisational and human  
 factors 

3.4. User Satisfaction, Behavioral Intention, and Use Behavior 

User Satisfaction (US), namely, feedback and response from 
users who have used the system [6]. The attitude of users towards 
information systems is a subjective criterion of how users like the 
system used. According to DeLone and McLean (2003), user 
satisfaction can be seen from the whole system of information 
presented [20]. In general, user satisfaction as a result of a 
comparison between expectations or needs of information 
systems with received system performance and benefits in the 
system input-output process that can affect user behaviour. Also, 
behavioural intention affects the use of using SIMPEG. Thus, this 
study proposes: 

H4. Behavioural factor intention influences user satisfaction 
H5. User satisfaction influences use behaviour 
H6. Behavioural intention influences use behaviour 

4. Methodology 
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This research collects data using online surveys because it is 
by the conditions of the Indonesian people who mostly have 
internet access. Easy validation facilities provided online surveys 
to ensure respondents resolved all questions without error [25]. 
The collected data is validated and used for data analysis, with a 
100% response rate. The sample of this study was 311 
respondents who were employees of the Kemenkumham Region 
of West Sulawesi and were randomly selected. There are two parts 
to this questionnaire. The first part consists of questions related to 
information on respondents' characteristics, which can be seen in 
Table 5. Furthermore, the second part consists of 28 questions 
representing measurement items in an integrated model between 
the UTAUT2 and HOT-Fit models (see Appendix A) using a 4 
Likert scale. 

Table 5. Characteristics of Respondents 

Characteristics Frequency Percent(%) 

Gender Men 215 69.1 
Women 96 30.9 

Age 

18 – 25 82 26.4 
26 – 35 137 44.1 
36 - 45 43 13.8 
Above 45 49 15.8 

 
Table 5 shows the respondents collected in this study consisted 

of 69.1% men and 30.9% of women with age 18-25 (26.4%), 26-
35 (44.1%), 36 - 45 (13.8%) and over 45 years old around 15.8%. 
Furthermore, the data obtained will be analyzed using the Structure 
Equation Model (SEM) model in the form of a Generalized 
Structured Component Analysis (GeSCA). GeSCA was chosen 
because it can analyse the combined approach of factor analysis, 
structural models and path analysis together and can do three 
activities at once, namely testing reliability, testing between 
variables and testing the model used [16]. 

5. Result and Discussion 

Two stages of SEM were applied in this study, namely the 
measurement model to measure the level of fit of the model 
adequately and to test the reliability and validity of latent 
constructs through confirmatory factor analysis. Then the 
structural model is tested to verify the integrated model related to 
the hypothesis in this study. 

5.1. Measurement Model 
5.1.1. Overall Goodness of Fit 

The overall size of the fit model is carried out before the 
structural model stage, including FIT, AFIT, GFI, SRM, and 
NPAR [8]. 

• FIT indicates the total variance that can be explained 
from all variables for model specifications. The FIT 
value ranges from 0 to 1. The FIT value recommended is 
≥ 0.5. The higher the FIT value indicates, the greater the 
variance of the variable can be explained from the model 
specifications. 

• Adjusted FIT (AFIT) is similar to FIT but takes into 
account the complexity of the model. The more AFIT 
values close to FIT values can be said to support the 

conclusion of FIT. The AFIT value can be calculated 
based on the FIT value using the following formula. 

• The goodness of FIT Indices (GFI) and Standardized 
Root Mean Square Residual (SRMR) are fit criteria that 
indicate the difference between sample covariances and 
covariances generated from the estimated GeSCA 
parameters. The GFI value approaches 1, and the SRMR 
value close to 0 can be considered an indication of 
compatibility. The recommended GFI value for fit model 
size is> 0.90, and the recommended SRMR value for fit 
model size is ≤ 0.80. 

• The number of Free Parameters (NPAR) is the sum of 
free parameter estimates, weights, loading and path 
coefficients. 

The overall results of the measurement of the integrated 
model used in this study can be seen in Table 6. The FIT value is 
obtained at 0.609 or 60.9%, which indicates that the model can 
explain the total variance of all the variables in this study. Besides, 
the AFIT value is obtained at 0.609, which indicates that the AFIT 
value is close to the FIT value; it can be said to support the 
conclusion of the FIT. From the results of FIT and AFIT, it can 
be concluded that performance expectancy, effort expectancy, 
hedonic motivation, habit, system quality, information quality, 
service quality, organisation structure, organisation environment, 
behavioural intention, user authentication, and user behaviour can 
determine research models. Then the GFI value of 0.995 indicates 
that the model is feasible because it approaches the value 1. The 
SRMR value of 0.066 approaches the value of 0, indicating a good 
fit. The NPAR value shows the estimated number of free 
parameters of 60. The result means that the proposed integrated 
model is compatible with this study. 

Table 6. Measurement Model 

Model Fit  
FIT  0.609  

AFIT  0.607  
GFI  0.995  

SRMR  0.066  
NPAR  60  

 
5.1.2. Test Validity and Reliability 

Before going further in the analysis of structural models, it is 
necessary to test the reliability of construction and validity. Table 
7 describes the value of loading factors, average variance 
extracted (AVE) and composite reliability (CR). Convergent 
validity recommendation value is >0.7 [26]. Therefore, UB1 was 
dropped. Besides the value of the loading factor of other construct 
items is more than 0.7, it can be said that all indicators in the 
model have met the convergent recommendation for validity> 0.7. 
Likewise, the AVE value of all arranged variables is between 
0.605 - 0.937 so that it can be said that the AVE values of all the 
variables in the model meet good discriminant validity which 
is >0.50 and show that more than 50% of the variance of the 
indicators can be explained [27]. The CR was considered in this 
study. Latent variables can be said to be reliable if they have a 
value of CR> 0.70 [27]. All latent variables have a CR value 
above 0.70. Based on the results of the analysis obtained it can be 
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concluded that all variables are valid and reliable because they 
have met the requirements of a good model. 

Table 7. Loading Factor, AVE, CR 

Factor Item Loading 
Factor AVE CR 

Human 

PE1 0.807  

0.628 0.931 

PE2 0.753  
EE1 0.804  
EE2 0.798  
HM1 0.796  
HM2 0.846  
HT1 0.779  
HT2 0.757  

Technology 

SQ1 0.795  

0.605 0.902 

SQ2 0.766  
IQ1 0.809  
IQ2 0.796  
SEQ1 0.761  
SEQ2 0.735  

Organizational 

FC1 0.774  

0.605 0.902 

FC2 0.767  
OS1 0.723  
OS2 0.823  
OE1 0.781  
OE2 0.797  

Behavioral 
Intention 

BI1 0.820  
0.804 0.925 BI2 0.925  

BI3 0.941  

User Satisfaction US1 0.969  0.937 0.967 US2 0.967  

Use Behavior 
UB1 -0.874 Dropped 
UB2 0.792  0.692 0.817 UB3 0.868 

 
Table 8. Overview of Structural Models 

Path   Estimate  CR  
Human  Behavioral Intention 0.796  32.64*  
Technology  Behavioral Intention  0.094  0.94  
Organizational  Behavioral Intention  0.460  5.67*  
Behavioral Intention  User Satisfaction  0.604  13.3*  
User Satisfaction  Use Behavior  -0.128  2.09*  
Behavioral Intention  Use Behavior  -0.319  4.14*  

Table 9. Analysis of the impact of moderating variable gender 

Path 
Gender 

Men Women 
Estimate CR Estimate CR 

Human  
Behavioral 
Intention 

0.633 14.24* 0.676 12.95* 

 
5.2. Structural Model and Testing Hypothesis 

The structural model analysis was conducted to determine the 
effect between variables hypothesised by this study. Also, testing 

using GeSCA can show hypotheses that are accepted or rejected. 
The hypothesis is accepted if it has a positive relationship that can 
be seen from the estimated and significant values which can be 
seen from the value of CR> 1.96 marked by a sign (*) [28]. The 
analysis of the moderating variable is done using a multigroup 
approach at GeSCA. The results of the analysis of structural 
models can be seen in Table 8 and an analysis of the impact of the 
moderating variables in this study is described in Table 9. 

Table 8 shows the results of the structural model test. 
Organizational factors (Estimate = 0.460, CR = 5.67*) are known 
to have a positive and significant effect on behavioral intention 
while technological factors (Estimate = 0.094, CR = 0.94) have a 
positive effect on behavioral intention but are not significant. 
Then, it is known that behavioural intention has a positive and 
significant effect on user satisfaction (Estimate = 0.604, CR = 
13.3*). However, behavioral intention (Estimate = -0.319, CR = 
4.14 *) and user satisfaction (Estimate = -0.128, CR = 2.09*) does 
not have a significant effect on use behavior.Also, Table 9 shows 
an analysis of human factors with moderating gender variables. 
The results of the analysis show that human factors with gender 
men and women moderation have a positive and significant effect 
on behavioural intention. Furthermore, a correlation test is carried 
out to determine whether there is a relationship between human, 
technological and organisational compatibility can be seen in 
Table 10. 

Table 10. Relationship of Human, Technology, and Organization Factors 

Relationship Correlation Value of Latent 
Variables 

Human Technology 0.796 
Technology Organisational 0.758  
Organisational Human 0.736  
 

Table 11. Summary of the Hypothesis 

Hypothesis Remarks 
H1. Human factors influence the behavioural 

intention to use the system with gender 
moderation 

Yes 

H2. Technological factors influence the 
behavioural intention to use the system No 

H3. Organisational factors influence the 
behavioural intention to use the system Yes 

H4. Behavioural factor intention influences user 
satisfaction Yes 

H5. User satisfaction influences use behaviour No 
H6. Behavioural intention influences use 

behaviour No 

H7. There is a relationship of fit between human 
and technology factors Yes 

H8. There is a relationship of fit between 
technology and organisational factors Yes 

H9. There is a relationship of fit between 
organisational and human factors Yes 

 
Table 10 shows the test results with the fit between human, 

technology and organisation factors that have a correlation value> 
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0.05, so the hypothesis is accepted [29]. Human factors with 
technology (0.782), factor technology with the organisation 
(0.758) and factors with human organisations (0.736) are known 
to have conformity relationships. These results indicate that there 
are nine hypotheses in this study consisting of 6 accepted 
hypotheses and 3 rejected hypotheses which can be seen in Table 
11 and the overall summary of the results of the research model 
can be seen in Figure 2. 

 
Figure 2. Summary of the results of the research model 

According to the results of the analysis, human factors have 
a positive and significant effect on the behavioural intention with 
gender moderation (H1). In the female sex, the effect is stronger 
in influencing behaviour intentions using SIMPEG than men. The 
results of this study support previous research, which states that 
gender differences are associated with difficulties in allocating 
attention to information at work so that it will affect intention or 
behaviour using the system [7,30]. 

Technological factors were found to have a positive effect on 
behavioural intention (H2) but were not significant. The quality of 
the system, information, and services of a good system will have 
a strong influence on the intention to use the system [31]. 
However, in this case when the employee as a user accesses 
SIMPEG it is found that the quality of information produced is 
less accurate and relevant to the information needed by employees 
and the quality of service is not quick to deal with problems 
related to errors in the field that weaken the technological 
relationship with intention to use. 

Organisational factors have a positive and significant effect 
on behavioural intention (H3). This result is by previous studies 
conducted by Frendy and Holzmann [32,33]. Organizationally, 
the West Sulawesi Regional Office of Kemenkumham has 
provided support and implemented appropriate strategies based 
on the organisational environment to influence behavioural 
intentions using SIMPEG. 

Behavioral intention has a positive and significant effect on 
user satisfaction (H4). Yusof et al. said user satisfaction is an 

overall assessment of user experience in using information 
systems and their potential impact [6]. Increasing user satisfaction 
requires an effort to increase the intention to use SIMPEG. 
Increasing the intention to use SIMPEG can be done by increasing 
proven human, technological and organisational factors (H1-H3) 
having a positive effect on behavioural intentions using SIMPEG. 

User satisfaction and behavioural intention to use the system 
have a negative and insignificant relationship to system usage 
behaviour (H5-H6). User satisfaction and interest in using 
information systems refer to the results of system performance 
received and benefits in the process of input-output systems that 
affect individual decisions to use or not use the system in 
completing a series of tasks. While in this case it was found that 
the system was less accurate and relevant to the information 
needed by employees and was not quick to deal with problems 
related to errors giving a negative relationship to the behaviour of 
using the system. 

Furthermore, the results of the analysis of the correlation 
value in the 7th hypothesis correlate> 0.05 so that it can be said 
that human factors have a relationship of conformity with 
technology. The result can be explained from humans as users 
who come in direct contact with the system have several things 
that influence the decision making to use the system, namely users 
believe that their performance will increase with the use of 
systems and systems easy to use with the complete user guide. 
Also, users with certain information technology (IT) skills are not 
sufficient requirements for system use or acceptance, but their 
skills in using IT must be by the requirements of the system itself. 
The result shows the need for 'conformity' between humans and 
technology. The system failure can occur due to several causes, 
namely system failure, technical failure including hardware, 
software and communication errors. Also, usability failure is at 
the technical level when the system does not match the tasks 
needed in the organisation; failure as desired when the situation is 
technically correct and according to specific needs but the system 
is unsuccessful because the user does not approve it or rejected by 
them. Finally, it will result in a system rejecting behaviour if it is 
'fit' between users or humans and low technology [34]. 

Meanwhile, this study also found that technological factors 
have a relationship with an organisation (H8). These results 
support previous studies by Yusof and Mohamadali [22,23]. 
Yusof stated that the lack of compatibility between the main 
organisational elements contributed to a large number of system 
failures that needed support from the organisation. One form of 
this suitability, namely strategy, planning and support from the 
organisation in implementing SIMPEG can be a budget for 
facilities and infrastructure. The selection of SI needs to support 
the strategy and goals of the organisation. Each system needs to 
be aligned with organisational settings. The system shows the 
need for 'fit' between technology and organisation. Also, 
evaluation of information systems not only discusses how well the 
system works but also needs to discuss how well a system works 
in certain settings with certain users and further what functions 
the system itself and why the system works like that [35]. The 
clearly shows the need to evaluate technology together with 
organisations, as well as humans who use the system, namely 
conformity with the factors that influence acceptance. One thing 
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that can be done to improve the performance and productivity of 
employees is to increase voting, information technology 
infrastructure that supports the implementation of the SIMPEG. 

Then, the results of the analysis in this study found that 
human factors have a relationship of conformity with the 
organisation (H9). Organisations are a group of people formally 
along with inseparable sources to achieve management goals and 
need to pay attention to policy. One form of this suitability is, for 
example, if certain individuals or users do not have the skills to 
use the system, organisational management is responsible for 
providing the necessary training [22,36]. To achieve a 
management information system (MIS), that is successful and has 
a positive impact on the organisation, and the information system 
must first have an impact on the individual. The MIS will 
ultimately affect users to accept technology so that it can improve 
the performance and productivity of employees. 

6. Conclusion and Future Research 

This study used 311 respondents with men (69.1%) and women 
(30.9%) to test the factors that influence SIMPEG user acceptance 
and identify user behaviour. To achieve this goal, the researchers 
propose an integrated model based on HOT-Fit and UTAUT2 that 
has a Goodness of Fit Index (GFI) of 0.995 and a Standardized 
Root Mean Square Residual (SRMR) of 0.079 indicating the 
model is compatible with this study. Based on the results of the 
analysis and discussion concluded from the nine hypotheses 
proposed, there are six hypotheses accepted, and three hypotheses 
rejected, among others: 

• Human factors with the moderation of gender, 
technology, and organisation have a positive and 
significant effect on behavioural intention. While 
technology has a positive effect on behavioural intention 
but is not significant. 

• The behavioural intention has a significant effect on user 
satisfaction. 

• Behavioural intention and user satisfaction do not have a 
significant effect on user behaviour. It can occur because 
the system is less accurate and relevant to the information 
needed by employees and is not quick to deal with 
problems related to errors that weaken the relationship to 
behaviour to use the system. 

• Humans and technology are compatible, technology and 
organisations, as well as organisations and humans in the 
adoption of information systems. 

Future research will expand research into other fields (for 
example education, health, and media) which include human factor 
variables with age and experience moderation, and other variables 
such as social influence and price value. Finally, the new 
integration between the HOT-Fit and UTAUT2 models is a 
contribution to the current information system literature and 
provides an understanding of the importance of technology and the 
involvement of humans and organisations to achieve successful 
acceptance of the technology itself. 
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Appendix A. Questionnaire 

Factor Items Question Sources 

Human 

PE1 I feel New SIMPEG 
is easy to use 

Venkatesh 
et al. 
(2012) 

PE2 
Using SIMPEG New 
can help me get 
things done quickly 

EE1 I easily learn how to 
use SIMPEG New 

EE2 
It's easy to master 
how to use SIMPEG 
New 

HM1 I feel that using 
SIMPEG New is fun 

HM2 I enjoy using 
SIMPEG New 

HT1 
The use of New 
SIMPEG has become 
a habit for me 

HT2 I have to use 
SIMPEG New 

Technology 

SQ1 
The New SIMPEG 
process does not 
require a long time 

Yusof et 
al. (2006) 

SQ2 

SIMPEG New has 
high security 
regarding data 
integration 

IQ1 

The application of 
the New SIMPEG 
reduces the errors in 
the staff data 
management process 

IQ2 

The application of 
SIMPEG New 
creates accurate 
information and 
staffing 

SEQ1 There is a guide to 
using SIMPEG New 

SEQ2 I get help quickly 
when an error occurs 

Organisational 

FC1 

Regional Office of 
Kemenkumham West 
Sulawesi has the 
tools needed to use 
SIMPEG New 

FC2 
SIMPEG New is 
compatible with the 
technology that I use 

OS1 

The application of 
New SIMPEG is the 
Kemenkumham 
strategy for 
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Factor Items Question Sources 
performance 
improvement 

OS2 

The implementation 
of New SIMPEG has 
been well planned by 
the Ministry of Law 
and Human Rights 

OE1 

SIMPEG New has 
adequate financial 
support in providing 
the hardware needed 
from the Ministry of 
Law and Human 
Rights 

OE2 

All agencies of the 
West Sulawesi 
Kemenkumham 
Regional Office 
support and assist in 
the implementation 
of New SIMPEG 

Behavioural 
Intention 

BI1 
I intend to use New 
SIMPEG in the 
future Venkatesh 

et al. 
(2012) BI2 

I will always try to 
use SIMPEG New in 
my daily work life 

BI3 I plan to use 
SIMPEG New often 

User 
Satisfaction 

US1 

SIMPEG New 
simplifies the staff 
administration 
process Yusof et 

al. (2006) 

US2 

SIMPEG New 
accelerates the staff 
administration 
process 

Use Behavior 

UB1 
Every working day I 
regularly use 
SIMPEG New Venkatesh 

et al. 
(2012) UB2 I rarely use New 

SIMPEG in a week 

UB3 I rarely use New 
SIMPEG in a month 
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 The increasing number of breast cancer in recent years has attracted numerous 
researchers’ attention. Several techniques of Computer Aided Diagnosis System have been 
proposed as alternative solutions to diagnose breast cancer. The flaw of simply using the 
naked eye to see the differences between normal and with cancer mammogram images 
makes the texture analysis play an important role in classifying breast cancer. In this study, 
the results of the classification were compared using various methods of texture analysis in 
extracting a feature of the mammogram image. Some texture analysis methods, including 
first order, which consist of GLCM, GLRLM, and GLDM, have successfully extracted 
features based on their characteristics. The statistical features of these methods are used 
as input for the ECOC SVM classification, which three kernel comparisons; linear, RBF, 
and polynomial, build the classification. The results show that the best kernel is polynomial 
kernels with statistical features built by GLRLM with 93.9757% accuracy value. 
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1. Introduction 
Breast cancer is one of the most common cancers for 

women around the world. Early diagnosis and treatment are very 
important in reducing the mortality rate. The advances of 
screening and treatment toward cancer have a contribution to 
increasing the survival rates since 1989. There are around 3.1 
million breast cancer sufferers in the United States (U.S.). The 
possibility of women dying because of breast cancer is about 1 in 
37, or 2.7 percent [1]. Some factors associated with breast cancer 
are obesity, the age of the first giving birth, breastfeeding history, 
and age of menarche [2]. The symptoms identification and routine 
screening can give early detection toward cancer to prevent the 
occurrence of acute breast cancer. A mammogram is one of the 
X-ray imaging test technique to screen and diagnose the initial 
cancer sufferers. The Mammogram produces an image that helps 
to detect lumps or abnormalities. The mammographic image 
sometimes shows abnormal areas that are not cancer, which may 
cause unnecessary stress and intervention. Ultrasound scanning 
can help to distinguish a solid mass or a fluid-filled cyst. In 
addition, research as an effort to prevent breast cancer has been 
conducted by using BIRADS 2,3 and four which stages of cancer 
that can be prevented and the fourth stage is called “No lesions” 

where veins and networks are detected by high pass Gaussian 
filters. The diagnosis accuracy for breast cancer patients is very 
critical because it can affect the patient's mentality. Similarly, 
Yuhana [3] has found that the analysis of K-Nearest Neighbor 
algorithm method showed to screen breast cancer has an accurate 
prediction from 39 cases. 

Considers computer-aided diagnosis is a medically 
necessary adjunct to mammography. Computer Aided Diagnosis 
System (CADS) plays an important role in the medical field, 
specifically in performing medical image processing [4]. CADS 
has several benefits, such as an alternative diagnosis that can save 
costs, time, reduce the possibility of diagnostic errors, and help 
medical workers to diagnose disease objectively [5]. In CADS, 
medical images are classified using various stages; those are 
preprocessing, feature extraction, and classification [5–8]. 
Afterward, the medical image should be improved by using the 
various method. As a result, the medical image quality can meet 
the required standard. In short, the medical image is a raw source 
where further treatment should be processed to meet the contrast, 
size, and uniformity of image lighting [4,6]. 

Medical images that have adequate quality are overviewed 
by using texture analysis to obtain the characteristic texture 
parameters of the image [4]. Texture analysis of medical images 
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represents a feature extraction form that facilitates the correct 
classification of images based on their characteristics. However, 
texture analysis with different methods will produce different 
groups classification as well, even it uses the same medical image. 
Therefore, feature extraction is needed to match data and analysis. 
There are four feature extraction methods based on the statistical 
order. They are: first statistic (first-order extraction) [1], second 
statistics (Gray Level Co-occurrence Matrix) [5,6], run-length 
high order statistics ( Gray Level Run Length Matrix) [9–11] and, 
other order statistics (Gray level Difference Method) [12]. Thus, 
the purpose of this study is to determine the appropriate feature 
extraction method in a disease diagnosis system. As a result, the 
best feature extraction method will contain the characteristics of 
the image texture and classify the medical image correctly into the 
group. 

In recent years, there has been an increasing interest in the 
development of CADS techniques, and an increase in breast 
cancer cases have attracted the attention of many researchers. 
Saban Ozturk and Bayram Akdemir implemented feature 
extraction methods of GLCM, LBP, LBGLCM, GLRLM, and 
SFTA in the classification of histopathological images [10–13]. 
Various feature extraction methods are used as training and 
testing in classifying histopathological images to obtain the most 
applicable method and suit the characteristics of existing data [10]. 
Similarly, Aswini K Mohanty et al. have classified benign mass 
and malignant mass using a combination of GLCM and GLRLM 
methods on mammogram images. The results showed a 
combination of the two methods with a fairly good accuracy value, 
94.9% [10]. Moreover, Naga Padmaja and Shudir implemented 
GLCM, GLRLM, and hybrid metaheuristic - GLRLM method in 
classifying breast cancer. The results, after conducting various 
types of testing methods, showed that Hybrid GLRLM provided 
better accuracy than other methods [11]. For this reason, this 
research implements feature extraction methods using statistical 
order to assist the diagnosis process of breast cancer cases. 
Afterward, The result of the statistical order will be used as an 
input in the classification stage. 

In addition, various studies have also used various methods 
in the classification of mammogram images, for example, the 
Backpropagation method [14,15], Support Vector Machine 
[5,16,17], Fuzzy Neural Network [18], and Adaptive Neuro-
Fuzzy Inference System (ANFIS) [18–23], etc. Some of these 
methods are subcategories of artificial neural network methods 
that have been widely implemented for various types of diseases 
by previous researchers [20]. However, in this study, the 
researcher used the SVM method to classify mammogram images. 
The SVM method provides a high degree of accuracy in 
classifying both linear and nonlinear case. A research finding by 
[24], also points towards how the SVM maximizes the hyperplane 
boundary as a benchmark for classifying. In addition, SVM can 
handle well nonlinear separate data case through the SVM kernel 
[24]. Moreover, SVM provides excellent classification results, 
especially in complex cases, with moderately short training times. 
Computer-aided diagnosis system  
2. Literature Review 

2.1. Support Vector Machine 
The multiclass SVM method has three approaches; one-

against-all (OAA), one-against-one (OAO), and error computing 

output code (ECOC) approach [24]. This study used the ECOC 
approach since the way how these approach works are to add 
redundant data into messages which are sent in the form of a 
codeword. Thus, the message recipient can detect errors in the 
messages and recover the original message if there are several 
small errors [13,14]. Furthermore, the ECOC SVM approach is 
very suitable for several noise data that has become a common 
problem of breast cancer classification Kernel SVM 

2.2. Kernel SVM 
 

The method applied in SVM to solve nonlinear cases is kernel 
[5]. The kernel maps data to a higher dimensional space using the 
mapping function 𝜃𝜃(𝑥𝑥)  , by multiplying the mapping 
function𝜃𝜃(𝑥𝑥) , each multiplication 𝑥𝑥𝑖𝑖 . 𝑥𝑥𝑗𝑗  will be calculated by 
using 𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗) where 𝑥𝑥𝑖𝑖′ 'will be mapped to space with higher 
dimensions as follows: 

     �𝜃𝜃(𝑥𝑥𝑖𝑖). 𝜃𝜃�𝑥𝑥𝑗𝑗�� = 𝐾𝐾�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�                                    (1) 
  

SVM has some basic kernels; linear, Gaussian (RBF), quadratic, 
and polynomial kernels [5,24,25]. Each kernel is used in the 
training and testing stages to get the best classification results 
based on the distribution of the data. This study will a comparison 
of three kernels compared three kernels; linear, Gaussian (RBF), 
and polynomial. 

2.3. Texture Analysis 
 
Texture analysis used in the mammogram image is in the 

form of statistical matrix order distribution based on pixel 
intensity. It consists of several orders; first-order statistics, 
second-order statistics (GLCM), high-order run-length statistics 
(GLRLM), and GLDM  

The first-order statistic is a first-order extraction method 
based on the histogram image characteristics which represents an 
opportunity for the appearance of the gray degree value of pixels 
in an image based on its surrounding pixels. There are several 
parameters in first-order statistics, those are mean, standard 
deviation (variance), smoothness, a third moment, uniformity, 
skewness, kurtosis, and Entropy [4]. 

The second-order statistic is an extraction method that counts 
the relationship between two pixels (surrounding pixels) in the 
image. For analysis needs, second-order texture analysis requires 
the help of matrix co-occurrence for gray images, usually called 
GLCM [9,10]. Second-order texture analysis is better at 
representing image textures in measured parameters, such as 
contrast, correlation, homogeneity, entropy, and energy [14,18]. 

From these various statistical orders, GLRLM has a higher 
statistical feature than the others [5,6,14]. GLRLM is a high-order 
statistical feature that applies a run-length matrix. The run length 
shows the number of pixels (distance) covered from Pixel of 
Interest (PoI) to pixels with the same intensity value (in the 
horizontal and vertical direction) [26]. 
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1. GLDM [12] 

First-order statistics, GLCM, GLRLM, and GLDM, have 
several statistical features. In this study, the statistical features 
used are mean, standard deviation, contrast, correlation, energy, 
homogeneity, SRE, LRE, GLN, RLN, RP, LGRE, and HGRE [6]. 
The definitions of these features are as follows: 

2. Mean 

mean is the size of the dispersion of an image that can be 
calculated by equation (2) [4]: 

𝜇𝜇 = ∑ ∑ 𝑖𝑖�𝑌𝑌(𝑖𝑖, 𝑗𝑗)�𝐿𝐿
𝑗𝑗=1

𝐿𝐿
𝑖𝑖=1                                (2)  

(2.2) 
1) Standard Deviation 

Standard deviation is a variety of histograms of an image 
that can be calculated by equation (3) [4]: 

: 

𝜎𝜎 = �∑ ∑ 𝑌𝑌(𝑖𝑖, 𝑗𝑗)(𝑖𝑖 − 𝜇𝜇𝑖𝑖)2𝐿𝐿
𝑗𝑗=1

𝐿𝐿
𝑖𝑖=1                 (3) 

 
(2.3) 

2) Contrast 
Contrast is the size of diversity or gray intensity variation 
of an image [27]. Equation (4) is the equation of contrast. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = ∑ ∑ |𝑖𝑖 − 𝑗𝑗|2𝑌𝑌(𝑖𝑖, 𝑗𝑗)𝐿𝐿
𝑗𝑗

𝐿𝐿
𝑖𝑖               (4)  

(2.4) 
3) Correlation 

Correlation is a measure of the linear shape of gray image 
degree. Equation (5) is an equation of correlation [9]. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝐶𝐶 = ∑ ∑ (𝑖𝑖−𝜇𝜇𝑖𝑖)(𝑗𝑗−𝜇𝜇𝑖𝑖)𝑌𝑌(𝑖𝑖,𝑗𝑗)
𝜎𝜎𝑖𝑖𝜎𝜎𝑗𝑗

𝐿𝐿
𝑗𝑗=1

𝐿𝐿
𝑖𝑖=1           (5) 

 With the mean and standard deviation, it can be 
found from equations (6) to (9) 

𝜇𝜇𝑖𝑖 = ��𝑖𝑖�𝑌𝑌(𝑖𝑖, 𝑗𝑗)�
𝐿𝐿

𝑗𝑗=1

𝐿𝐿

𝑖𝑖=1

 
 
            
(6) 

𝜇𝜇𝑗𝑗 = ��𝑗𝑗�𝑌𝑌(𝑖𝑖, 𝑗𝑗)�
𝐿𝐿

𝑗𝑗=1

𝐿𝐿

𝑖𝑖=1

 
 
(7) 

𝜎𝜎𝑖𝑖 = ���𝑌𝑌(𝑖𝑖, 𝑗𝑗)(𝑖𝑖 − 𝜇𝜇𝑖𝑖)2
𝐿𝐿

𝑗𝑗=1

𝐿𝐿

𝑖𝑖=1

 

 
(8) 

𝜎𝜎𝑗𝑗 = ���𝑌𝑌(𝑖𝑖, 𝑗𝑗)�𝑗𝑗 − 𝜇𝜇𝑗𝑗�
2

𝐿𝐿

𝑗𝑗=1

𝐿𝐿

𝑖𝑖=1

 

 
(9) 

 
 

 

4) Energy 
Energy shows the measure of the concentration of pixel 
pairs in the intensity of the congruent matrix at several 
coordinates [27]. Equation (10) is the equation of energy 

𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝑒𝑒 = ∑ ∑ 𝑌𝑌(𝑖𝑖, 𝑗𝑗)2𝐿𝐿
𝑗𝑗=1

𝐿𝐿
𝑖𝑖=1                (10)  

5) Homogeneity 
Homogeneity shows an image with a degree of gray 
similarity [4]. Equation (11) is the equation of 
homogeneity 

𝐻𝐻𝐶𝐶𝐻𝐻𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝑒𝑒 = ∑ ∑ 𝑌𝑌(𝑖𝑖,𝑗𝑗)2

1+(𝑖𝑖−𝑗𝑗)2
𝐿𝐿
𝑗𝑗=1

𝐿𝐿
𝑖𝑖=1   (11)         

 

6) 𝑆𝑆𝑆𝑆𝐸𝐸,𝐿𝐿𝑆𝑆𝐸𝐸,𝐺𝐺𝐿𝐿𝐺𝐺,𝑆𝑆𝐿𝐿𝐺𝐺,𝑆𝑆𝑅𝑅, 𝐿𝐿𝐺𝐺𝑆𝑆𝐸𝐸, and 𝐻𝐻𝐺𝐺𝑆𝑆𝐸𝐸 
Equation (12) to (19) is a statistical feature equation for 
GLRLM [5,6,19]. 

𝑆𝑆𝑆𝑆𝐸𝐸 = 1
𝐺𝐺𝐶𝐶
∑ ∑ 𝑌𝑌(𝑖𝑖,𝑗𝑗)

𝑗𝑗2
𝑅𝑅
𝑗𝑗=1

𝐺𝐺
𝑖𝑖=1                         (12)            

𝐿𝐿𝑆𝑆𝐸𝐸 = 1
𝑁𝑁𝑟𝑟
∑ ∑ 𝑗𝑗2𝑌𝑌(𝑖𝑖, 𝑗𝑗)𝑅𝑅

𝑗𝑗=1
𝐺𝐺
𝑖𝑖=1                (13)                         

𝐺𝐺𝐿𝐿𝐺𝐺 = 1
𝑁𝑁𝑟𝑟
∑ �∑ 𝑌𝑌(𝑖𝑖, 𝑗𝑗)𝑅𝑅

𝑗𝑗=1 �
2𝐺𝐺

𝑖𝑖=1            (14)  

𝑆𝑆𝐿𝐿𝐺𝐺 = 1
𝑁𝑁𝑟𝑟
∑ �∑ 𝑌𝑌(𝑖𝑖, 𝑗𝑗)𝐺𝐺

𝑗𝑗=1 �
2𝑅𝑅

𝑖𝑖=1            (15)  

𝑆𝑆𝑅𝑅 = 𝑁𝑁𝑟𝑟
∑ ∑ 𝑗𝑗 𝑌𝑌(𝑖𝑖,𝑗𝑗)𝑅𝑅

𝑗𝑗=1
𝐺𝐺
𝑖𝑖=1

                           (16)                           

𝐿𝐿𝐺𝐺𝑆𝑆𝐸𝐸 = ∑ ∑ 𝑌𝑌(𝑖𝑖,𝑗𝑗)
𝑖𝑖2

𝑅𝑅
𝑗𝑗=1

𝐺𝐺
𝑖𝑖=1                      (17)  

𝐻𝐻𝐺𝐺𝑆𝑆𝐸𝐸 = ∑ ∑ 𝑖𝑖2𝑌𝑌(𝑖𝑖, 𝑗𝑗)𝑅𝑅
𝑗𝑗=1

𝐺𝐺
𝑖𝑖=1               (18) 

 

 

Explanation: 

𝑖𝑖 = line  
𝑗𝑗 = column 
𝑌𝑌(𝑖𝑖, 𝑗𝑗) = Probability of the congruent matrix that appears 
on the mammogram image 
𝐺𝐺𝐶𝐶 = number of all elements in the run length matrix 

2.4. Breast Cancer 

Cancer is a body cell that experiences mutations 
(changes) and grows in a way that is uncontrolled by dividing 
itself faster than normal cells. Cancer cells do not die after they 
are old enough, rather, they grow increasingly and are invasive 
that press the normal cells in the body and even die [12]. Early 
diagnosis is important to find out the breasts are either normal or 
abnormal. One of the initial tests is mammography. 
Mammography test is cancer examination tests, especially breast 
cancer, which can see cancer mass and the abnormalities symptom 
in the breast to decide the early treatment. Test results from 
mammography produced two diagnoses of tumors, namely benign 
tumors and malignant tumors (cancer) [20]. Therefore, 
mammographic images are classified into three classifications; 
normal, benign tumors and malignant tumors. Figure 1 is a picture 
of three classes of mammographic images. In addition to the 
mammogram image with three classes classification, it is 
important to detect the abnormalities, in the breast through the 
presence of mass or micro-classification [9,11]. Figure 1 is 
mammographic imagery for normal, benign and malignant breast 
tumor. Figure 2 mass and micro-classification. 

http://www.astesj.com/


D.C.R. Novitasari et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 115-120 (2019) 

www.astesj.com     118 

 
Figure 1: Mammographic imagery for normal breast (left), benign breast tumor 

(middle), malignant breast tumor (right) 

 
 
 
 
 
 

Figure 2: Mass (left), Micro classification (right) 
 

3. Research Method 

Research on Application of Feature Extraction for Breast 
Cancer using One Order Statistical, GLCM, GLRLM, and GLDM 
is a type of descriptive quantitative research which can be included 
as applied research considering its functional aspects. The results 
of the diagnosis of the comparison of four feature extraction 
methods aim to find an appropriate method for alternative breast 
cancer diagnoses. The data used in this study is a mammogram 
image obtained from mammographic images analysis society 
(MIAS)  [28]. Then, the focus of this study is to compare several 
feature extraction methods that best match the data to obtain 
closely perfect values of the classification results. The existing 
mammogram data are uniformly sized through ROI and processed 
using Contrast-limited adaptive histogram equalization (CLAHE) 
to improve image quality. The next step is to get statistical features 
as input for SVM classification by comparing four feature 
extraction methods. Furthermore, the ECOC SVM classifies 
mammogram data into three classes; normal, benign, or malignant. 
Figure 3 is a flowchart from the classification of mammogram 
images. 

 

Figure 3: Flowchart 

The steps of breast cancer diagnosis include preparing datasets, 
pre-processing, feature extraction, and classification. 

1. Breast image data is a mammogram (gray scale) image from 
several data samples. There are 191 data for training and 83 
data for testing which are stored in one file with .jpg format. 

2. The next stage is pre-processing all data by manually cutting 
the image (ROI) to reduce the size of the image that can speed 
up the next process. 

3. The images that have the same size are repaired using CLAHE 
to improve the image quality. As a result, the contrast of the 
mammogram image will be in the same feature to ease the next 
process.  

4. The next step is to extract features in the image that has been 
improved using four feature extraction methods. The method 
includes first order statistics, GLCM, GLRLM, and GLDM. 

5. The four texture analysis methods showed several statistical 
features in the form of mean, standard deviation, energy, 
contrast, correlation, homogeneity, SRE, LRE, GLN, RLN, 
RP, LGRE, and HGRE. 

6. The overall statistical features from texture analysis were used 
as input for ECOC's SVM classification. 

7. After building the ECOC SVM model, then the model was 
tested to obtain the results of classification, accuracy, 
sensitivity, and specificity of each classification. 

8. Eventually, the conclusion was made based on the accuracy 
obtained from the Order-1-SVM ECOC, ECOC GLCM-SVM, 
ECOC GLRLM-SVM, and ECOC GLDM-SVM classification,  

The best method will classify data into three classes of cancer; 
normal, benign or malignant. 

 
4. Result 

This study uses gray scale images (mammogram) from 
mammographic images analysis society (MIAS) [28]. In this 
study, the number of data is 191 as training and 83 as testing, 
which then is stored in one file with .jpg format. In total, the data 
used in both training and testing were 113 normal breast data, 115 
benign breast data, and 46 malignant breast data. The image 
processing in this study was conducted through three stages; first, 
image quality improvement, feature extraction stage, and a 
classification stage. The stage of image quality improvement used 
ROI, CLAHE, and gray scale. In ROI, mammogram image was 
cropped manually to focus on the target feature and make image 
size the same, 480 x 480 pixels. The following Figure 4 is the 
result of preprocessing mammogram images. 

The next step was a comparison of order-1 texture 
analysis, GLCM, GLRLM, and GLDM on mammogram images 
to find statistical features of the mean, standard deviation, energy, 
contrast, correlation, homogeneity, SRE, LRE, GLN, RLN, RP, 
LGRE, and HGRE. Extraction of these features was calculated 
using 2.2 Equation to 2.18 Equation, which was used as an input 
feature matrix for the ECOC SVM classification. The orientation 
of order-1, GLCM, GLRLM, and GLDM orientation uses the 
orientation direction 00, 450, 900  and 1350  with distance 𝐶𝐶 = 1 
pixel. Afterward, ECOC SVM model was built from the 
compiling results of encoding to form a binary SVM model. The 
model was in form of cancer breast types combination; {normal} 
with {benign, malignant}, then {normal, benign} with 
{malignant} and {normal, malignant} with {benign}. Then, the 
Hamming distance for each distribution of data was calculated to 
match the closest class. There were three kernel tests used in 
ECOC SVM; linear, RBF, and polynomial kernels. After 
obtaining the optimal ECOC SVM model, measurements were 
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made using the confusion matrix as a measure of the work of the 
classification system made. The confusion matrix compared the 
accuracy values of each feature extraction result. The results of 
the four confusion matrix feature extraction methods are 
presented in Table 1. 

 

 

 

 

 

 

 

 

 

Figure 4. Pre Processing Mammogram image 

Table 1. Results from Classification of Mammogram Images 

 
Table 1 shows that the best kernel to build ECOC SVM 

model for breast cancer classification is the polynomial kernel 
because the polynomial kernel with GLRLM and GLDM input in 
texture analysis has overtaken the linear and RBF kernels. In 
addition, compared with the first-order method, the polynomial 
kernel has a slight difference accuracy, 2.40963. However, the 
best feature extraction method was built by GLRLM texture 
analysis with accuracy value 93.9757% in the SVM ECOC linear 
kernel, 78.31325% in the ECB SVM RBF kernel and 93.9757% 
in the polynomial SVM ECOC Conflict of Interest kernel. In 
addition, this is due to the polynomial kernel in the GLRLM 
method having a precision of 91.82% and a sensitivity of 94.96%. 

This means that normal data is classified as normal, data on cancer 
classified as cancer, tumor data classified by tumor using the 
GLRLM method with a polynomial kernel.  

5. Conclusion 

In this study, the diagnosis results of four comparisons 
method in feature extraction influence the following steps of 
taking the appropriate method for breast cancer alternative 
diagnoses. Based on the training and testing, the result shows that 
the best kernel to build ECM SVM model for breast cancer 
classification is the polynomial kernel and the best feature 
extraction method is built by GLRLM texture analysis with an 
accuracy value 93.9757% in the SVM ECOC linear kernel as well 
as in SVM ECOC polynomial kernel. 
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 From the collection of supervised machine learning technique, an ensemble procedure is 
used in Random Forest. In the arena of Data mining, there is an excellent claim for machine 
learning techniques.  Random Forest has tremendous latent of becoming a widespread 
technique for forthcoming classifiers as its performance has been found analogous with 
ensemble techniques bagging and boosting. In the present work we have proposed an 
algorithm, Aggrandized Random Forest to detect fraud from credit card transactions/ATM 
transactions with high accuracy considering both balanced and imbalanced dataset, 
comparatively to the defined classification algorithm Random Forest in Data mining. 
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1. Introduction 

The statistical analysis, machine learning, artificial intelligence, 
database techniques and pattern recognition concepts have 
magnified the origin of Data mining. Traditional techniques may 
be inapt due to enormity of data, high dimensionality of data, 
heterogeneous and dispersed nature of data. In this era, data 
mining is prevalent in the field of commerce, trade, science, 
architecture, education and medication fair to remark a few. The 
area of data mining applications we come across are the mining of 
genome sequencing, market exchange, clinical experiments and 
in the transactions of credit card. With the immense of devices 
gifted of accumulating data, Big data is now used more widely 
with the collection of data attractively and cheaply. 

Frauds existing in tax return, claims of insurances, usage of cell 
phones, credit card transactions etc. represent substantial 
problems for corporate and the government but spotting and 
foiling fraud is not so modest task. Frauds are claimed to be an  

adaptive crime, so it desires distinct means of intellectual data 
mining algorithms which are coming raised in the field of 
investigation to sense and prevent fraud. These are methods that 
exist in the areas of machine learning, statistical analysis and 
knowledge discovery databases. These methods in different zones 
of fraud crimes do offer appropriate and fruitful solutions. 

  

 

 

 

 

 

 

                        Figure 1. Applications of Data Mining.

There are mainly two procedures used for fraud detection 
statistical performances and artificial intelligence.  Fraud 
supervision is a knowledge-intensive activity. The main AI 

Techniques used in the analysis of detecting fraud management 
include: 

• Data mining is the process where facts are classified, 
clustered and segmented and connotations and 
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instructions in the agreed data are mechanically found 
that may indicate stimulating patterns, together with 
those correlated to fraud. 

• Expert systems will help to scramble know-how to 
perceive scam in the way of rules. 

• Pattern recognition sense estimated patterns, classes or 
clusters of mistrustful deeds either routinely or to match 
assumed inputs. 

• Machine learning methods to mechanically find features 
of frauds. 

• Neural networks learn doubtful patterns from samples 
and used advanced to detect them. 

Other techniques such as Bayesian networks, Link 
analysis, Decision trees and sequence matching are also used for 
fraud detection.  

In field of data mining and knowledge discovery, to handle the 
problems it is mainly classified into two types supervised learning 
and un-supervised learning respectively. Supervised learning is 
further sub-classified depending on the properties of the response 
variable into classification and regression methods. If the response 
variable is categorical and discrete, it is classification problems. 
Otherwise, if the response variable is continuous, it is regression 
problems. There are different Classification methods for detecting 
fraud from large data transactions. Selecting Random Forest, 
Support Vector Machine, Logistic regression and K-Nearest 
Neighbors [1], our previous work of comparative analysis of these 
algorithms detected Random Forest to be the best having high 
accuracy to detect fraud from credit card transactions/ATM card 
transactions [1]. 

In this paper, we have given an introduction to Random Forest in 
section II, description of smote sampling model in section III, 
about ROSE function in section IV, Theoretical description in 
section V, proposed algorithm in section VI, followed by 
Conclusion and References. 

2.  Introduction to Random Forest 

Random Forest can be used to resolve regression as well as 
classification problems. The dependent attribute or variable is 
continuous in regression and in classification problems it is 
categorical. Random Forest is a very influential ensembling 
machine learning algorithm in which decision tree works as the 
base classifiers, forming multiple decision trees and then merging 
the output generated by each of them. Decision tree is a 
classification model in which it classifies each node with 
maximum information gain.  This search is continued until all the 
nodes are beat or there is no more information to gain. Decision 
trees are very modest and informal to know models; however, 
their predictive power is less, thus called as weak learners [1]. 

Random Forest works as an ensemble of random trees. It 
syndicates the yield of multiple random trees and then to originate 
up with its own output. Random Forest as similar to Decision 
Tress [1] but will not select all the data points and variables in 
each of the trees. It arbitrarily assembles data points and variables 
in each of the tree that it produces and then it is united to arrive at 
the output at the end. It takes away the prejudice that was 

encountered in a decision tree model. Also, it improves the 
predictive power significantly [2].  

Random forest stays a tree-based algorithm which take in building 
several trees (decision trees), were the manipulator generates the 
number of trees. The elective of all created trees fixes final 
classifying outcome. 

3. Smote Sampling Method 

  Stereotypically, there are several classification problems that 
have been anticipated to organize formerly disregarded 
observations, which will be situated, or recognized set to be tested 
by application of a classifier is then trained by earlier prearranged 
observations called training dataset. Numerous typical classifiers 
are anticipated to deal with this type of snags such as tree-based 
classifiers, discriminant analysis and logistic regression. 

Unbalanced data cause problems in many of the learning 
algorithms. This is due to irregular quantity of cases that is posed 
by each class of the problem. Synthetic Minority Over-Sampling 
Technique algorithm (SMOTE) is used for handling these 
unbalanced classification problems. 

The Smote function can be called as defined, when it discourses 
the unbalanced problems with the creation of a new smote data 
set. Alternatively, it returns the ensuing model by routing a 
classification algorithm on the new data set [3]. 

Smote (form, data, perc. over = 200, k = 5, perc. under = 200, 
learner = NULL, ...) 

Definition of the arguments- 

Form designates the prediction problem. Data holds the actual 
unbalanced dataset. Perc. Over is method of over-sampling that 
finds a figure that initiatives the verdict of how many further cases 
from the minority class are generated. Perc. Under is an under-
sampling where among each case made from the minority class, it 
specifies an amount that initiate the choice of the number of 
further cases from the majority classes are designated [4,5]. K is a 
quantity signifying the number of adjoining neighbors that is 
further used to produce the new instances of the minority class. 
Learner is set to Null by default. It acts as a string with a tag of a 
function that outfits a classification procedure that will be useful 
in the ensuing smote data set.   

The two important constraints that switch the quantity of over-
sampling of the minority class and under-sampling of majority 
class are perc. Over and perc. Under respectively.  Perc. Over will 
approximately a numeral above 100, thereby perc. Over/100 
innovative samples of this class are considered for the minority 
class. If perc. Over value is below 100 then for an arbitrarily 
selected proportion of the cases, a single case is created and fit 
into the minority class on the original dataset. The perc. Under 
constraint panels part of the cases of majority class that erratically 
selected as the final balanced dataset. With respect to the count of 
newly engendered minority class cases, the result is obtained [3], 
[5]. 

Designed for each existing minority class, ‘n’ new-fangled 
instances will be formed which is measured by the parameter perc. 
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Over. The instances will be generated by using the parameter K 
that holds the count of neighbours [3], [6]. 

We arrive directly to the classification model from the resulting 
balanced dataset by using the above-mentioned function [5]. 
Overall, this function will either return Null value or a new dataset 
depending on the usage of smote function. If not, the learner 
parameter will return the classification model [5]. 

4. Rose: A Package for Binary Imbalanced Dataset 

Imbalanced learning signifies the problematic of supervised 
classification if a class behave erratically over the sample dataset. 
The Rose, Random Over Sampling Example [7] tackles these 
problems with its on functions embedded in the package. The 
class imbalance circumstances are persistent in the multiplicity of 
applications and fields; this issue had received considerable 
attention recently [8]. There originate the scarcity of software and 
procedures clearly meant to handle imbalanced data so to have the 
non-expert users adopt it. In the R environment, there exist Caret 
package to validate as well as select classification and regression 
complications. It highlights the issue of imbalance class as down-
sample and up-sample [6][8]. It is worth indicating DMwR 
(Torgo,2010) which gives an estimation of any classifier, thereby 
handles imbalanced learning. 

The ROSE package was motivated to enhance the performance of 
an imbalanced setting of binary classification providing both 
standard and more refined tools [7]. Menardi and Torelli at 2014 
had developed the smoothed bootstrap-based method. By aiding 
the phases of model estimation and assessment ROSE [7] relieved 
the gravity of the effects of an unbalanced distribution of classes. 

5. Theoretical Background  
 

5.1. Ensemble Classifiers 

An ensemble contains a set of independently trained classifiers 
whose predictions are combined for categorizing new instances 
[2].  

Bagging [9] and Boosting (Robert E Schapire,2003) are two 
popular methods for producing ensembles. Bootstrap gathering 
samples stands for the process called Bagging. As portion of 
ensemble, if “n” individual classifiers are to be produced from a 
given original dataset of size “m” then n distinct training set of 
size m is engendered using sampling. In bagging multiple 
classifiers created are not dependent on each other. In boosting, 
from the training dataset each sample is allotted weights. The 
classifiers generated by boosting is dependent on each other. 

5.2 Definition of Random Forest 

Random Forest classifier comprise group of tree-structured 
classifiers t(x, Ɵn ) n=1,2…. , where the Ɵ n  are self-regulating 
identical scattered random vectors and every tree casts a unit vote 
for the most popular class at input x, [2][10].  

 Once the forest is trained or constructed, each tree give rise to 
new instance which is recorded as vectors and is joined. The new 
instance is taken by considering the class having the maximum 
votes. Nearly one-third of original instances are left, after 

sampling with replacement of every tree the bootstrap sample set 
is drawn. The new instances obtained is the out of bag (OOB) data. 
Out-of-bag error estimation is calculated considering every 
individual tree’s OOB dataset in the forest.  

Illustrating Accuracy of Random Forest: 

The Generalization error (Pe*) of Random Forest is Use “(1)”, 

                    Pe*=Px, y(mg(X, Y))<0                                       (1) 

 where mg (X, Y) is margin function. The margin function 
measures the level to which the average count of votes at the point 
(x, y) for the exact class surpasses the average votes of any further 
class. Here x is the predictor vector and y is the classification. 

The Margin function is Use “(2)”, 

mg (X, Y) =αvkI(hk(X)=Y) maxj=yαvkI(hk(X)=j) (2) 

Here, I is the indicator function. 

Boundary is directly proportional to confidence in the 
classification. 

Benefit of Random Forest is specified in terms of the predictable 
value of Margin function Use“(3)”. 

          B=EX, Y (mg (X, Y))                            (3) 

A function of mean correlation amongst base classifiers and 
average strength results in the generalization error of ensemble 
classifier (Prenger. R, et al,2010). If the mean value of correlation 
is low an upper bound for generalization error is Use“(4)”, 

        Pe* ≤ ρ (1- B2) / B2  (4) 

6. Aggrandized Random Forest. 

 For this work, we have used large dataset of about three lacs of 
credit card transactions. The classification algorithm is built in the 
R platform. The proposed algorithm is named Aggrandized 
Random Forest, which have an increase in its accuracy by 3.06 % 
for balanced data and an increase of 3.30% for imbalanced data, 
compared to the previous work as shown in Table.2. 

Aggrandized Random Forest is proposed by considering the 
random forest as the base classifiers with bagging approach and 
compared with the existing random forest. It is analyzed that 
Bagged Random Forest gives better results. 

 Here, we have used the ROSE package of R, to train the 
imbalanced data set. The functions in ROSE [7,8] have improved 
the capacity of generalization and reduced the risk conceded by 
other oversampling methods. As will be expounded, the ROSE 
technique can be truly considered, which reduces the repetition of 
instances. In accuracy evaluation step, the overall accuracy may 
yield misleading results, thus the aggrandized random forest has 
been evaluated in rapports of class -independent extents such as 
precision, recall, F-measures etc., as mentioned in the Table.1.  

The required library functions in R, 

library(caret) 
library(caTools) 
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library (ROSE) 
library (random Forest) 
 
6.1.  The Usage of ROSE Function: 

ROSE (formula, data, N, subset = options("subset") $subset, seed) 

Defining the arguments: 

Formula represents the object of class formula where the class 
label representing the route is allotted with a sequence of routes 
thru the predictors. The interaction among predictors or their 
transformations is mentioned by a message. Data argument when 
not specified the variables are taken from environment. It is an 
optional argument. N indicates the anticipated trial proportions of 
the ensuing dataset. By default, the length of the response variable 
in formula is considered. Seed argument is assigned a single 
integer value to indicate seeds and preserve the trace of the 
produced sample [7]. 

 
Figure 2(a). Represents the rf. model on Balanced Data 

 
Figure 2(b). Represents the rf. Model on unbalanced data. 

6.2. Coding for Imbalanced to Balanced Dataset 
###imbalanced classification 
creditcard$Class<- as. factor(creditcard$Class) 
table (is.na (credit card)) ##-is.na-indicates missing elements. 
creditcard$Time 
str (credit card) 
### 
split<-sample. split (creditcard$Class, Split Ratio = 0.7) 
train<-subset (credit card, split==T) 
test<-subset (credit card, split==F) 

###removing unbalanced classification problem and making data 
balanced 
train. rose <- ROSE (Class ~., data = train, seed = 1) $data 
table (train. rose$Class) 
test.rose <- ROSE(Class ~ ., data = test, seed = 1)$data 
table(test.rose$Class) 
####Applying random forest on Balanced data 
rf.model<-randomForest(Class~., data = train.rose ,ntree=10) 
rf.model “As in Figure.2(a)”. 
####Applying random forest on unbalanced data#### 
rf.model1<-randomForest(Class~., data = train ,ntree=10) 
rf.predict1<-predict(rf.model1,newdata = test) 
plot(rf.model1) as plotted “As in Fig.2(b)”. 

6.3. Confusion Matrix. 

After the performance of a classifier, we can engender confusion 
matrix grounded on the prediction results where each column of 
the matrix represents the instances in a predicted class, while each 
row represents the instances in an actual class.  

The table consists of two rows and columns that gives the count 
of true positives (TP), false positives (FP), true negatives (TN) 
and false negatives (FN). The minority class is the positive class 
and the majority class is the negative class “As in Figure.3”. 

 Predicted 
Positive 

Predicted 
Negative 

Actual Positive True Positives False Negatives 

Actual Negative False Positives True Negatives 

Figure 3. Confusion matrix representation. 

6.3.1 The Confusion Matrix for The Proposed Algorithm. 

Confusion matrix to evaluate OOB error rate “As shown in 
Figure.4”. 

Actual 
class 

Predicted class 

 

Class error 

0 1 

0 97821 648 0.006580751 

1 639 98186 0.006465975 
    

Figure 4. OOB estimate of error rate: 0.65%. 

6.3.2. Confusion matrix for balanced dataset and imbalanced 
dataset 

The “Figure 5 (a)” represents the confusion matrix for the 
balanced dataset, and “Figure 5 (b)” represents the confusion 
matrix for imbalanced dataset, where we could get true positive 
value, false positive, false negative and true negative value to 
calculate the parameters precision, recall, f-measure, sensitivity 
and specificity. Thereafter, the analytical measures are calculated 
accordingly. 
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Actual class Predicted class 

 

0 1 

0 42468 42 

1 201 42732 

 
Figure 5(a). For balanced data. 

Actual class Predicted class 

 

0 1 

0 85284 31 

1 11 117 

Figure 5(b). For unbalanced data. 

6.4. Analytical Measures Used for Comparing the Proposed and 
Existing. 

There are several factors which is used to the detect the best 
performance of the algorithm. The presentation of the proposed 
system is evaluated using the analytical measures such as 
precision, recall, f-measure etc. [1].  
 

• Precision = TP/(TP+FP) 
• Recall = TP/TP+FN) 
• F-Measure = 2 *(precision * recall) / (precision + recall) 
• Sensitivity= TP/FP 
• Specificity=TN/FN 

Along with the above-mentioned factors, the other evaluated 
factors are Accuracy, Kappa, prevalence, detection rate, detection 
prevalence, P -value, Positive Pred. value, Negative Pred. value, 
Mcnemar’s Test P- Value, AUC etc. 

Precision measured by the count of true positives divided by the 
sum of true positives and false positives. 

Recall measures the figure of the true positives divided by the sum 
of true positives and false negatives. 

The F-Measure indicates the stability between precision and 
recall values.  

Kappa statistics characterize the range to which the data is 
collected correctly.  

Sensitivity refers to the comparison of the count of acceptably 
recognized as fraud to the amount incorrectly listed as fraud. It is 
the ratio of true positives to false positives.  

Area Under the Curve (AUC) is used to analyze the performance 
of classification models capable to predict the classes accurately 
[11,12].  
 

Detection rate is mainly reflected in confusion matrix. This 
parameter will vary according to the   dataset. 
Detection rate=TP/(TP+FP+FN+TN). 

Specificity indicates the same concept with genuine transactions, 
or the assessment of true negatives to false negatives.  

 
 

Figure 6. Accuracy of the comparative study of previous work for detecting 
100% fraud in the dataset [1]. 

The previous work was a comparative study of different 
classification algorithms such as Random Forest [12-15], SVM, 
K-nearest neighbor and Logistic Regression [1] to detect fraud 
from credit card transaction. It was found that the Random Forest 
Algorithm [15] is best in detecting the fraud with an accuracy of 
0.9675 “As shown in Figure.6”. 

 

Figure 7. Performance of the proposed Random Forest 

 

25%
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Table 1. Comparison of Analytical Measures for the Aggrandized Random 
Forest Results with Those of the Existing Random Forest. 

Factors Existing 
Random 
Forest 

For 
Balanced 
Dataset 

Imbalanced 
Dataset 

Accuracy    0.9675           0.9972           0.9995           

95% CI 0.9562, 
0.9766 

0.9968, 
0.9975 

0.9993, 0.9996 

No Information 
Rate 

0.5182           0.5006           0.9983           

P-Value  < 2.2e-16        < 2.2e-16        < 2e-16          

Kappa 0.9348           0.9943           0.8476           

Mcnemar's Test  

P-Value 

5.806e-07        < 2.2e-16        0.00337          

Sensitivity 0.9391           0.9953           0.9999           

Specificity 0.9939           0.9990           0.7905           

Pos. Predc 
Value 

0.9930           0.9990           0.9996           

Neg. Predc 
Value 

0.9461           0.9953           0.9141           

Prevalence 0.4818           0.4994           0.9983           

Detection Rate    0.4525           0.4970           0.9981           

Detection 
Prevalence 

0.4556           0.4975           0.9985           

Balanced 
Accuracy 

0.9665           0.9972  0.8952    

'Positive' Class Yes 0 0 

AUC 0.970 0.997 0.957 

Precision 0.9915 0.9978 0.9995 

F-measure 0.9645 0.9965 0.9996 

The comparison of the Aggrandized Random Forest with the 
existing Random Forest “As shown in Figure.7”. The analytical 
measures considered to detect the performance of the new 
proposed random forest; Aggrandized Random Forest “As shown 
in the Table 1”. 

The Analytical measures for the Proposed and the existing is 
represented by chart diagram “As in Figure.8”. The ROC curve 
which is the receiver operating characteristics of the proposed 
Random Forest “As shown in Figure 9(a) and Figure 9(b)” for the 
balanced and imbalanced dataset respectively. 

 

Table 2. Performance of Aggrandized RF. 

Dataset 

 

Accur
acy 

Sensiti
vity 

Specifi
city 

AU
C 

Precis
ion 

Kap
pa 

F-
Meas
ure 

Existing 

RF 

0.9675    

      

0.9391           0.9939 0.9

70 

0.9915 0.93

48 

0.964

5 

Proposed 

RF 

Balanced 

0.9972           0.9953           0.9990 0.9

97 

0.9978 0.99

43 

0.996

5 

Improve

ment (%) 

3.06 5.98 0.51 2.7

8 

0.63 6.36 3.31 

Proposed 

RF 

Imbalanc

ed 

0.9995                 0.9999 0.7905 0.9

57 

0.9995 0.84

76 

0.999

6 

Improve

ment (%)  

3.30 6.47 -20.46 -

1.3

4 

0.80 -

9.32 

3.63 

                                                                     

 

Figure 8. Chart Diagram signifying the comparative recital of Aggrandized 
Random Forest with Balanced and Imbalanced Dataset to the existing Random 
Forest Algorithm. 

The overall performance of the Aggrandized Random Forest with 
balanced and imbalanced dataset is evaluated with the existing 
random Forest, and found to have more accuracy, sensitivity, F-
measure, precision, etc. The Table 2 gives the improvement of the 
proposed algorithm. 
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Figure 9(a). ROC of balance dataset. 

 
Figure 9(b). ROC of imbalanced dataset. 

7. Conclusion 

In this paper, our proposed algorithm Aggrandized Random 
Forest is developed in R platform, having a better accuracy of 
0.9972 for balanced and 0.9995 for imbalanced data. The results 
show that for an imbalanced data, Random Forest outstrips other 
classification techniques and henceforth stays excessive scope for 
developing improved Random Forest. Using random forest as a 
base learner can achieve good outcome in the domain of 
Imbalanced data. 
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 An experimental transmission between two XBee modules using Radio over Fiber technique 
is demonstrated. Data issued from an XBee module coded on a wireless microwave carrier 
at 2.44GHz is transmitted through an optical link of 25.24 km. The optical transmission is 
based on an external modulation scheme over a dispersive channel. Frequency response of 
the external modulation scheme is determined by simulation and experimentally. In 
particular, the chromatic dispersion of the optical fiber associated to its length allow the 
generation of a pass-band filter whose bandwidth is used to code the RF signal. The 
recovered RF signal exhibits a SNR of 27dB. Obtained results allow proposing this RoF 
scheme as a good contender for data transmission. 
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1.  Introduction 

This paper is an extension of the work originally presented at the 
15th International Conference on Electrical Engineering, 
Computing Science and Automatic Control [1]. Now, the main 
contribution of this extended work resides in the fact that we are 
describing the mathematical procedure that allows determining the 
frequency response of the electro-optical system used for the 
transmission. Besides, the theoretical behavior of the optical 
communication system is validated by simulations. This work is 
situated on the field of Radio-over-Fiber (RoF), a technique that 
allows joining radio frequency and electro-optic methods. RoF 
emerges as a promising solution to fulfill the capacity and mobility 
of access networks providing high data rate, high capacity and a 
mobility proposal to transmit information [2-4]. Given that the 
transmission of information is via light through optical fibers, it is 
evident that its inherent advantages are exploited, such as low 
losses, immunity to electromagnetic interference and especially 
the huge bandwidth available. Figure 1 shows a basic RoF scheme 
composed by a RF-to-Optical stage, an optical link and an Optical-
to-RF stage. The RF signal modulates the light (either directly or 

externally). The modulated light travels across the optical channel. 
Finally, the light is turned into its electrical form where it can be 
radiated by an antenna providing wireless coverage in zones of 
difficult connection such as shopping centers and subterraneous 
places [5]. 

 
Figure 1. Basic diagram of a RoF system 

RoF technology is a candidate that aims to alleviate the 
bandwidth restrictions for 5G Mobile, delivering wireless data 
signals via optical fiber channels. [6]. Thus, RoF allows supporting 
secure, cost-effective coverage as well as excellent capacity 
mobile-wireless access for oncoming services. Some drawbacks 
inherent to RoF are due to the distortion and noise derived by the 
non-linear features of the components employed in the optical 
network as the optical sources, the chromatic dispersion and 
photodetectors. For this reason, to mitigate sources of noise and 
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misstatement, intensity-modulation-direct-detection is advisable 
[7]. In this regard, we propose and experimentally demonstrate a 
RoF scheme using an optical communication system in the 
modality of external modulation for the transmission and 
distribution of a RF-signal. Furthermore, it is demonstrated that the 
chromatic dispersion (considered as a drawback in this type of 
systems), is used in an advantageous manner to the generation of 
notch filters. On the other side, it is known that an XBee is an 
electronic device whose operation is based on the network 
transport protocol IEEE 802.15.4, it is able to generate wireless 
paths to establish communication between devices 
(http://xbee.cl/que-es-xbee, https://www.digi.com/products/xbee-
rf-solutions/xctu-software/xctu). In this sense, XBee modules that 
use the ZigBee protocol find applications in RoF networks [8, 9]. 
In this experimental proposal, a wireless signal delivered by an 
XBee module is used as test signal. A baseband modulation 
Gaussian Frequency Shift Keying (GFSK) signal at 2.44GHZ is 
generated by an XBee. This electrical signal modulates an intensity 
electro-optic modulator. This work is structured as follows. In 
Section 2, is given the principle of operation of the optical 
communication system at external modulation and also numerical 
simulations are presented. In Section 3, experimental set-up of the 
RoF is described. At the end, a short conclusion is given in Section 
4. 

2. Principle of Operation 

Figure 2 depicts the block diagram the optical communication 
system in the modality of external modulation used in this work. 
Basically, it is constituted by a single-mode laser diode as optical 
source, a Mach Zhender-Intensity Modulator (MZ-IM), a Single 
Mode-Standard Fiber (SM-SF), as well as a Photodiode (PD). 

 
Figure 2. Block diagram of the model used 

In the following, a full mathematical analysis explaining the 
behavior of the model is given. In order to exploit the chromatic 
dispersion exhibited by the SM-SF, it is necessary to assume that 
the single-mode laser diode emits at 1550nm. It is demonstrated 
that the chromatic dispersion (D) and the length (L) of the optical 
link play an important role that allow the system to act as photonic 
notch filter. 
Mathematically, the optical spectrum of a single-mode laser diode 
(for example a DFB) can be modeled by a Gaussian envelope 
centered at an angular frequency 𝜔𝜔0 as [10] 

𝑆𝑆0(𝜔𝜔 − 𝜔𝜔0) =
2𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚

Δ𝜔𝜔√𝜋𝜋
𝑒𝑒𝑒𝑒𝑒𝑒�

−4(𝜔𝜔 − 𝜔𝜔0)2

Δ𝜔𝜔2
� (1) 

where 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum power emission and Δ𝜔𝜔 is the Full 
Width at Half Maximum of the spectrum that can be expressed in 
terms of Δ𝜆𝜆. Eq. (1) can be simplified, defining 𝑎𝑎 = 4 Δ𝜔𝜔2⁄  and 
𝑊𝑊 = 𝜔𝜔 − 𝜔𝜔0, resulting in 

𝑆𝑆0(𝑊𝑊) = �
𝑎𝑎
𝜋𝜋
𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒(−𝑎𝑎𝑊𝑊2) (2) 

The Fourier Transform (FT) of Eq. (2) is the spectral density of 
the optical source, thus 

{𝑆𝑆0(𝑊𝑊)} = � 𝑆𝑆0(𝑊𝑊)𝑒𝑒𝑒𝑒𝑒𝑒(−𝑗𝑗2𝜋𝜋𝜋𝜋𝑊𝑊)𝑑𝑑𝑊𝑊
∞

0
 (3) 

Defining 𝜋𝜋 = 𝜐𝜐𝑚𝑚𝛽𝛽2𝐿𝐿 , and expressing the propagation constant 
𝛽𝛽2 = −𝐷𝐷 𝜆𝜆2

2𝜋𝜋𝜋𝜋
, defining 𝜔𝜔𝑚𝑚 = 2𝜋𝜋𝜐𝜐𝑚𝑚, and 𝑑𝑑𝑊𝑊 = 𝑑𝑑𝜔𝜔, then 

ℱ{𝑆𝑆0(𝑊𝑊)}

= � �
𝑎𝑎
𝜋𝜋
𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒(−𝑎𝑎𝑊𝑊2)

∞

−∞
𝑒𝑒𝑒𝑒𝑒𝑒(−𝑗𝑗2𝜋𝜋𝜋𝜋𝑊𝑊)𝑑𝑑𝑊𝑊 (4) 

Equation (4) is solved considering that the FT of a Gaussian 
function 𝑓𝑓(𝑡𝑡) = 𝑒𝑒𝑒𝑒𝑒𝑒(−𝑎𝑎𝑡𝑡2) is [11] 

ℱ[𝑒𝑒𝑒𝑒𝑒𝑒(−𝑎𝑎𝑡𝑡2)] = �
𝜋𝜋
𝑎𝑎
𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝜔𝜔2

4𝑎𝑎�
 (5) 

Rewriting Eq. (4) and considering 𝑎𝑎, and 𝜋𝜋 we find 

ℱ{𝑆𝑆0(𝑊𝑊)} = 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒�−
(𝜋𝜋𝜈𝜈𝑚𝑚𝛽𝛽2𝐿𝐿Δ𝜔𝜔)2

4 � (6) 

When 𝑆𝑆0(𝑊𝑊) is narrow, the frequency response of the system is 

𝐻𝐻(𝜈𝜈𝑚𝑚) = 𝑐𝑐𝑐𝑐𝑐𝑐 �
𝜋𝜋𝜈𝜈𝑚𝑚2 𝜆𝜆2𝐷𝐷𝐿𝐿

𝑐𝑐 � (7) 

The squared of the modulation frequency 𝜈𝜈𝑚𝑚2  makes the system 
behave like a non-periodic notch filter. 

The notch frequencies 𝑓𝑓𝑖𝑖 , for which Eq. (7) becomes zero, are 
determined by 

𝑓𝑓𝑖𝑖 =
1
𝜆𝜆
�1

2
(2𝑖𝑖 − 1)𝑐𝑐

𝐷𝐷𝐿𝐿
 (8) 

where 𝜆𝜆 is the central wavelength in nm, 𝐷𝐷 is in ps/nm·km, 𝑐𝑐 is 
speed of light in nm/s, and 𝐿𝐿 is the length of the optical link in km. 

Equation (7) is numerically evaluated by using MATLAB for the 
frequency range 0-25GHz, considering: λ=1550nm, 
c=2.9979x1017nm/seg, L=25.24km, D=15.81ps/nm⋅km. 

Moreover, substituting λ, c, L, and D in Eq. (8), the first and 
second notch frequency values are f1=12.50GHz and 
f2=21.65GHz, respectively. 

Figure 3 shows the result of this numerical evaluation. The result 
of this evaluation is corroborated by a block level simulation using 
VPIphotonics software 
(http://www.vpiphotonics.com/index.php), and plotted on the 
same graph. This software is provided with a full library of 
electro-optics components whose properties can be easily 
manipulated, therefore, the degree of reliability for the results is 
high. 

From this graph, it is clearly appreciable that the separation 
between consecutive notches is not constant and decreases as the 
frequency increases. The bandwidth at -3dB for the low-pass band 
and for the first lobe (band-pass) are in the order of GHz. The 
common point between both curves is their tendency. Note that 
both curves converge to the values of 12.50GHz and 21.65GHz 
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as stablished by Eq. (8). The justification to use 25km is because 
the current transmission lengths are designed to meet 20 km, as is 
determined by an international standard [12]. 

 
Figure 3. Simulated frequency response using MATLAB and VPI photonics 

software. 

3. Experimental Results 

Initially, a test communication between two XBee devices is 
carried out. Later, a characterization of the optical communication 
system is done. Finally, the performance of the system composed 
by a couple of XBee modules over a RoF link is accomplished. 

3.1 Test of the XBee devices 

XBee is a trademark of radio devices capable of supporting 
communication protocols as ZigBee, 802.15.4, and Wi-Fi, among 
others [9]. Figure 4 depicts an XBee network. One module plays 
the role of Coordinator whereas the other of an End Device. 

 
Figure 4. Network generated by using two XBee modules. 

The Coordinator handles out addresses and manages the network 
The End Device is responsible for joining existing networks, 
transmitting and receiving information. In this work, two XBee 
modules (XBee-PRO model ZNet 2.5 OEM, indoor range 100m, 
operating frequency 2.4GHz, transmit power output 18dBm) are 
used. Both devices are provided with an omnidirectional antenna 
(Gain 2.15dBi, frequency range from 2.4 to 2.4835GHz) and an 
USB adapter (Sparkfun XBee Explorer Dongle) that allows the 
connection via serial communication. The communication 
between these devices is achieved by using the platform XCTU. 
Figure 5 shows this interface 
(https://www.digi.com/products/xbee-rf-solutions/xctu-
software/xctu). Data to be transmitted by PC_1 (Coordinator) are 
coded at the frequency of 2.44GHz and then radiated via an 
antenna and decoded by PC_2 (End Device). 

 
Figure 5. Screenshot showing the interface to control the Coordinator. 

Figure 6 shows the spectrum of the emitted radio frequency signal 
at 2.44GHz measured by an Electrical Signal Analyzer (ESA) 
exhibiting a SNR value of 55dB. The baseband data is coded 
within the side lobes. 

 
Figure 6. Electrical spectrum corresponding to the Coordinator 

3.2 Experimental Frequency Response 

Figure 7 illustrates the experimental bench used in this work. It is 
well known that the use of multimode optical fibers is reserved for 
short distances, such as in local area networks. Because, we are 
interested to emulate a FTTH-PON, whose typical length is in the 
order of 20km [12], thus the use of single-mode optical fiber is 
mandatory, due to its characteristics of extremely low-losses. 
Furthermore, most of commercial electro-optical devices (optical 
sources, optical modulators, photodetectors, etc.) operating at the 
commercial wavelengths of 1300 and 1550 nm, are supplied with 
this type of fiber. From the comments above described, SM-SF is 
used in this experiment. In the next sub-section, a detailed 
description of the optical communication system is given. 

 
Figure 7. Optical communication system externally modulated 

First, the optical spectrum of a DFB (NX8508-55, Side Mode 
Suppression Ratio SMSR=40dB, linewidth 0.1nm) is recorded by 
means of an Optical Spectrum Analyzer. According to the 
datasheet, this optical source has its own internal optical isolator to 
avoid reflections, therefore a good optical stability is guaranteed. 
Figure 8 shows the optical spectrum for an operation current of 
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20mA exhibiting a central wavelength λ0=1553.5nm. The shape of 
the optical spectrum corresponds to Eq. (1). 

 
Figure 8. Optical spectrum of the DFB laser source used 

 Once the characteristics of the optical source are known, the light 
generated by the DFB is modulated via the electro-optic MZ-IM 
(insertion loss of 2.7dB, BW-20GHz, operating wavelength 1530-
1580 nm, Vπ=7.5 V). The Polarization Controller (PC) device 
allows optimizing the optical power level at the output of the 
modulator. The RF signal used to modulate the light is provided 
by a Microwave Signal Generator (MSG) through a sweep in 
frequency range of 0.01-13 GHz at a power of 0 dBm. The 
modulated beam is injected to a reel of SM-SF (D=15.81ps/nm·km 
@ 1550nm, α=0.22dB/km, L=25.24 km). The light that emerges 
of the optical fiber is turned to its corresponding electrical signal 
by the PD (Miteq, BW-13GHz, Responsivity=0.9Amp/Watt). This 
signal is submitted to a process of amplification (Minicircuits, 
ZVA-183-S+ Ultra-Wideband Amplifier, 0.7-18GHz, Gain 26dB) 
and finally visualized in the screen of the ESA. Figure 9 
corresponds to the measured frequency response where the 
simulation curves have been superimposed. Since the frequency 
emitted by the XBee Module is at 2.44GHz, the low-pass band will 
be used to code the transmission of the RF signal.  

 
Figure 9. Comparison between simulated and experimental results 

From this graph, it is noticeable that the response is restricted by 
the BW of the PD. 

3.3 Experimental RoF Transmission 

Figure 10 shows the test bench for carry out the transmission of 
the signal issued from the XBee module. The main difference to 
the scheme shown in Fig. 7 is that now the MSG is replaced by 
the coordinator module connected to PC_1 generating the 
information to be sent (an electrical signal at 2.44GHz at -6dBm) 
that is emitted from Antenna 1. Antenna 2 receives this signal 
which is amplified and launched to the RF port of the MZ-IM to 
modulate the optical signal. The modulated light is injected to the 
SM-SF. At the end of the link, the modulated light is converted 
into electric signal by the PD. Subsequently, amplified and 
separated by a power divider. A percentage of the recovered 
signal is evaluated by the ESA and the remainder is connected to 
the Antenna 3 where is emitted. An anechoic chamber is used to 
guarantee isolation between the signals emitted by antennas 1 and 
3. Lastly, antenna 4 captures the signal to be handled by the 
second XBee module coupled to computer number 2 (PC 2), 
recovering in this manner the original transmitted message. Figure 
11 corresponds to the measured electrical spectrum corresponding 
to the recovered signal with a SNR of 27dB. 

Figure 10. Experimental scheme assembled to test the RoF XBee transmission system 
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Figure 11. Recovered spectrum corresponding to the output of the system 

4. Conclusion 
 
In this work, we have experimentally demonstrated an efficient 
communication between two XBee modules using the RoF 
technique. The optical transmission was carried out by using an 
external modulation scheme. A full mathematical analysis 
explaining the principle of operation of an optical communication 
system was given. The relationship that allows determining the 
frequency response of the optical communication system was 
evaluated by a numerical simulation achieved in Matlab. Later, a 
block level simulation of the optical system was carried out by 
using VPIphotonics software corroborating the previous results. 
One thing to keep in mind is that the usage of an optical source 
whose central wavelength is 1310nm associated with SMSF 
allows the cancellation of the chromatic dispersion effect [12]. 
However, in this work, we have used a DFB laser whose central 
wavelength is around 1550nm and SM-SF; thus, the chromatic 
dispersion value was considerable. This effect, as well as, the 
length of the optical link has an important role to determine the 
electrical bandwidth of the system as it was evident in Eq. (7) and 
Eq. (8). The frequency response was composed by a low-pass 
band as well as a series of bandpass or notches. In particular, the 
first lobe was used for the transmission of a wireless signal of 
2.44GHz issued by the XBee module. Optical transmission was 
successfully achieved through an optical link of 25.24Km. The 
recovered RF signal exhibits a SNR of 27dB. Considering that the 
electrical bandwidth can be tailored in function of the length of 
the optical link, it is possible to assure the possibility to 
accommodate future services distributed by means of RoF 
schemes using a larger bandwidth. Furthermore, another 
interesting feature of this RoF system is that, at the end of the link, 
data can be distributed by antennas to several customers. Direct 
and external modulation can be used to implement a D-RoF 
system in our case we have opted for external modulation using a 
Mach Zehnder modulator (MZM) to modulate a DFB laser in 
order to generate a simpler configuration [13]. As future work, we 
propose the use of a VCSEL as optical source in order to benefit 
of its properties as threshold currents of very few mA and 
facilitate the coupling with optical fibers [14]. 
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 This study introduces the implementation of fuzzy set theory to solve machine layout design 
issues, in order to handle vague information, using a genetic algorithm with tournament 
selection as the selection operator. The material handling inputs, including frequency and 
volume of materials that move between machines, were the parameters regarded as fuzzy 
numbers. The experimental results came from 2 case studies in a manufacturing system. In 
the first case, examining the difference in shapes of the triangular membership functions of 
input data, the total distances were reduced from 38.45 m to 29.72 m, a 22.71% reduction 
in distance. In the second case, examining the uncertainty of fuzzy data by an expert, the 
total distances were reduced from 103.45 m to 82.45 m, a 20.03% reduction in distance. It 
was found that given the uncertainty in input data, a shorter total material handling 
distance might not give a lower cost. The selection operator of tournament selection can 
compete effectively to converge to near the optimum solution. This can, therefore, be an 
alternative technique in managing manufacture. 
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1. Introduction   

Facility layout design plays a large part in business 
competition. Facilities can be machines, workstations, 
construction sites or departments, depending on the type of 
business. Costs can be reduced by having an appropriate layout. 
However, it is a complex problem. One of the essential goals of the 
design is to minimize total material handling costs, which are 
affected by many factors, such as types of materials, processing 
and production flow. Especially in the manufacturing industries, 
some produce not just one product but a variety of goods.  

Moreover, in reality, the factors that affect material handling 
costs are vague and fuzzy. In a manufacturing system, they are 
dependent generally on the seasons, product variety and business 
growth. In order to engage with this ambiguity, there are levels of 
the vagueness of information, and the decision is usually made 
under uncertainty [1]. Fuzzy sets theory is a suitable concept to 
deal with this situation [2-6]. Therefore, this paper extends the 
research to understand the effects when the values in fuzzy sets are 
predictable and if they are extremely vague. 

In many manufacturing industries, there can be several 
products manufactured in a factory, and each product can have 
different routes through machines or workstations. Production 
efficiency depends highly on this kind of problem in production 

planning [7]. Production costs can be reduced by 10–30% when 
the facility layout is more effective [8]. Shorter handling distances 
of materials’ flow between workstations are required for faster 
transfer times within a factory floor. 

The inputs necessary to design a facility layout for an actual 
production system are usually imprecise. Besides, the issue is 
considered a complicated situation because of the choice of 
products, materials, processes and other factors involved with the 
business. These factors are also time-dependent, such as customer 
orders and product growth, so the cost of material handling 
between machines usually changes. Different methods [9-12] have 
been presented for solving these kinds of problems; however, 
uncertain and ambiguous data inputs have been paid little attention 
[13]. Therefore, the fuzzy set theory is applied in this paper.   

Many researchers have proposed different ways to solve this 
complex problem. In choosing the solution, the aim should be to 
achieve maximum efficiency, and there should be a simple method 
for finding the answer. Drira, et al. [14] gathered techniques and 
methods used for solving machine layout problems. Several 
methods can be used in the analysis of these problems, such as 
branch and bound, dynamic programming, simulated annealing, 
tabu search, genetic algorithms, ant colony, intelligence methods. 

To find a solution with accurate answers to a complex problem, 
the costs of solving are very high [15]. Thus, it is better, rather, to 
have a method that can solve the vague problem obtaining an 
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acceptable answer with less time and cost than that with high 
accuracy and high cost. Since mathematical modeling techniques 
used to solve the facility layout design problem are complicated, 
challenging, and time-consuming, the issues require a powerful 
technique [5]. 

For the problems of machine layout design, the genetic 
algorithm is one popular method for finding answers, or 
approximate answers [16]. The Simple Genetic Algorithm (SGA) 
applies the principle of evolution and natural selection, by which 
the best individuals are selected to generate answers for the next 
generation. To calculate the answer by SGA is fundamental to 
solving the optimization problem. Many studies adopting this 
method have been released [14].  

Conventionally, Genetic Algorithm (GA) includes these steps: 
generate an initial population, select high potential chromosomes 
to be parents, crossover and mutate parents’ chromosomes to 
produce offspring chromosomes. Since there are a couple of 
genetic operators used in GA steps, improving the results fulfilling 
genuine applications can be achieved by adopting some of these 
operators (see [17-19] and [20]). The action of selecting high 
potential chromosomes to be parents called the selection process is 
the operation that has been broadly studied. Tournament Selection 
(TOS) and Roulette Wheel Selection (RWS) are general ways for 
making a selection. It was suggested that TOS is more effective 
than RWS [21-23]; the consequence is that a reasonable answer 
can be reached faster. 

The research of Vitayasak [24] on fuzzy methods is interesting. 
The fuzzy approach can help manage uncertainty in practice, 
which may arise from a lack of information, not having enough 
data for the application, or the data not yet being available [25]. 
The experience of experts in reasoning or decision making in the 
human situation can help analysis and help manage uncertainty. 
The fuzzy theory is a theory of uncertain boundaries. Currently, it 
is widely used in the study of problems containing uncertain 
information [26]. 

 It is important for machine layout design decision making and 
an efficient way to deal with inaccurate and vague information. 
Kritwattanakorn, et al. [27] used the RWS method for the selection 
approach in GA and suggested not to apply mutation for machine 
layout problems. However, based on the suggestions given by 
some research [21-23], the TOS method seems to be superior in 
finding a solution qualitatively (for instance, minimizing the total 
material handling cost) and obtain answers faster and closer to the 
optimum. In our paper presented initially to a conference [28], we 
related to the research of Kritwattanakorn, et al. [27] that not to 
apply mutation, used TOS for selection, and showed how to deal 
with the vagueness of information and assist solving problems 
taken from earlier research works [25, 26]. Our proposed method 
performed corresponding to the work presented by  Jinghui, et al. 
[21] that using TOS is competitive in terms of solution quality and 
achieving minimization faster. 

 However, realistically, there are also levels of the vagueness of 
information. To understand the effects when the values in fuzzy 
sets are predictable and if they are extremely vague, in this study, 
the tournament method was used in the selection process for the 
genetic algorithms solving the machine layout problem. Material 
handling information was considered employing fuzzy 

uncertainty. An original layout and new layouts constructed from 
three GA based approaches were compared for 2 case studies. The 
first was the case where fuzzy information was thought 
predictable, examining different forms of skewed shapes. In the 
second case, the fuzzy data was obtained from a process expert in 
a new factory when asked to give the possible values for each 
variable. Thus the fuzzy sets were utterly formless. Every approach 
in the study was programmed and run with Visual Basic for 
Applications in Microsoft Excel for determining the layout, 
distance, and cost. 

2. Methods 

 The fitness function, which is a particular type of objective 
function, is required for the GA algorithm to execute optimization. 
In this paper, the objective (1) is to minimize the total costs of 
material handling. This objective has been chosen by many 
researchers [29-31] in determining facility layouts. The function 
can be written as 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑧𝑧𝑒𝑒 𝐶𝐶 = ∑ ∑ 𝑓𝑓𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑑𝑑𝑖𝑖𝑖𝑖𝑀𝑀
𝑖𝑖=1,𝑖𝑖≠𝑖𝑖

𝑀𝑀
𝑖𝑖=1     (1) 

𝑓𝑓𝑖𝑖𝑖𝑖 =  Fij ×  Vij   (2) 

where C represents the total cost of the material handling 
system. 

 𝑓𝑓𝑖𝑖𝑖𝑖 is the flow of materials in the production system. 

 𝑐𝑐𝑖𝑖𝑖𝑖  is the unit cost of material handling between 
machines i and j. 

 𝑑𝑑𝑖𝑖𝑖𝑖  is the rectilinear distance between the centroids 
of machines i and j (see for instance Fig. 1, where 
the distance between machines B to E is 
equivalent to ∆𝑥𝑥 + ∆𝑦𝑦 ). 

 M is the total number of machines. 

 𝐹𝐹𝑖𝑖𝑖𝑖 

𝑉𝑉𝑖𝑖𝑖𝑖 

is the frequency flow between machines i and j. 

is the volume flow between machines i and j. 

  

 In the calculation, minimize C is the objective, the variables 
used in consideration in this paper, Cij and dij are considered as 
crisp numbers, and 𝑓𝑓𝑖𝑖𝑖𝑖 is information that is uncertain. 

In general, 𝑓𝑓𝑖𝑖𝑖𝑖 =  Fij ×  Vij . However, in this study the 
information was considered both as if it is fuzzy to compare with 
the conventional idea, and as if it is crisp. Thus, when the 
frequency and the volume of material flows are considered as 
fuzzy numbers, they will be represented as Fij′  and Vij′ , 
respectively, and the material handling flow as a fuzzy number is 
𝑓𝑓𝑖𝑖𝑖𝑖′  (3).  

Since the total cost, C , is a crisp number, 𝑓𝑓𝑖𝑖𝑖𝑖′  needs to be 
converted back to be an exact number. This method is called 
defuzzification, see (4).  

 𝑓𝑓𝑖𝑖𝑖𝑖′ = Fij′ ⨂Vij′     (3) 

Defuzzification(𝑓𝑓𝑖𝑖𝑖𝑖′ )  =  𝑓𝑓𝑖𝑖𝑖𝑖      (4) 

However, in some cases, the materials frequency and volume 
flow information are exact numbers, so they need to be converted 
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to a fuzzy number. This method is called fuzzification (5) when X 
is a number. 

𝐹𝐹𝐹𝐹𝑧𝑧𝑧𝑧𝑀𝑀𝑓𝑓𝑀𝑀𝑐𝑐𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑀𝑀(𝑋𝑋𝑖𝑖𝑖𝑖)  = 𝑋𝑋𝑖𝑖𝑖𝑖′       (5) 

The framework: 

• Data input: the data input includes the production routing 
of each product (𝑃𝑃𝐼𝐼 ,𝑃𝑃𝐼𝐼𝐼𝐼 ,𝑃𝑃𝐼𝐼𝐼𝐼𝐼𝐼 …), number of machines (𝑁𝑁), 
sizes of machines (width,𝑤𝑤𝑛𝑛, and length, 𝑙𝑙𝑛𝑛), shop floor 
area (W is width and L is length), frequency of material 
flow per round (𝐹𝐹𝑖𝑖𝑖𝑖′ ), volume flow per unit (𝑉𝑉𝑖𝑖𝑖𝑖′ ), unit 
material handling cost between locations of machines (𝑐𝑐𝑖𝑖𝑖𝑖) 
and distance between machines (𝑑𝑑𝑖𝑖𝑖𝑖), population size (𝑣𝑣) 
and the number of generations to simulate (𝐺𝐺). 

• Step 1) Fuzzification: The uncertain flow frequency of 
materials, 𝑓𝑓𝑖𝑖𝑖𝑖which is the function of 𝐹𝐹𝑖𝑖𝑖𝑖  and 𝑉𝑉𝑖𝑖𝑖𝑖  , was 
converted to fuzzy numbers (𝑓𝑓𝑖𝑖𝑖𝑖′ ).  

• Step 2) Fuzzy computing: Fuzzy arithmetic was used.  
• Step 3) Defuzzification: In order for the next step 

following the GA approach, crisp numbers are essential 
for calculation. The fuzzy number 𝑓𝑓𝑖𝑖𝑖𝑖′  was required to be 
transformed into crisp numbers.  

• Step 4) Genetic algorithm: The sub-processes in the 
adapted GA are shown in Fig. 2.  

• Stop: The calculation stops when conditions are met as in 
Fig. 2. 

     

A B C D

E F G H

A) Process layout

A B C D E F G H

[A,B,C,…,H] 
B) Chromosomes of process layout

1 m

1 m 1 m
y

x

∆y

∆x
1 m

 
Figure 1: Chromosomes representation. 

 

Figure 2: The framework. 

2.1. Fuzzy number 

 Fuzzy numbers are the foundation of fuzzy set theory [2]. They 
are an extended form of real numbers that do not refer to one single 
value, but a set of possible crisp numbers. The fuzzy technique is 
used to represent data with uncertainties. 

2.1.1. The shape of membership: Triangular fuzzy numbers 
(TFNs), graphically represented as Fig. 3, are used in this research. 
They are suitable because of their computational advantages and 
commonly used for subjective description [6]. 

 

Figure 3: Triangular fuzzy number. 

The membership function of a TFN can be explained by: 

𝐙𝐙(𝐱𝐱) is the grade of membership, 

where  𝑍𝑍(𝑥𝑥) > 0     when  𝐹𝐹 < 𝑥𝑥 < 𝑐𝑐 

 𝑍𝑍(𝑥𝑥) = 0     when 𝑥𝑥 ≤ 𝐹𝐹 or 𝑥𝑥 ≥ 𝑐𝑐 

  𝑍𝑍(𝑥𝑥) = 1      when 𝑥𝑥 = 𝑏𝑏 “highest grade of 
membership at the modal value.” 

Therefore, 

a = the lowest possible value, 

b = the most likely possible value, 

c = the highest possible value in the fuzzy set. 

2.2.2. Fuzzification: First, it is necessary to convert the input 
information to fuzzy numbers and calculate them using fuzzy 
operators. For input data 𝐹𝐹𝑖𝑖𝑖𝑖 and 𝑉𝑉𝑖𝑖𝑖𝑖, the fuzzy sets of 𝐹𝐹𝑖𝑖𝑖𝑖′  and 𝑉𝑉𝑖𝑖𝑖𝑖′  are 

𝐹𝐹′ = [FL, FM, FH]   (6) 

𝑉𝑉′ = [VL, VM, VH]   (7) 

FL, FM and FH are the lowest, most likely, and highest possible 
values of the frequency flow and VL, VM  and VH are the lowest, 
most likely and highest possible values of the volume flow, and 
their grades of membership are between 0 and 1. If, for example, 
the total material flow frequency of all products is possibly 20 
times and the total material flow volume is approximately 5 units 
each time, the material flow F could be a set of numbers with the 
most likely value of 18 such as [16, 18, 19] as well as V could be 
[3, 5, 6]. 

2.1.3. Fuzzy arithmetic: The operations  [32] can be indicated by 

Fuzzy addition ⨁: 

F⨁V =  [FL + VL   ,   FM + VM   ,   FH + VH]          (8) 

Fuzzy multiplication ⨂: 

a 

Z 

1 

x 
0 

b c 

𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚
= 𝑀𝑀𝐹𝐹𝑥𝑥 𝑙𝑙𝑖𝑖  𝑀𝑀𝑀𝑀 𝐹𝐹ℎ𝑒𝑒 𝑠𝑠𝐹𝐹𝑀𝑀𝑒𝑒 𝑟𝑟𝐹𝐹𝑤𝑤 

 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
= 𝑀𝑀𝐹𝐹𝑥𝑥 𝑤𝑤𝑖𝑖 𝑀𝑀𝑀𝑀 𝐹𝐹ℎ𝑒𝑒 𝑠𝑠𝐹𝐹𝑀𝑀𝑒𝑒 𝑐𝑐𝐹𝐹𝑙𝑙𝐹𝐹𝑀𝑀𝑀𝑀 

 𝑙𝑙𝑖𝑖 

  𝑤𝑤𝑖𝑖 

 

𝑦𝑦 1
,𝑀𝑀
𝐹𝐹𝑥𝑥

  

𝑥𝑥1,𝑀𝑀𝐹𝐹𝑥𝑥  
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F⨂V   =  [min (FLVL  , FLVH  , FHVL  , FHVH), FMVM ,
max (FLVL  , FLVH  , FHVL  , FHVH)] 

With the above example values 

 F⨂V   = �min(16 × 3, 16 × 6, 19 × 3, 19 × 6) , 18 × 5,
max(16 × 3, 16 × 6, 19 × 3, 19 × 6) � 

  = �min(48, 96, 57, 114) , 90,
max(48, 96, 57, 114) �  

   = [48, 90, 114] 

2.1.4. Defuzzification: Before entering the GA procedure, the 
fuzzy numbers for the material flow must be changed to crisp 
numbers using the fuzzy weight method [33]. 

𝑓𝑓𝑖𝑖𝑖𝑖 ≅ 𝑓𝑓𝑖𝑖𝑖𝑖′     (10) 

𝑓𝑓𝑖𝑖𝑖𝑖 ≅ ��� 0.5 × (𝐹𝐹 + 𝑐𝑐)� + 𝑏𝑏�/2�  (11) 

therefore,       𝑓𝑓𝑖𝑖𝑖𝑖 = ��� 0.5 × (48 + 114)� + 90�/2� 

        =85.5 

2.2. Genetic algorithm 

The objective function (1) is used in this paper to find the 
optimum value by applying the genetic algorithm. The suggested 
GA has been modified from the Simple Genetic Algorithm (SGA) 
[16]. It begins with an initial set of random solutions for the 
problem being considered. The set of these alternatives is called 
the population. The population’s individuals are called 
chromosomes. The objective function evaluates the results from 
the chromosomes. The chromosomes showing high potential is 
then carried out to be a part of the new generarion. In the crossover 
phase, a chromosome is chosen, along with the checking 
conditions, to produce the offspring. The details follow. 

2.2.1. Initialization: GA approach begins with creating an initial 
population, 𝒗𝒗. In our cases for solving machine layout problems, 
the genes represent the machines, and the chromosomes are for 
the layouts. Thus,  the initial population can be converted from 
the “prior to improvement” process layout, see Fig. 1 (B) for an 
example. 

2.2.2. Fitness evaluation: This is the procedure for assessing the 
chromosome’s value. The chromosome that is more likely to be 
selected for the reproduction process would be selected by taking 
the proportionate fitness into consideration. The objective 
function of the fitness function, as presented in (12), can be 
described by total distance, in order to minimize the total costs of 
the material handling in the machine design issue. 

Total distance: 𝑑𝑑𝑖𝑖𝑖𝑖 =  ∑𝑃𝑃𝐼𝐼 + 𝑃𝑃𝐼𝐼𝐼𝐼 + ⋯+ 𝑃𝑃𝑘𝑘   (12) 

Every material handling distance of product P is computed 
from the machine routing when each row or column of the 
machines is 1 m apart, as shown in Fig. 1. Assuming that there are 
3 products required to be manufacture in a plant, as shown in Table 
2, thus k=3. The machines have to be arranged on the floor plan to 
determine the total distance derived for a chromosome. The 
machines were arranged onto a certain floor area of W × L. The 
difference between the number of columns and rows of the 
machines was 1 at most. 

2.2.3. Selection: This step decides which chromosomes should be 
parents in the reproduction process to generate offspring for the 
next generation. 

Tournament selection (TOS): The simple tournament 
selection method [14] was used in this research. First, it divides 
the population into groups. Next, in each group, n chromosomes 
are randomly selected. The next generation of parents shall then 
be assigned from the chromosomes that make the most efficient 
solution in their groups. There were 2 groups in a tournament in 
this work. Each group had 3 chromosomes (n = 3), then the best 
chromosomes in each group were chosen as the next generation 
of parents.  

2.2.4. Crossover: A new solution, namely offspring, is created by 
the crossover process. In this work, a crossover point, as shown in 
Fig. 4, was randomly chosen. After the crossover process, 2 
conditions were checked. For condition 1, at least 2 pairs of 
machines in the chromosome must be operated side-by-side. For 
condition 2, after simulating the machines onto the shop floor 
area, and the new distance derived from the offspring must be 
reduced in comparison to the distance achieved by the layout of 
the parent.  

 
Figure 4: One point crossover process. 

2.2.5. Mutation: The mutation process is one in which genes are 
randomly selected and their positions in the chromosome are 
swapped to generate additional offspring. It is a traditional step in 
conventional GA. Kritwattanakorn et al. [27], however, proposed 
that the mutation should be disregarded in this kind of problem. 
They have found it produced machines positioned further away 
while they should be put side by side when considering routing 
and lastly produced poor outcomes. 

2.2.6. Stop:  The proposed GA procedure was looped until the 
given number of generations was met, see Fig. 2. 

3. Example 

Two layout problems were studied in this research. The 
details are as follows: 

• Case 1: This case uses original information from the 
manufacture of plywood furniture. There were 3 
products and 8 machines in the same shop floor area. 
Table 2 shows the production routing for each product. 
Table 3 exhibits the sizes of the machines. The material 
handling information was initially received as crisp 
numbers. 

• Case 2: This case studied a bus manufacturer. The fuzzy 
material handling information was given when their 

(9) 
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process experts were asked for the values in the fuzzy 
sets of material flow between machines. There were 12 
products and 8 machines. Table 4 shows the production 
routing of each product, and the machine sizes are shown 
in Table 5. 

Since GA is widely applied for solving machine layout 
problems, the layouts constructed by different approaches were 
compared as listed. A summary of GA based approaches is shown 
in Table 1. 

1. Initial layout (unknown approach) 
2. SGA [16] 
3. Modified GA with RWS and additional conditions 

(Kritwattanakorn et al. [27]) 
4. Modified GA with TOS and additional conditions 

(proposed approach)  
Table 1: Summary of GA based approaches. 

No Information Selection Crossover Mutation Special 
Conditions 

1 Crisp Unknown (Initial layout) 
2 Crisp RWS One point One point swap No 
3 Crisp RWS One point No Yes, see 2.2.4 
4 Fuzzy TOS One point No Yes, see 2.2.4 

 
Here the proposed GA approach used Thai Baht (32.50 THB = 

1 USD), the number of the initial population, v, was 10, and the 
number of generations, G, was 100 given to stop the loop. The 
machine layout design problems were solved using VBA in MS 
Excel running under Windows 8 OS, on an Intel (R) Core (TM) i7-
4500U 1.8GHz  Ram 4 GB device.  

Table 2: Products and production routing for case 1. 

Product Production Routing 
1 A-B-C-D 
2 A-E-F-G 
3 A-H 

Table 3: Sizes of the machines for case 1. 

Machine Dimensions 
Width (m) Length (m) 

A 2.00 2.00 
B 1.35 1.30 
C 1.30 1.25 
D 1.35 1.30 
E 1.22 1.25 
F 1.00 1.00 

G 1.22 1.25 

H 1.20 1.22 

4. Results and Discussion 

4.1. Case 1: When the level of fuzziness was considered 
predictable. 

In case 1, the costs from layouts exposed by the existing 
methods including: from the SGA method [16], the adapted GA 
that applied GA with RWS selection and without mutation [27], 
and the proposed method in this study using 6 different fuzzy data 
sets combined with the GA approach (Fig. 5). The case studies 
used various fuzzy set differences of 0%, 15%, 30%, and 50% 

fuzziness for the frequency flow and volume flow. The fuzzy set 
with the difference of 0% represents a crisp number. 

Table 4: Products and production routing for case 2. 

Product Production Routing 
1 A - F 
2 B - C 
3 A - F 
4 B - D 
5 A - G 
6 B - H 
7 A – G – H 
8 B – G – H 
9 A – E – F 
0 B – E – C 

11 A – E – F 
12 B – E – D 

Table 5: Sizes of the machines for case 2. 

Machine 
Dimensions 

Width (m) Length (m) 
A 1.20 1.50 
B 1.20 1.50 
C 1.70 1.50 
D 1.20 1.40 
E 1.50 1.20 
F 1.30 6.00 
G 1.20 1.00 
H 3.50 2.00 

 

 

Figure 5: Data sets representing fuzzy numbers. 

The results in Fig. 6 show that the total costs vary if the input 
information is uncertain or fuzzy. If there is the high difference 
between the lowest and highest possible values, the total costs 
increase or decrease considerably, such as for the right triangle 
skewed right (RR), the highest possible value gives a high total 
cost, but the lowest possible value gives a low total cost. The costs 
increase or decrease depending on the nature of the skew. If the 
input information is skewed fully to one side (such as RR and SR), 
it is likely to make the total costs higher, but if the input is skewed 
to the minimal side (such as RL and SL), it shows the opposite 
impact.  
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Table 6: Results of case 1 with different fuzzy types. 

Difference Fuzzy Type 𝐹𝐹′,  𝑉𝑉′ Total Cost 
(USD) 

0% a N [20, 20, 20], [5, 5, 5] 914.46 

 
 

15% 

S [18, 20, 22], [4, 5, 6] 923.61 
RL [17, 20, 20], [4, 5, 5] 841.30 
RR [20, 20, 23], [5, 5, 6] 1,001.34 
SL [18, 20, 21], [4, 5, 5] 861.88 
SR [19, 20, 22], [5, 5, 6] 976.19 

 
 

30% 

S [17, 20, 23], [4, 5, 6] 955.61 
RL [14, 20, 20], [3, 5, 5] 781.86 
RR [20, 20, 26], [5, 5, 7] 1,101.93 
SL [16, 20, 22], [3, 5, 6] 868.74 
SR [18, 20, 24], [4, 5, 7] 1,005.91 

 
 

50% 

S [15, 20, 25], [3, 5, 7] 960.18 
RL [10, 20, 20], [2, 5, 5] 731.57 
RR [20, 20, 30], [5, 5, 8] 1,234.52 
SL [13, 20, 23], [2, 5, 7] 884.74 
SR [17, 20, 27], [3, 5, 8] 1,067.63 

a. Crisp number 

 
Figure 6: The relationship between various fuzzy data sets and the total cost. 

From the findings of this case, it can be seen that the suggested 
technique shows total costs that increase or decrease depending 
on the flow of the material handling system in the production. 
These findings agree with the existing research works [9-12] that 
information is essential for making a decision on layout planning 
and design, and fuzzy sets is an appropriate idea in dealing with 
imprecise information [25, 26]. 

Table 6 shows the outcomes of the 4 different methods and 
their layouts for the machines are shown in Fig. 7. Table 6 
demonstrates the results of total costs and distances. Before 
arranging the layout, the total cost initially was 1,179 USD and 
the total distance was 38.45. The proposed method with a different 
variation of 15% in fuzzy data input (due to natural associated 
vagueness) has a total cost of 923.61 USD and a total distance of 
29.72 m. It can reduce the total cost by 21.66% and the distance 
by 22.71%. Both the traditional GA (SGA) method [16] and the 
Kritwattanakorn et al. method [27] give total costs and distances 
greater than the proposed method.  

Table 7: Comparison of the different approaches in case 1. 

Approach Total cost (USD) Total Distance (m) 
Unknown (initial layout) 1,179.00 38.45 
SGA 1,060.92 34.48 
Modified GA+RWS+Conditions 978.46 31.80 
Modified GA+TOS+Conditions * 923.61 29.72 

* Fuzziness at 15 % difference 

   
SGA Modified GA 

+RWS+Conditions 
Modified GA 

+TOS+Conditions 

Figure 7: Layouts of machines obtained using different methods for case 1. 

4.2. Case 2: When the level of fuzziness was extremely vague. 

In fact, the shape of fuzzy sets might not be specific. This 
study used a bus manufacturer as an example. They are a family 
run business. Machines were laid out based on the experience of 
the systems expert, not an analysis of manufacturing data. Table 
8 shows the frequency and volume of material transport between 
machines, by letting the expert respond what were the minimum, 
modal, and maximum values, as for the machine layout design 
input. 

Table 8: Fuzzy data input of case 2. 
Machine Frequency flow (𝑭𝑭′)  Volume flow  (𝑽𝑽′) 
M1-M5 [3, 10, 16] [5, 16, 22] 
M1-M6 [6, 8, 14] [7, 10, 24] 
M1-M7 [3, 4, 7] [8, 12, 18] 
M2-M3 [1, 1, 1] [0, 2, 2] 
M2-M4 [3, 6, 8] [6, 8, 14] 
M2-M5 [2, 2, 4] [7, 8, 13] 
M2-M8 [1, 3, 4] [1, 2, 2] 
M5-M3 [3, 6, 8] [6, 8, 14] 
M5-M6 [2, 2, 5] [6, 11, 15] 
M7-M8 [2, 2, 2] [3, 4, 6] 

 

Table 9 shows the results that the totals cost of material 
handling can be considerably lowered. The costs generated from 
the layouts obtained from the method described in this paper were 
compared competitively with the initial machine layout and 2 
existing methods. The machine layouts can be seen in Fig. 8. 
Table 9 compares the approaches. The total cost and the total 
distance before arranging being 84.22 USD and 103.10 m, 
respectively. The proposed method, with fuzzy data input 
acknowledged from the product experts, has a total cost and 
distance of 66.40 USD and 82.45 m, correspondingly. The total 
cost and distance can be reduced by 21.16% and 20.03%. 

Even if the total cost obtained from the proposed method was 
higher than SGA [16] and the method with RWS 
(Kritwattanakorn et al. method [27]), the total distance was the 
shortest. This emphasizes the effect of fuzziness of information 
on decision making. More attention should be paid to 
uncertainties of data. 

Table 9: Comparison of the different approaches in case 2 

Approach Total cost (USD) Total Distance (m) 
Unknown (initial layout) 84.22 103.10 
SGA 48.56 92.40 
Modified GA+RWS+Conditions 41.24 90.25 
Modified GA+TOS+Conditions  66.40 82.45 

 

http://www.astesj.com/


W. Boongsood et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 133-140 (2019) 

www.astesj.com     139 

   
SGA Modified 

GA+RWS+Conditions 
Modified 

GA+TOS+Conditions 
Figure 8: Layouts of machines obtained using different methiods for case 2. 

5. Conclusion 
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In this paper, an optimal discrete-time sliding mode control is proposed for
single-input single-output nonlinear systems with input constraints. The
sliding surface is designed on the basis of particle swarm optimization
algorithm in order to optimize the system response characteristics while
ensuring the follow-up of reference model in presence of constraints. More-
over, the controller is developed such that the elimination of chattering
phenomenon, the finite-time convergence and the stability of the closed-
loop system are guaranteed. Performed on an inverted pendulum system,
simulation results demonstrate the effectiveness of the proposed approach
over the discrete-time sliding mode controller using the saturation function
and the discrete-time second order sliding mode controller in terms of fast
response.

1 Introduction
This paper is an extension of work originally presented
in 2018 15th International Multi-Conference on Systems,
Signals and Devices (SSD) [1]. Due to the increasing use
of computers in control applications, discrete-time sliding
mode control (DSMC) has been extensively developed since
its appearance with Milosavljevic in 1985 [2]; see, for ex-
ample, [3–9]. However, the finite sampling time negatively
impacts the robustness of continuous-time sliding mode con-
trol to external disturbances, parametric uncertainties and
modeling errors [10–12]. In fact, the control input remains
constant during the sampling period so that it can not be
changed when the trajectory of system state crosses the slid-
ing surface. This is at the origin of chattering phenomenon
that may badly affect control devices and system perfor-
mances [13].

Introduced by Gao in 1995 [14], the quasi-sliding mode
concept consists to drive the state trajectory to cross the slid-
ing hyperplane in finite-time, to move with a non-increasing
zigzag motion and to remain within a specified layer. Thus,
the above-mentioned drawback can be reduced but not elim-
inated. Several approaches was proposed in the literature
to overcome it. In [15–17], the saturation function is used
as smooth one instead of the sign function which is the ori-
gin of discontinuity. In [18–20], discrete-time second order
sliding mode control (DSOSMC) was proposed for linear
and nonlinear systems. In [21, 22], a piecewise-constant

control is used to generate the discrete-time sliding mode.
It ensures that the chatter effect is avoided and the system
state trajectory convergences to the sliding surface after a
finite-time interval.

In the following, an optimal discrete-time sliding mode
control (ODSMC) is proposed for single-input single-output
(SISO) nonlinear systems with input constraints. Particle
swarm optimization (PSO) algorithm is employed to search
the sliding vector to which corresponds the optimal response
characteristics of the closed-loop system and its behavior
follows the reference model. Developed by Eberhart and
Kennedy in 1995 [23], PSO algorithm is based on food
searching behavior of animals societies having no leaders in
their swarm such as bird flocks and fish schools. Its main
advantages are the easiness of implementation, the robust-
ness in controlling parameters and the good efficiency in
solving nonlinear, nondifferentiable and large search space
problems [24, 25]. Regarding the control law, it is designed
in such a way that chattering phenomenon is eliminated,
the convergence to the sliding manifold is ensured in finite-
time and the system dynamics are stable while respecting
constraints.

The efficiency of the proposed controller will be demon-
strated by applying it to an inverted pendulum system and
by comparing it to DSMC controller using the saturation
function and to DSOSMC controller with an arbitrary choice
of control parameters and without taking into account the
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input constraints.
This paper is organized as follows. The DSMC and

DSOSMC controllers are developed for SISO nonlinear sys-
tems in sections 2 and 3. Section 4 is devoted for the design
of the proposed ODSMC controller. The inverted pendulum
system is represented in section 5. Section 6 illustrates nu-
merical simulation results. Concluding remarks are given in
section 7.

2 Discrete-time Sliding Mode Con-
trol

Consider a class of discrete-time SISO nonlinear system
described byx (k + 1) = F (x (k)) + H (x (k)) u (k)

y (k) = Cx (k)
(1)

where x(k) ∈ IRn×1 is the state vector, u(k) ∈ IR is the control
input, and y(k) ∈ IR is the system output. F (x (k)) ∈ IRn×1

and H (x (k)) ∈ IRn×1 are vectors of nonlinear functions and
C is the output matrix. Let’s admit that H and its pseudo-
inverse H+ are both bounded.

The sliding function is defined as follows

s (k) = cT e (k) (2)

where e (k) = x (k) − xd (k) is the tracking error and cT ∈

IR1×n is the sliding vector chosen such that the sliding dy-
namic s (k) ≡ 0 is asymptotically stable.

The reaching law is given by

s (k + 1) = (1 − qTs) s (k) − εTs sat (s (k) , ϕ) (3)

where 0 < 1 − qTs < 1, ε > 0, Ts is the sampling period and
sat is the saturation function defined as follows

sat(s, ϕ) =

 s
ϕ

if
∣∣∣∣ s
ϕ

∣∣∣∣ ≤ 1

sign(s) else
(4)

with ϕ > 0 is the boundary layer width of s and sign is the
sign function.

Using the reaching law (3) and the forward expression
of the sliding function (2), the control law u (k) is given by

u (k) =
(
cT H (x (k))

)−1 (
(1 − qTs) s (k)

− εTs sat (s (k) , ϕ) − cT F (x (k)) + cT xd (k + 1)
) (5)

3 Discrete-time Second Order Slid-
ing Mode Control

The sliding function defined in [19, 20] is given by

σ(k) = s(k) + βs(k − 1) (6)

with β ∈ [0, 1[ in order to ensure the stability of σ(k).
The control law is given by

u(k) = ueq(k) + ud(k) (7)

where ueq(k) is the equivalent control used to force the sys-
tem state to evolve on the sliding manifold and ud(k) is the
discontinuous control used to ensure the robustness.

Setting σ(k +1) = σ(k) = 0, the equivalent control ueq(k)
is determined from the following relation

s(k + 1) + βs(k) = 0 (8)

Hence, It is given by

ueq (k) =
(
cT H (x (k))

)−1 (
− cT F (x (k))

+ cT xd (k + 1) − βs (k)
) (9)

The discontinuous control ud(k) is expressed as follows

ud(k) = ud(k − 1) − εTssign(σ(k)) (10)

4 Optimal Discrete-time Sliding
Mode Control

4.1 Design of Sliding Surface

The sliding vector cT is determined using the PSO algorithm
in order to ensure the optimization of the closed-loop system
response characteristics and the follow-up of the reference
model in the presence of constraints on control input.

PSO algorithm starts with population of np n-
dimensional particles. The ith particle of the swarm
has a position xi =

[
xi,1, . . . , xi,n

]
and a velocity vi =[

vi,1, . . . , vi,n
]
. Its previously best visited position and the

global best particle in the swarm are denoted by pbesti =[
pbesti,1, . . . , pbesti,n

]
and gbest respectively. The velocity

and the position of each particle are updated as follows

vi, j = w vi, j+α1r1

(
pbesti, j − xi, j

)
+α2r2

(
gbest j − xi, j

)
(11)

xi, j = xi, j + vi, j (12)

with i = 1, . . . , np and j = 1, . . . , n. w is the inertia weight,
α1,2 are positive constant so-called the acceleration coeffi-
cients and r1,2 are random parameters uniformly distributed
within [0, 1] at each generation.

PSO is used to generate the sliding vector that minimizes
the following cost function

cost = λ1tr + λ2ts + λ3Mp + λ4Ess (13)

where tr is the rise-time, ts is the settling-time, Mp is the
overshoot, Ess is the steady-state error and λq , q = 1, . . . , 4,
are their corresponding weights.

As illustrated in Table 1, the iterative process is repeated
until stopping criterion is met.
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Table 1: Description of PSO algorithm

Step 1 Parameter settings
Set the population size np, the minimum and
maximum bounds xmin =

[
xmin,1, . . . , xmin,n

]
and xmax =

[
xmax,1, . . . , xmax,n

]
, and the accel-

eration coefficients α1,2.
Step 2 Initialization

Initialize the particle’s position x0
i , i = 1 . . . np,

randomly and uniformly within bounds.
Initialize the particle’s velocity v0

i and the par-
ticle’s best position to its initial position, i.e.
pbest0

i = x0
i .

Set gbest equal to the global best particle.
Step 3 PSO algorithm

WHILE stopping criterion is not met DO
Update the particle’s velocity and position
FOR i = 1 to np

FOR j = 1 to n
vi, j = w vi, j + α1r1

(
pbesti, j − xi, j

)
+

α2r2

(
gbest j − xi, j

)
END FOR
xi = xi + vi

END FOR
Update the particle’s best position
FOR i = 1 to np

IF f (xi) ≺ f (pbesti)
pbesti = xi

END IF
END FOR
Update the global best position
FOR i = 1 to np

IF f (pbesti) ≺ f (gbest)
gbest = pbesti

END IF
END FOR

END WHILE

4.2 Design of Control Law
The control law is designed such that the chatter effect is
avoided, the state trajectory convergences to the sliding sur-
face after a finite-time interval and the closed-loop system is
stable while respecting control constraints.

The forward expression of the sliding function (2) can
be rewritten as follows

s(k + 1) = s(k) + cT (xd(k) − xd(k + 1))

+ cT (F(x(k)) − x(k)) + cT H(x(k))u(k)
(14)

Setting s(k + 1) = 0, the equivalent control ueq is expressed
by

ueq(k) = −
(
cT H(x(k))

)−1 (
s(k) + cT (xd(k) − xd(k + 1))

+ cT (F(x(k)) − x(k))
)

(15)

Consider that ‖u (k)‖ ≤ umax, the constrained control is
given by

u(k) =

ueq(k) if
∥∥∥ueq (k)

∥∥∥ ≤ umax
ueq(k)

‖ueq(k)‖
umax else

(16)

Suppose that∥∥∥cT (xd(k) − xd(k + 1)) + cT (F(x(k)) − x(k))
∥∥∥ ≤ δ,∥∥∥∥(cT H(x(k))

)−1∥∥∥∥ ≤ η
and

umax > δη (17)

with δ > 0 and η > 0.
It follows that∥∥∥ueq(k)

∥∥∥ ≤ ∥∥∥∥(cT H(x(k))
)−1∥∥∥∥∥∥∥s(k) + cT (xd(k) − xd(k + 1)) + cT (F(x(k)) − x(k))

∥∥∥
≤ η (‖s(k)‖ + δ)

(18)

For ‖u (k)‖ > umax, the forward expression of the sliding
function (14) is expressed by

s(k + 1) = s(k) + cT (xd(k) − xd(k + 1))

+ cT (F(x(k)) − x(k)) + cT H(x(k))
ueq(k)∥∥∥ueq(k)

∥∥∥umax

=
(
s(k) + cT (xd(k) − xd(k + 1))

+ cT (F(x(k)) − x(k))
) 1 − umax∥∥∥ueq(k)

∥∥∥


(19)

For stability analysis, the Lyapunov function is chosen
as follows

V(k) = ‖s(k)‖ (20)

Thus, the Lyapunov difference is given by

∆V(k) = ‖s(k + 1)‖ − ‖s(k)‖ (21)

Using (17)

‖s(k + 1)‖

=
∥∥∥s(k) + cT (xd(k) − xd(k + 1)) + cT (F(x(k)) − x(k))

∥∥∥1 − umax∥∥∥ueq(k)
∥∥∥


≤ ‖s(k)‖ +
∥∥∥cT (xd(k) − xd(k + 1)) + cT (F(x(k)) − x(k))

∥∥∥
−

umax∥∥∥(cT H(x(k))
)−1

∥∥∥
≤ ‖s(k)‖ + δ −

umax∥∥∥(cT H(x(k))
)−1

∥∥∥
< ‖s(k)‖

(22)

Hence, s(k) decreases monotonically. From (18), the
equivalent control ueq (k) will belong to the constrained do-
main, i.e.

∥∥∥ueq (k)
∥∥∥ ≤ umax, in finite time and therefore it will

bring the system trajectory to the sliding manifold s(k) = 0
on which the dynamics of the closed-loop system are stable.
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5 Inverted Pendulum System
As shown in Figure 1, the inverted pendulum system consists
of a pendulum amounted on a cart at a frictionless pivot point.
The pendulum is of mass m = 0.1kg and length 2l = 1m and
the cart is of mass M = 1kg [26]. u is the force applied to
the cart that lies within the range of ±10N and g = 9.81m/s2

is the gravity acceleration. The generalized coordinates are
x and θ which represents the horizontal movement of cart
and the rotation of pendulum respectively [27].

Figure 1: Schematic of the inverted pendulum system

Let x =
[
x1 x2

]T
=

[
θ θ̇

]T
be the state vector. The

dynamic equations are given by
ẋ1 = x2

ẋ2 = f (x1, x2) + h (x1, x2) u
y = x1

(23)

with

f (x1, x2) =
(M + m) g sin x1 − mlx2

2 sin x1 cos x1
4
3 (M + m) l − mlcos 2x1

and
h (x1, x2) =

cos x1
4
3 (M + m) l − mlcos 2x1

Using for discretization the Euler forward method de-
fined by

ẋ �
x (k + 1) − x (k)

Ts
,

the discrete-time model of the inverted pendulum system is
expressed as follows

x1 (k + 1) = x1 (k) + Tsx2 (k)
x2 (k + 1) = x2 (k) + Ts f (x1 (k) , x2 (k))

+Tsh (x1 (k) , x2 (k)) u (k)
y (k) = x1 (k)

(24)

6 Numerical Simulation Results
For Ts = 0.05s, the reference model is chosen as follows

xd (k) =
[
π
30 sin (kTs) π

30 cos (kTs)
]T

(25)

The initial conditions are given by

x (0) =
[
0.2 0

]T
, xd (0) =

[
0 π

30

]T
(26)

The sliding vector and the reaching law parameters for
DSMC controller are respectively

cT =
[
5 1

]
,

q = 2, ε = 10, ϕ = 0.5
(27)

The parameters of DSOSMC controller are chosen as
follows

ε = 0.02, β = 0.5 (28)

Using the PSO algorithm, the cost function to minimize
is the following

cost = 0.9ts + 0.1tr (29)

The population size, the acceleration coefficients, and
the minimum and maximum bounds of particle’s position
are given respectively by

np = 100, α1,2 = 2,

cT
min =

[
0.5 0.5

]
, cT

max =
[
10 10

] (30)

The following linear decreasing inertia weight is used
[28, 29]

w = wmax − (wmax − wmin)
iter

itermax
(31)

where wmax = 0.9 and wmin = 0.4 are the initial and final
values of the inertia weight respectively, iter is the current
iteration, and itermax is the maximum number of iterations.

Figure 2 illustrates the evolution of the cost function (29)
corresponding to ODSMC controller. It shows that PSO
algorithm ensures a rapid convergence of the cost function to
its minimum value of 0.236s corresponding to the following
sliding vector

cT =
[
7.085 0.5

]
(32)

Figure 2: Evolution of the cost function for ODSMC

Figure 3 shows numerical simulation results of ODSMC
controller using the sliding vector (32). Figures 3a-3b
present the state variables x1,2(k) and their corresponding
references xd1,2(k). They show that the developed controller
ensures the follow-up of the reference model and the sta-
bility of the closed-loop system in the presence of control
input constraints. Figure 3c depicts the constrained control
input u(k). It shows that chatter effect is avoided. Figure 3d
illustrates the sliding function s(k). It shows that the state
trajectory converges to the sliding surface in finite time.
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(a) State variable x1(k) and its reference xd1(k)

(b) State variable x2(k) and its reference xd2(k)

(c) Control input u(k)

(d) Sliding function s(k)

Figure 3: Simulation results for ODSMC controller.

Figure 4 illustrates a comparison between DSMC with
saturation function, DSOSMC and ODSMC controllers. Fig-
ure 4a presents a comparison of system responses y(k). It
shows that all controllers ensure the follow-up of the refer-
ence model. Yet, the ODSMC controller ensures the fastest
response time while respecting input constraints. Figure
4b depicts a comparison of control inputs u(k). It shows
the effectiveness of the applied controllers in avoiding the
chattering phenomenon. Moreover, the developed algorithm
has lower values of control input in the initial phase than
DSOSMC controller.

The results are summarized in Table 2. Actually, It shows
that the developed ODSMC ensures the best results with the
least rise and settling times of 0.14s and 0.24s respectively,
and with lower values of control input than DSOSMC con-
troller whose corresponding minimum and maximum input
values are −20.6N and 12.18N respectively. Figure 4 and
Table 2 demonstrate that ODSMC controller outperforms
DSMC and DSOSMC controllers.

(a) Comparison of system responses

(b) Comparison of control inputs

Figure 4: Comparison between DSMC with saturation function, DSOSMC
and ODSMC controllers.

Table 2: Summary table of numerical results

Settling
time (s)

Rise
time (s)

umin umax

DSMC 1.07 0.39 -10.07 1.5
DSOSMC 1.03 0.37 -20.6 12.18
ODSMC 0.24 0.14 -10 10

In this study, Matlab 2016a was used for the implemen-
tation of all algorithms.

7 Conclusion
This work presents an optimal discrete-time sliding mode
controller for nonlinear SISO systems subject to input con-
straints. The particle swarm optimization algorithm is em-
ployed to determine the sliding vector for which the response
characteristics are optimal and the closed-loop system model
follows the reference model. Furthermore, the control law
which is designed based on the equivalent control concept
guarantees the avoidance of chattering phenomenon and the
finite-time convergence of system trajectory to the sliding
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manifold on which the system dynamics are stable while
respecting constraints. Simulation results demonstrate the
efficiency of the developed controller in ensuring the fastest
response comparing to discrete-time sliding mode controller
using the saturation function and to discrete-time second or-
der sliding mode controller. Future work will be to develop
the proposed controller to multi-input multi-output nonlinear
systems and to verify its effectiveness by experiments.

Conflict of Interest The authors declare no conflict of
interest.
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 This article is addressed to show the results of hybrid dynamical modeling in the form of 
PWA (piecewise-affine) and equivalent MLD (mixed-logical dynamical) model for multi-
restricted areas avoidance of an autonomous system. It is a problem of determining the 
optimal moving trajectory from plant’s initial position to some desired position while 
avoiding some restricted areas (obstacles) between them. In order to calculate the optimal 
input value capable of generating the optimal trajectory, the model predictive control 
(MPC) approach was utilized by minimizing an objective function of state/output prediction 
subject to the formulated hybrid dynamical model. To illustrate the formulated model and 
its responses, some computational simulations were performed in a three-dimensional state 
using two/three box-shape restricted areas. From the simulation results, the optimal 
trajectory was achieved, and the plant avoided the restricted area. 

Keywords:  
hybrid system 
mixed-logical dynamic 
multi-restricted area avoidance, 
piecewise-affine 
predictive control 

 

 

1. Introduction  

Dynamical equation models, which comprise of the linear, 
complex, and hybrid dynamical system, play an important role in 
engineering the control systems. There are thousands of published 
research articles developed to analyze the dynamical model of 
some new engineering systems such as the mobile robot [1, 2], 
autonomous vehicles, car-like robot, etc. This research deals with 
an independent system with some known initial state and its 
corresponding output value with plant’s initial position. The plant 
utilized moves to a decided state known as target position with 
minimal “effort” where some restricted states are not allowed to be 
passed through by the plant. The term “effort” in some cases is 
defined as the shortest path, while an obstacle is a restriction in 
space movement which should be avoided by the plant. The 
pioneer mathematical model utilized in this state was developed in 
[3] by formulating a piecewise affine model which corresponds to 
the restricted and normal sets. There are some published articles 
which described the restricted use of some systems, such as 
vehicles and mobile robots [4–9]. The more complicated problem 
comprises of several plants which are controlled by applying a 
multi-agent concept like flocking scheme, which was used in 
[10,11]. 

In some cases, the objectives of restricted area avoidance are 
not only avoiding the obstacle but also determining the optimal 
trajectory used to determine the final or target point. In this 
problem, an optimal control method based on mathematical 

optimization was implemented to solve the technique. For 
example, a particle swarm algorithm was applied in [12,13]. It is 
reasonable to utilize an optimization-based method because it will 
generate the ace result to the problem. Beside of optimal control 
problem, numerous inconsistencies were solved using the 
optimization approach which was also used to describe its 
profitability such as facility location optimization and the colony 
algorithm for knapsack. 

In the system theory, a newly developed strategy is the hybrid 
dynamical model which comprises of different types of Piecewise-
affine (PWA), discrete hybrid automata (DHA) and Mixed Logical 
Dynamic (MLD) models [14]. To analyze and control a hybrid 
model, in [15], a toolbox was developed which comprises of some 
MATLAB functions on model formulation and controlling. For 
example, the PWA model written in HYSDEL programming 
language can be converted into MLD using the MATLAB routine 
“mld” in the hybrid system toolbox. Furthermore, the MLD model 
which consists of trajectory tracking problems tends to be solved 
by applying a classic control method scheme MPC (model 
predictive control) and modifying the state prediction along with 
its corresponding objective function which was carried out in 
[16,17]. Many research articles applied this control method in 
agriculture field [18,19], as well as in controlling mechanical 
vehicles [20], boiler-turbine [21], and spacecrafts [22]. 

This research therefore aims at solving the problem associated 
with the restricted area inherent the three-dimensional states. First, 
the PWA model was formulated to determine whether the 
dynamical system of the plant is in a normal or restricted area. 
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Next, the PWA system is converted into equivalent MLD using 
HYSDEL and hybrid toolbox. Furthermore, by using predictive 
control method for the MLD model, the optimal input was 
generated to obtain the moving trajectory, which was initialized at 
the plant’s starting point to its target position. Some computational 
simulations are performed to illustrate and visualize the results. 

2. Dynamical System 

Let vector ( )1 2( ) ( ), ( ), , ( ) n
nx k x k x k x k ′= ∈ R denotes the 

state of a plant where k denotes the time instantly. Therefore, the 
dynamical model of the observed plant is a linear time-invariant 
system modeled as illustrated in the equation below 

 
( 1) ( ) ( )

( ) ( )
x k Ax k Bu k

y k Cx k
+ = + 

= 
   (1) 

where pu∈R  and my∈R  are input & output vectors 
respectively, and the notations A, B, C, and D are real constant 
matrices. The control method used in this paper is applicable, the 
controllable and observable assumptions are held by (1). 

2.1. Restricted Area Avoidance Scheme 

The position to the output vector y is defined without losing 
the generality property. Let the initial position of the plant is 
obtained by 0 0(0) (0)y y Cx Cx= = = . The value of the output, i.e., 
plant’s position y have to maneuver and reach some desired target 
position denoted by fy  which corresponds to target state fx , 

f fy Cx= , where in the output’s domain, some sets such as 

1 2, , , m
rR R R ⊂   are not allowed to be utilized by y. Let 

( )1 2
m

rR R R R= ∪ ∪ ∪ ⊂ R , y is restricted to be in R, then 
y R∉  should be held. To handle this condition, the dynamics of 

the system is formulated as a hybrid system.  

The formula is illustrated as follows, w.l.o.g., let 3( )y k ∈  
with two restricted sets, R1 and R2 illustrated in Figure 1. The 
problem is how to determine the optimal trajectory used by the 
plant to maneuver (or move) from its initial state to the target 
position. The term "optimal" is interpreted as minimal effort (or 
energy or work or other similar things) used by the plant. The 
optimal trajectory shown in Figure 1 illustrates a moving 
trajectory from the initial to the target point. 

 The non-restricted sets are known as the normal area where 
the dynamics of the plant corresponds to (1). Alternatively, the 
dynamics which corresponds to the restricted set is defined as 

 
( 1) ( )

( ) ( )
x k x k

y k Cx k
+ = 

= 
    (2) 

which means that the dynamical model is used to prevent the plant 
from being located in the restricted area.  The formulation of the 
hybrid dynamical model where the plant is prevented from 
entering the restricted area is illustrated by Figure 2 by assuming

3( )x k ∈  and ( ) ( )y k x k= .  

 

 

Let the restricted sets (area) Ri, i = 1, 2, …, k, and the normal set 
(area) denoted by N, then these sets are written as 

    { }1 2 3 1 2 3 : ( , , ) : , ,
  : otherwise.

i i i i i i iR x x x a x b c x d e x f
N

 ≤ ≤ ≤ ≤ ≤ ≤



 

2.2. PWA to MLD Hybrid Model 

The hybrid model in the PWA model of the plant for restricted 
area avoidance purposes is formulated as 

( ),                 restricted area
( 1)

( ) ( ),   normal area
( ) ( )

Ix k x
x k

Ax k Bu k x
y k Cx k

∈ 
+ =  + ∈ 

= 

 (3) 

with I denotes an identity matrix with the appropriate dimension. 
To apply the predictive control method to this system, the MLD 
model is, first of all, converted into the form of 

1 2 3

1 2 3

2 3 1 4 5

( 1) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

x k Ax k B u k B k B z k
y k Cx k D u k D k D z k
E k E z k E u k E x k E

δ
δ

δ

+ = + + + 
= + + + 
+ ≤ + + 

  (4) 

 

Figure 1: Two box-shape restricted areas illustration 
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with some initial state 0 (0)x x= where ( )z k  is an auxiliary state. 
The notation ( )kδ  is a binary valued state describing the mode of 
the system (mode 0 assuming it is on the normal area and 1 when 
restricted). The matrices , , ,i iA B C D  and iE  for all i are real 
constant generated by the conversion process, which is conducted 
using mld MATLAB function embedded in hybrid system toolbox 
given in [23] by writing the PWA system in HYSDEL, then 
generating the matrices for the equivalent MLD model. 

2.3. Predictive Control Approach 

The equation used to determine the optimal input to enable the 
output vector (position) reach the target point using minimal effort 
is represented as a terminal state optimal control problem. 
Furthermore, the predictive control approach is used to obtain the 
optimal input by letting ( )x k t  as the state value predicted at time 
instant ( )k t+  which is resulted by applying input value ( )u k t+  
into equation (4) where the corresponding output value is 
predicted at time instant ( )k t+ , ( )y k t . The optimal input will be 
calculated by solving the minimal value “cost” function of output 
prediction as follows: 

[ ], ,

1

0

min ( )

( ) ( )

T y f wu z

T

u y fw w
k

J Q y T t y

Q u k Q y k t y

δ

−

=

= −

 + + − ∑
 (5) 

subject to:  

1 2 3

2 3 1 4 5

min max

min max

min max

(0 ) ( ); (0 ) ( );

( 1 ) ( ) ( ) ( ) ( );

( ) ( ) ( ) ( ) ;
( ) , 0,1, 2,3,..., 1;
( ) , 0,1, 2,3,..., ;

( ) , 0,1, 2,3,..., 1;

x t x t y t y t

y k t Cx k t D u k D k t D z k t

E k t E z k t E u k E x k t E
u u k t u k T
x x k t t x k T

y y k t t y k T

δ

δ

 = =

+ = + + +

+ ≤ + +

≤ + ≤ = −

≤ + ≤ =

≤ + ≤ = −











 

where T is called the horizon control period, Qu and Qy are 
symmetric and positive definite matrices used to weight the input 
u and output y respectively. These symmetric and positive definite 
properties are applied to guarantee the objective function J is 
convex. This is expressed in the notation 2

T
wQy y Qy= =  where 

wQy Qy=∞ ∞= . This predictive control scheme resulting in a 
mixed integer quadratic optimization problem and in our 
simulation, miqp MATLAB function, which is also embedded in 
hybrid system toolbox, is utilized to solve. Finally, the optimal 
values of u(k) for all k are used by the system. For restricted area 
purposes, the term yf in (5) is the final/target position where the 
dynamics of x is (4) which equivalents to (3). 

3. Simulation Results 

Given a plant with three-dimensional state 

 [ ]1 2 3
3( ) ( ), ( ), ( ) Tx k x x x k x k= ∈R  

and output vector ( ) ( )y k x k=  which can be described as the 
position in a three-dimensional Cartesian coordinate system. Let 

the initial state be [ ]0 (0) 1,1,1 Tx x= = , which corresponds to the 

initial position [ ](0) 1,1,1 Ty = .  

 
SYSTEM pwa_obs_3d_robot { 
INTERFACE { STATE { REAL x1 [-20,20]; 
                 REAL x2 [-20,20]; 
                  REAL x3 [-20,20]; } 

    INPUT { REAL u [-10,10]; } 
     OUTPUT{ REAL y1,y2,y3; } 
     PARAMETER { REAL a1;         REAL a2; 

         REAL b1;         REAL b2; 
         REAL c1;         REAL c2; 
         REAL d1;  REAL d2; 

          REAL e1;  REAL e2; 
            REAL f1;  REAL f2; } } 
IMPLEMENTATION { AUX { REAL z1,z2,z3;  
   BOOL da1,da2,db1,db2,dc1,dc2, 

      dd1,dd2,de1,de2,df1,df2; } 
   AD  {da1 = x1>=a1;    da2 = x1>=a2; 

              db1 = x1>=b1; db2 = x1>=b2; 
                    dc1 = x2>=c1; dc2 = x2>=c2; 
                    dd1 = x2>=d1; d2 = x2>=d2; 
                    de1 = x3>=e1; de2 = x3>=e2; 
                    df1 = x3>=f1; df2 = x3>=f2; } 

DA  {z1 = {IF  
    (da1&~db1)&(dc1&~dd1)&(de1&~df1) 
    THEN x1 ELSE x1+u }; z2 = {IF  
    (da2&~db2)&(dc2&~dd2)&(de2&~df2) 

       THEN x2 ELSE x2+u }; z3 = {IF  
    (da3&~db3)&(dc3&~dd3)&(de3&~df3)  
    THEN x3 ELSE x3+u }; } 

      CONTINUOUS {x1 = z1; 
                  x2 = z2; 
                                x3 = z3; } 
      OUTPUT { y1 = x1; 
                       y2 = x2; 
                       y3 = x3; } } } 
 

Listing Code 1: PWA model (7) with two restricted areas in HYSDEL 
 

Then the dynamic of the plant in the normal area is 

 

1 0 0 1
( 1) 0 1 0 ( ) 1 ( )

0 0 1 1
( ) ( ) .

1
(0) 1

1

x k x k u k

y k x k

x

   
   + = +    
       = 
    =       

   (6) 

Suppose there are two restricted sets R1 and R2 defined visually as 
two boxes 

 { }1 1 2 3 1 2 3 : ( , , ) : 3 5,3 4,3 5R x x x x x x≤ ≤ ≤ ≤ ≤ ≤ , and  

 { }2 1 2 3 1 2 3 : ( , , ) : 0 3,7 9,5 7R x x x x x x≤ ≤ ≤ ≤ ≤ ≤  

where the rest of state space is normal, then the PWA model of 
this system is stated as 
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1 2( )                               , 
1 0 0 1

( 1)     
0 1 0 ( ) 1 ( ),  otherwise
0 0 1 1

( ) ( ).

x k x R R

x k
x k u k

y k Cx k

∈ ∪ 


    + =     +    
       
= 

 (7) 

The PWA model in HYSDEL has already been written (See 
Listing Code 1) and converted it into MLD model (4) resulting in 
the following matrices 2 2 (3,15),B D zeros= = 3 3,B C I= =

1 2 3 (3,3),A B D D zeros= = = = and E1, E2, E3, E4, and E5 because 
their dimension is sufficiently large. 

  

 
By solving (5) with w=2, the optimal input values are 

obtained, and by applying them into (7), the optimal moving 
trajectory from its initial position to its target/final position as 
show in Figure 3 of the output values are obtained. From Figure 
3, it is observed that two restricted areas were restricted and 
avoided by the system's moving trajectory, as illustrated in the two 
boxes. For further simulation, another box was added. The result 
is shown in Figure 4 and is similar to the optimal moving 
trajectory, which was generated by the controller to prevent the 
restricted areas. 

4. Conclusions 

The multi-restricted area which avoids the problem associated 
with the autonomous linear system was considered dynamic with 
the region formulated as a hybrid model and the optimal trajectory 
calculated. From the computational simulation, the obtained 
system's moving trajectory was generated by the controller, and the 
given restricted areas were avoided. Further research works will 
develop the shape of the restricted area into other shapes like 
polytope to control the inconsistencies associated with irregular 
shapes. Other control methods will be considered and compared to 
determine the best in performance. 
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 Collision risk index has been studied as the required quantitative values for decision-
making of collision avoidance between ships. Recently, inference methods of the collision 
risk were proposed on the basis of the fuzzy theory because of being possible to collect data 
in real time. Existing fuzzy inference system was composed of only simulation results using 
virtual navigation situation. In this study, we obtained the fuzzy inference rule based on 
ship near-collision data via the adaptive neuro fuzzy inference system. Proposed fuzzy 
inference rule expressed various collision risk index in order that a ship could avoid 
collision with an encounter ship at appropriate distance and time. It would support for 
navigators to make an appropriate decision for collision avoidance with encounter ships. 

Keywords:  
Near-collision 
Ship domain 
Collision Risk Index 
ANFIS 

 

 

1. Introduction  

Despite the efforts to prevent accidents, marine accidents has 
been occurring without interruption. According to the statistics of 
KMST(Korean Maritime Safety Tribunal), 10,991 marine 
accidents have occurred in the last five years from 2014 to 2018. 
Out of these accidents, 1,132 marine accidents have occurred in 
collision resulting from lack of look-out and violation of 
CORLEGs(International Regulations for Preventing Collisions at 
Sea) [1]. Accordingly, collision accidents can cause structural 
hazard, loss of human life and property, and ocean pollution due 
to oil and cargo spills. Thus, since the demand on system to support 
the safe navigation of ships has been increased, collision avoidance 
algorithm has been proposed. 

Collision avoidance algorithm starts from assessing the 
collision risk. In order to assess the collision risk in the early days, 
the concept of a ship domain proposed by [2] was used to assess 
the collision risk. This concept is succeeded by [3], [4] and [5] in 
several shapes, the methods of determining ship domains have 
evolved with time [6,7,8-10]. Nonetheless, it still doesn’t contain 
time-related information. 

Since it has been possible to obtain DCPA(Distance of the 
Closest Point of Approach) and TCPA (Time to the Closest Point 
of Approach) in real time, inference method of the CRI(collision 
risk index) on the basis of the fuzzy theory has been proposed. In 
[11], the author connected DCPA and TCPA to the CRI using 
interviews of navigators by showing virtual navigation situation on 

simulator. In [12], the authors reconstructed the FIS (Fuzzy 
Inference System) using non-dimensionalized DCPA and TCPA. 
In [13], the researchers calculated the CRI by including VCD 
(Variance of Compass Degree) into input parameter proposed by 
Lee and Rhee. 

On the basis of the proposed FIS [11,12,13], various studies 
have been conducted. In [14], the author designed an estimation 
algorithm of the collision risk among approaching multiple ships 
by using the fuzzy theory, and verified performance on the basis 
of the AIS (Automatic Identification System) maritime traffic data. 
In [15], the author proposed an evaluation algorithm of the 
collision risk in order that VTSO (Vessel Traffic Service Operator) 
was able to analyze the collision risk among ships in advance. In 
[16], the author proposed a model of predicting ship collision risk 
based on the FIS considering the general patterns of collision 
avoidance. Furthermore, the FIS has been applied to collision 
avoidance system in the field of development for an 
USV(Unmanned Surface Vehicle). The USV developed for 
multipurpose of ocean observation and surveillance could flexibly 
change an action space according to the collision risk, which was 
inferred by using obstacle information on a basis of fuzzy inference 
[17]. In [18], the researcher used the FIS as a point of time for 
generating and sending messages in order that efficient 
information exchange for collision avoidance was possible 
between autonomous ship and manned ship. 

But the proposed FIS [11,12,13] had the limitation which was 
relied on the empirical factors of navigators. Hence, in [19], the 
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author suggested the FIS considering ship’s characteristic in 
virtual navigation situation on simulator without interviews of 
navigators. Nonetheless, because of membership functions and 
rules determined by simulation results, the existing FIS still have 
significant limitation not reflecting on information of actual 
collision situation between ships.  

To overcome the limitation of the existing FIS [11,12,13,19], 
this study proposed an improved fuzzy inference rule by learning 
actual near-collision data extracted from the AIS via ANFIS 
(Adaptive Neuro Fuzzy Inference System). Section II described 
inference methods of the collision risk using the FIS and decision 
of near-collision. Section III suggested the fuzzy inference rule 
obtained by learning ship near-collision data via ANFIS. 
Subsequently, performance of the proposed FIS comparing with 
the existing FIS was validated and discussed in section IV. Finally, 
a summary of the work and the conclusion drew in section V. 

2. Materials 

2.1. Calculation of the CRI using FIS 

The FIS inferred the CRI based on the fuzzy theory using 
DCPA and TCPA. DCPA referred to a minimum distance through 
a target ship when own-ship and a target ship were encountered. 
TCPA was an expected time to arrive at the point where DCPA 
occurred at the ship's present location. Figure 1 is presented that 
ships 𝑉𝑉1 and 𝑉𝑉2 passed the minimum distance between ships at 
TCPA 𝑡𝑡c. The time from current time to 𝑡𝑡c was TCPA, and the 
distance between own-ship and a target ship at estimated time from 
the 𝑡𝑡c was DCPA.  

 
Figure 1: Calculation DCPA and TCPA 

Figures 2 and 3 show the fuzzy membership function of 
TCPA/(𝐿𝐿/ 𝑉𝑉) and DCPA/𝐿𝐿, where 𝐿𝐿 was a length of ship and 𝑉𝑉 
was a ship speed. In order to increase precise on the FIS, letting 
DCPA and TCPA to be dimensionless by using a length and a 
speed of ship was conducted[12]. The CRI can be expressed as 
values from -1 to 1. Negative values in TCPA mean that a target 
ship passed through own ship, i.e., safe situation by being out of 
the collision risk. 

Inference rule of state variables used in the FIS are Small (S), 
Medium (M), B (Big), P (Positive), and N (Negative). Table 1 
shows a part where collision risk was determined in order that an 
input and an output can express the inference rule as a two-

dimensional matrix. In other words, it is determined by a condition 
part of the 𝑖𝑖 − th  inference rule out of all the inference rules. The 
CRI at the conclusion as numerals in the fuzzy inference table as 
show in equation (1). 

 
Figure 2: Fuzzy membership function of TCPA/(𝐿𝐿/𝑉𝑉) 

 
Figure 3: Fuzzy membership function of DCPA/𝐿𝐿 

 

Collision Risk(CR) =  
∑ 𝐶𝐶𝐶𝐶𝑖𝑖 ·  𝑎𝑎𝑖𝑖𝑛𝑛
𝑖𝑖=1

∑  𝑎𝑎𝑖𝑖𝑛𝑛
𝑖𝑖=1

  (1) 

Where,  

 𝑛𝑛 = number of reasoning rules, 

𝐶𝐶𝐶𝐶𝑖𝑖 = singleton value of conclusion part of 𝑖𝑖 − th rule, 

𝑎𝑎𝑖𝑖 = contribution factor of conditional part of 𝑖𝑖 − th rule. 
Table 1: Fuzzy inference table 

Division TCPA/(𝐿𝐿/𝑉𝑉) 
NB NM NS PS PMS PM PMB PB 

DCPA
/𝐿𝐿 

PS -0.2 -0.6 -1.0 1.0 0.8 0.6 0.4 0.2 
PMS -0.2 -0.2 -0.6 0.8 0.6 0.4 0.2 0.2 
PM -0.2 -0.2 -0.2 0.6 0.4 0.2 0.2 0.2 

PMB -0.2 -0.2 -0.2 0.4 0.2 0.2 0.2 0.2 
PB -0.2 -0.2 -0.2 0.2 0.2 0.2 0.2 0.2 

A point of time for an action of collision avoidance[12,13,19] 
was determined as follows. In case of a give-away ship, more than 
0.6 of the CRI mean an action of collision avoidance. A stand-on 
ship takes an action of collision avoidance in case of more than 0.8. 

2.2. Decision of Ship Near-Collision 

Because the number of actual collision accidents was very 
small, it was significantly difficult to construct a model for 
evaluating the collision risk based on previous marine accidents 
[20]. Therefore, near-collision, which was a situation in which 
there was the danger of collision between ships approaching each 
other, but with no collision eventually occurring, either due to 
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deceleration, or evasion by the change of course, was used. In order 
to detect a number of near-collision, ship domain was utilized for 
decision of near-collision as criteria not overlapped between ship 
domains [21,22]. Thus, in this study, near-collision was decided 
according to proposed methods using ship domain. 

Ship domain [2] size with ellipse can be divided into two types 
as follows. In the sufficient sea area to freely navigate with 10 to 
16 knots, the ship domain was composed of 8 𝐿𝐿 and 3.2 𝐿𝐿, where 
 𝐿𝐿 is ship length. In the constrained sea area such as narrow channel 
or harbour, the ship domain was composed of 6 𝐿𝐿 and 1.6 𝐿𝐿  by 
reducing speed until 6 to 8 knots. Figure 4 shows ship domain 
size[2].  

 

Figure 4: Ship domain size 

Ship near-collision based on ship domain with ellipse can be 
decided  in shown as Figure 5. 

 

Figure 5: Near-collision between ship’s ellipse dimensions 

Own ship’s ellipse area is parallel to the axis 𝑥𝑥  at the 
position (𝑥𝑥𝑂𝑂, 𝑦𝑦𝑂𝑂), and can be expressed with a long radius (𝑎𝑎) and 
a short radius (𝑏𝑏) in the shape of a dotted line. As an ellipse of 
position is able to be changed in accordance with own ship’s 
course, rotation of ellipse is necessary corresponding to course. A 
long radius 𝑎𝑎 and angle of intersection 𝜃𝜃 of bow direction on the 
axis 𝑥𝑥 are decided according to ship course angle 𝜑𝜑 as equation (2). 
Calculation of rotated own ship’s ellipse follows equation (3). 

θ = �
|90° − 𝜑𝜑| (𝜑𝜑 ≤ 180°) 

|270° −  𝜑𝜑| (𝜑𝜑 ≥ 180°)
               (2) 

�cos 𝜃𝜃 ×(𝑥𝑥′−𝑥𝑥𝑂𝑂�+ sin𝜃𝜃  ×(𝑦𝑦′−𝑦𝑦𝑂𝑂))2

(𝑎𝑎 × 𝐿𝐿𝑂𝑂)2
  +  

 �sin𝜃𝜃  ×(𝑥𝑥′−𝑥𝑥𝑂𝑂�+ cos𝜃𝜃  ×(𝑦𝑦′−𝑦𝑦𝑂𝑂))2

(𝑏𝑏 × 𝐿𝐿𝑂𝑂)2
= 1               (3) 

3. Inference Rule based on Near-Collision via ANFIS 

3.1. Procedure for Configuration of the Fuzzy Inference Rule 

Procedure for configuration of the fuzzy inference rule 
presented in Figure 6 can be divided into four steps. A defined 
action of collision avoidance was defined in first step. Second step 
designated appropriate distance corresponding to an action of 
collision avoidance. Third step enlarged an area of the ship domain 
based on designated distance, and extracted DCPA, TCPA and 
CRI when ship domain enlarged by level was overlapped. The 
fuzzy inference rule by learning ship near-collision data via ANFIS 
was suggested in fourth step. 

3.2. Set on the Collision Risk Index 

The CRI was set by enlarging the ship domain corresponding 
to appropriate distance for collision avoidance through definition 
of an action of collision avoidance by level.  

First step defined an action of collision avoidance 
corresponding to level, and set appropriate distance by level. 
According to the classification of encounter situations[23,25], an 
action of collision avoidance was divided into Collision(C), 
Dangerous(D), Threat(T) and Attention(A). Table 2 defines an 
action of collision avoidance by level. 

Table 2: Definition of an action of collision avoidance by each level 

Level Definition 

Collision 
(C) · Both ships almost have collision 

Dangerous 
(D) 

· Both ships must conduct the best cooperation 
an action for collision avoidance 

Threat 
(T) 

· A give-way ship must conduct an action of 
collision avoidance 

· A stand-on ship can take an action for 
collision avoidance 

Attention 
(A) 

· A give-way ship must conduct an action of 
collision avoidance 

· A stand-on ship must keep own course and 
speed 

In order to set appropriate distance according to the defined 
level, it is necessary to take into consideration a give-way ship and 
a stand-on ship’s distance for an action of collision 
avoidance.COLREGs requested a specified light intensity to show 
the minimum distance of the ship lighting[23]. The mast light is 6 
nm(nautical miles), side light is 3 nm and stern light is 3 nm. 
Comparing the minimum distance of the ship lighting with an 
encounter situation for an action of collision avoidance, the mast 
light and the side light are able to be checked on head-on and 
crossing situation, and the stern light are able to be checked on 
overtaking situation.
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Figure 6: Procedure for configuration of fuzzy inference rule using ship near-collision data

Results of navigator’s interviews[24] showed 6 nm, 3 nm and 1nm 
on the head-on situation, crossing and overtaking situation, and the 
minimum safe distance. Cockcorft, A. and Lameijer, J.N.F.,(2011) 
[25] advised the minimum safe distance for collision avoidance as 
1 nm in sight of one another and 2 nm in restricted visibility. And, 
for a collision situation involving two power-driven ships, the 
minimum distance suggested for an action of collision avoidance 
were 2 to 3  nm. 

Therefore, an action distance of collision avoidance for 
Collision(C) level was not set due to occurred situation of collision 
between ships. An action distance for Dangerous(D) level was set 
as 1 nm in order to pass safely between ships through both ship’s 
cooperation navigation. An action distance for Threat(T) level was 
set as 2 nm in order that a stand-on ship takes an action of collision 
avoidance by continuously observing an action of a give-way 
ship’s collision avoidance. At this distance, a give-way ship still 
has an obligation for collision avoidance. An action distance of 
Attention(A) was set 3 nm due to initial beginning of the collision 
risk between ships. 

Second step sets the CRI corresponding to enlarged the ship 
domain based on designated distance by level. In order to enlarge 
the ship domain, we used the ship domain (8𝐿𝐿 × 3.2 𝐿𝐿)[2] as 
standard, considering limited ship speed suggested in each sea area. 
The standard ship length was set as 70 meters due to having 
different lengths[2]. 

In case of overlapping the ship domain (8 𝐿𝐿 × 3.2 𝐿𝐿) set in 
encounter ships, each ship had extra distance 0.3 nm. At this time, 
the sum of extra distance was 0.6 nm. This was due to actual 
collision accident was not occurred. However, since distance of the 
overlapping ship domain was less than the minimum safe distance 
1 nm, it could mean that both ships almost had collision. Hence, 
ship domain (8𝐿𝐿 × 3.2 𝐿𝐿) was set corresponding to Collision(C) 
level. Based on this approaching methods, ship domain size was 
adjusted corresponding to designated distance by level. 

The existing FIS had the range of the CRI from -1.0 to 1.0. But 
in this study, we composed of the range of the CRI from 0.0 to 1.0 
except for negative sign. The CRI of Attention(A) level was set 0.0 
due to initial beginning of the collision risk between ships. Other 
levels were designated by dividing 1.0 to the three parts. 
Accordingly, the CRI of Collision(C) level was 1.0 due to the 
meaning of having collision between ships, and Dangerous(D) 
level and Threat(T) level were set as 0.66 and 0.33 due to gradually 

increasing the CRI by times. Table 3 shows the range of the CRI, 
ship domain size and the minimum safe distance by proposed level. 
Overlapping situation between ship domains is presented in Figure 
7. 
Table 3: The range of the CRI, ship domain and safe distance by proposed level 

Level NM Ship domain CRI 
C - 8 𝐿𝐿 × 3.2 𝐿𝐿 1.0 

D 0.6 < NM 
≤ 1.0 13.2 𝐿𝐿 × 5.28 𝐿𝐿 0.66 ≤ CRI < 1.0 

T 1.0 < NM 
≤ 2.0 

26.4 𝐿𝐿 
× 10.56 𝐿𝐿 

0.33 ≤ CRI
< 0.66 

A 2.0 < NM 
≤ 3.0 

39.6 𝐿𝐿 
× 15.84 𝐿𝐿 0.0 ≤ CRI < 0.33 

 

 

Figure 7: Overlapping situation of ship domain by proposed level 

3.3. Ship’s Trajectory Data by Level 

By setting enlarged ship domain based on Collision(C) level to 
both ships, ship’s trajectory data were extracted when overlapped. 
This was for comparing and analyzing the information generated 
from initial beginning of the collision risk to occurring to near-
collisions. At this time, ship domain of both ships were set by 
having the same size in order that enlarged ship domain applied to 
both ships corresponded to the designated distance when 
overlapped. To collect ship’s near-collision data, Mokpo sea area 
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was designated. 97 cases out of a total of 154 ships had encounter 
situations. Results of near-collision by setting ship domain 
(8 𝐿𝐿 × 3.2 𝐿𝐿) as Collision(C) level was a total of 49 cases. Figure 
8 is shown as ship’s near-collision trajectory. 

 

Figure 8: Ship near-collision trajectory 

By extracting a total of 196 near-collision ships occurred in 
each level, we corresponded to the CRI of proposed level. DCPA 
and TCPA was extracted based on ship’s trajectory near-collision 
data when near-collision by level occurred. At this time, the DCPA 
was non-dimensionalized by using ship length 𝐿𝐿, and the TCPA 
was non-dimensionalized by using ship length 𝐿𝐿 divided by the 
ship speed  𝑉𝑉 . Table 4 shows the trajectory data of ship near-
collision by level. 

Table 4: The trajectory data of ship near-collision by level 

Level DCPA/ 𝑳𝑳 TCPA/( 𝑳𝑳/𝑽𝑽) CRI 

Collision 
(C) 

0.12 0.74 1.0 
0.09 1.93 1.0 
0.17 1.13 1.0 

Dangerous 
(D) 

0.48 0.49 0.66 
0.41 2.98 0.66 
0.68 4.41 0.66 

Threat 
(T) 

1.07 7.28 0.33 
1.06 9.89 0.33 
0.72 0.81 0.33 

Attention 
(A) 

1.29 7.22 0.1 
1.43 3.09 0.1 
2.27 13.3 0.1 

 
3.4. Inference Rule of Collision Risk 

3.4.1. Structure of ANFIS 

The ANFIS[26] is one of the neuro fuzzy systems for the fuzzy 
modeling and control proposed by Jang. Configuration of 
inference rule of the collision risk was as follows. First step 
designated DCPA/𝐿𝐿 and TCPA/(𝐿𝐿/𝑉𝑉) as input parameter, and the 
CRI as output parameter. At this time, DCPA/𝐿𝐿 and TCPA/(𝐿𝐿/𝑉𝑉) 
were composed of a total 4 of MF(memberships function). Table 
5 shows input and output parameter set in MF. 

Table 5: Categorized input and output parameter 

No. 
Input Output 

DCPA/ 𝑳𝑳 TCPA/( 𝑳𝑳/𝑽𝑽) CRI 
Inputmf Inputmf Outputmf 

1 

Collision 

Collision Outputmf 1 
2 Dangerous Outputmf 2 
3 Threat Outputmf 3 
4 Attention Outputmf 4 
5 

Dangerous 

Collision Outputmf 5 
6 Dangerous Outputmf 6 
7 Threat Outputmf 7 
8 Attention Outputmf 8 
9 

Threat 

Collision Outputmf 9 
10 Dangerous Outputmf 10 
11 Threat Outputmf 11 
12 Attention Outputmf 12 
13 

Attention 

Collision Outputmf 13 
14 Dangerous Outputmf 14 
15 Threat Outputmf 15 
16 Attention Outputmf 16 

Second step composed of fuzzy inference rule by learning input 
and output parameters via ANFIS. Figure 9 shows ANFIS 
structure configured by using MF of input and output parameters. 

 

Figure 9: Structure of ANFIS 

DCPA/ 𝐿𝐿  and TCPA/( 𝐿𝐿/𝑉𝑉)  were designated as premise 
parameter 𝑥𝑥,𝑦𝑦 and CRI was designated as consequent parameter 
𝑓𝑓𝑖𝑖 . By using consequent coefficient 𝑎𝑎, 𝑏𝑏, 𝑐𝑐  inference rule was 
composed as shown in equation (4). 

 

𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖 ∶ 𝐼𝐼𝑓𝑓 𝑥𝑥 𝑖𝑖𝑖𝑖 𝜇𝜇
�𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐿𝐿 �𝑖𝑖

 𝑎𝑎𝑛𝑛𝑎𝑎 𝑦𝑦 𝑖𝑖𝑖𝑖 𝜇𝜇
(𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷
�𝐿𝐿𝑉𝑉�

)𝑖𝑖,
 

then 𝑓𝑓𝑖𝑖 =  𝑎𝑎𝑖𝑖𝑥𝑥 +  𝑏𝑏𝑖𝑖𝑦𝑦 + 𝑐𝑐               (4) 

3.4.2. Inference Rule through Learning Algorithm 

The ANFIS can be trained by the backward propagation 
algorithm and the hybrid learning algorithm. In the backward 
propagation algorithm, the errors are propagated backward and the 
premise parameters are updated by gradient descent. At this time, 
consequent parameters are fixed. In the hybrid learning algorithm, 
the premise and consequent parameters are updated by least-
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squares method and gradient descent. In this study, we used the 
backward propagation algorithm for maintaining the CRI 
designated by level. Therefore, surface of CRI through learning by 
the backward propagation algorithm was represented non-linear as 
shown in Figure 10. 

 

Figure 10: Surface of the CRI 

Inference rule of the CRI proposed by learning near-collision 
data via ANFIS was presented in Table 6. 

Table 6: Fuzzy inference rule for membership function 

Division DCPA/𝑳𝑳 
C D T A 

T
C

PA
/ 

( 𝑳𝑳/𝑽𝑽)  

C 0.994 0.773 0.477 0.021 
D 0.777 0.662 0.401 0.017 
T 0.395 0.423 0.335 0.015 
A 0.062 0.246 0.152 0.011 

 
4. Result and Discussion 

4.1. Result 

To validate performance of the proposed fuzzy inference rule 
by comparing with the existing fuzzy rule, two ships navigating at 
Mokpo sea area were selected from AIS data. One of which was 
designated as own-ship and the other was designated as a target 
ship. An encounter situation and near-collision situation are 
presented in Figures 11 and Figure 12. When the encounter 
situation occurred within 10 nm, own-ship begun calculating the 
CRI with DCPA and TCPA. The CRI calculated from four types 
of inference rule was presented in Table 7 and Figure 13.  

At the initial encounter situation between own-ship and a target 
ship, the FIS[12], FIS-VCD[13], FIS-SC[19] and FIS-NC 
proposed in section III indicated the CRI 0.29, 0.67, 0.32 and 0.11, 
respectively. 

When it comes to TCPA and distance, the FIS-SC and the FIS-
NC were gradually increased until near-collision situation 
according to reduction of TCPA and distance. Whereas, the FIS 
and the FIS-VCD were not gradually increased until near-collision 
situation. In case of the FIS,  after it obtained the CRI until 0.94, 
the same CRI was kept until near-collision situation. In case of the 
FIS-VCD, unlike the FIS, the FIS-SC and the FIS-NC, it depended 
on how much the VCD was obtained due to input parameter DCPA, 

TCPA and VCD. As shown in Table 7, as the VCD got closer at 0, 
the CRI was increased. 

When it comes to a point of time for action of collision 
avoidance of a give-way ship, distance for action of collision 
avoidance via the FIS, the FIS-VCD, the FIS-SC and FIS-NC 
represented about 7.2 nm, about  9.8 nm, about 6.1 nm and about  
7.7 nm, respectively. At this time, TCPA represented about 10.7 
minutes,15.8 minutes, 7.7 minutes and 11.7 minutes, respectively. 

When it comes to a point of time for action of collision 
avoidance of a stand-on ship, distance for action of collision 
avoidance via the FIS, the FIS-VCD, the FIS-SC and FIS-NC 
represented about 5.1 nm, about  7.2 nm, about 1.7 nm and about  
6.1 nm, respectively. At this time, TCPA represented about 7.4 
minutes,10.7 minutes, 2.5 minutes and 7.7 minutes, respectively. 

 
Figure 11: Encounter situation 

Figure 12: Near-collision situation 
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Table 7: Comparison with the different CRI according to TCPA and distance 

Distance 
(nm) 

TCPA 
(minute) 

VCD 
(degree) 

Collision Risk Index A point of time  
for collision avoidance  FIS FIS-VCD FIS-SC FIS-NC 

9.8 15.8 - 0.29 0.67 0.32 0.11 FIS-VCD(give-way) 
9.3 14.5 1.2 0.39 0.71 0.36 0.17  
8.9 13.6 0 0.45 0.73 0.38 0.21  
8.4 13.1 2.2 0.48 0.74 0.41 0.24  
8.1 12.4 6.5 0.51 0.77 0.44 0.31  
7.7 11.7 7.8 0.54 0.78 0.46 0.34 FIS-NC(give-away) 
7.2 10.7 0.3 0.62 0.8 0.49 0.42 FIS(give-way), FIS-VCD(stand-on) 
6.9 10.1 0.5 0.65 0.81 0.51 0.46  
6.4 8.3 0.3 0.74 0.84 0.58 0.61  
6.1 7.7 0.4 0.77 0.86 0.61 0.67 FIS-SC(give-way), FIS-NC(stand-on) 
5.5 7.6 2.8 0.78 0.84 0.62 0.68  
5.1 7.4 0.2 0.8 0.87 0.63 0.71 FIS(stand-on) 
4.6 6.8 3.5 0.8 0.83 0.66 0.77  
4.2 6.1 1.7 0.81 0.87 0.68 0.79  
3.8 5.4 2.6 0.83 0.84 0.7 0.82  
3.3 4.9 4.6 0.85 0.81 0.72 0.84  
2.9 4.4 1.3 0.88 0.88 0.75 0.86  
2.5 3.7 1.4 0.93 0.87 0.77 0.89  
2.1 3.1 6 0.94 0.81 0.79 0.92  
1.7 2.5 3.2 0.94 0.83 0.8 0.94 FIS-SC(stand-on) 
1.3 2.2 0.1 0.94 0.93 0.84 0.95  
0.9 1.5 0 0.94 0.94 0.83 0.97  
0.4 0.7 2.6 0.94 0.84 0.87 0.98  
0.2 0.1 0.4 0.94 0.91 0.92 0.99 Near-Collision 

   FIS: Fuzzy Inference System; FIS-VCD: Fuzzy Inference System based on VCD; FIS-SC: Fuzzy Inference System based on 
Ship’s Characteristic; FIS-NC: Fuzzy Inference System based on Near-Collision 

 
Figure 13: Comparison with the different CRI corresponding to distance 
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4.2. Discussion 

In section 4.1, it could be seen that the exiting rule[12,13,19] 
and the proposed rule were able to obtain the CRI in the encounter 
situation between own-ship and a target ship according to values 
of input parameter. However, a point of time for action of collision 
avoidance was different according to type of the encounter 
situation. In case of a give-way ship, the FIS, the FIS-VCD and the 
FIS-SC defined that own-ship must take an action when the CRI 
exceeded more than 0.6. In case of a stand-on ship, own-ship must 
take an action for collision avoidance when the CRI exceeded 
more than 0.8. On the other hand, when the CRI exceeded more 
than 0.33, the FIS-NC proposed that a give-way ship must take an 
action for collision avoidance. In case of a stand-on ship in the FIS-
NC, a point of time for collision avoidance was when the CRI was 
more than 0.66. Therefore, in this section, a point of time for action 
of collision avoidance via the FIS, the FIS-VCD, the FIS-SC and 
the FIS-NC were discussed according to the “A guide to the 
collision Avoidance Rules[25]", as well as a review of the various 
values obtained from inference rules.  

According to [25], it states that ship should take an action for 
collision avoidance within about 5 to 10 minutes of TCPA or 
within about 2 to 3 nm of minimum distance. As shown in Table 7 
and Figure 13, a give-way ship using the FIS, the FIS-VCD, the 
FIS-SC and the FIS-NC can obtain outer distance 2 to 3 nm and 
enough TCPA for taking an action. whereas, in case of a stand-on 
ship, the only the FIS-SC didn't obtain the requested distance and 
TCPA. it means that ship using the FIS-SC have no choice but to 
take into consideration collision risk at all times.  

In terms of the CRI expression, even though the FIS had 
enough distance and TCPA until near-collision situation, it 
indicated the same CRI from 0.94 to near-collision situation. In 
case of the FIS-VCD, it relied on the only VCD. For this reason, 
unlike the FIS, FIS-SC and FIS-NC, the only the FIS-VCD already 
exceeded more than threshold at the initial encounter situation. On 
the other hand, the FIS-SC and the FIS-NC expressed the various 
CRI according to input parameters. It means that the CRI 
calculated from the FIS-SC and the FIS-NC reflected original 
information(DCPA, TCPA) well. Accordingly, because priority of 
multiple ships can be designated via the various CRI, these would 
be possible to not only take an appropriated action of collision 
avoidance between ships, but also among multiple ships. 

For this reason, a ship using the FIS-NC can take an suitable 
action in any encounter situations because it reflects all of aspects, 
i.e., appropriated distance and TCPA according to the various CRI. 
However, it didn’t reflect various factors, e.g., weather condition, 
ship size, congestion of navigation area and so on. 

5. Conclusion 

Although the FIS using DCPA and TCPA have been reported 
previously, they have largely relied on the use of either interviews 
of navigators or ship’s characteristic in virtual navigation situation. 
These approaches tend to have the limitation not reflecting on 
information of actual collision situation between ships. Therefore, 
in this paper, we proposed the fuzzy inference rule based on near-
collision via ANFIS by applying an action of collision avoidance 
corresponding to the CRI by level. For a configuration of fuzzy 
inference rule, steps was conducted as follows. An action of 

collision avoidance was defined, and distance to conduct an action 
of collision avoidance was set; (i). By enlarging ship domain based 
on designated distance by level, DCPA, TCPA and CRI were 
extracted when overlapped; (ii). Fuzzy inference rule was 
proposed by learning near-collision data via ANFIS; (iii). The 
results of applying proposed fuzzy inference rule to actual 
navigation area expressed the various CRI corresponding to the 
required distance and TCPA in order that navigators can make a 
decision appropriately. Accordingly, the proposed fuzzy inference 
rule not only overcame these issues, but also offered performance 
more outstanding than the existing fuzzy inference rule. However, 
it didn’t reflect weather condition, ship size, congestion of 
navigation area, and so on. In further study, it is required to 
improve and validate the inference rule of the CRI taking 
consideration into drawbacks. 
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 The major problem in electric utility is Electrical Theft, which is harmful to electric power 
suppliers and causes economic loss. Detecting and controlling electrical theft is a 
challenging task that involves several aspects like economic, social, regional, managerial, 
political, infrastructural, literacy rate, etc. Numerous methods were proposed formerly for 
detecting electricity theft. However, the previous works considered only the one 
dimensional (1-D) energy consumption data which apprehended the periodicity and were 
found inefficient in storing and retrieving the memory that resulted in a lower accuracy rate 
of detection. Hence, this research study intends Convolutional Neural Network combined 
with Bidirectional Long Short Term Memory based Recurrent Neural Network (CNN-RNN-
BiLSTM) for overcoming the aforementioned problems in the detection of electricity theft. 
The CNN captures the global variables of 1-D data and identifies the non-periodicity and 
periodicity of 2-D electricity consumption records. RNN-BiLSTM extends the memory 
storage capacity of the neural network with bidirectional flow of information, thereby 
allowing learning order dependencies.  The proposed method results of the predicted values 
of the electricity theft show better accuracy rate with reduced time during the training phase 
and reduced number of epochs. The proposed model helps to discriminate the customers 
for preventing fraudulent activities in the usage of electric power. The validation of the 
proposed method is carried out by comparing the method with the existing Support Vector 
Machine (SVM) and multi-class SVM models. The comparative results prove that the 
proposed CNN-RNN-BiLSTM model of electricity theft detection works efficiently. 
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1. Introduction  

Electricity has become a basic need in our life. Losses often 
occur during the transmission, generation, and distribution of 
electricity. The losses in the electricity supply to consumers, refer 
to the quantity of electricity introduced into the distribution and 
transmission grids that are unpaid by the users. The losses of 
electricity can be classified into technical losses (TLs) and Non-
Technical losses (NTLs) [1]. Advanced Metering Infrastructure 
(AMI) they enable energy companies to obtain active energy, 
phase current and voltage, apparent energy, and Reactive lead from 
smart meter deployed at home [2]. Smart meters (SM) collect the 
active energy from the real-time, and reveal the user habits and 
behavior at home to forecast the financial loss. For example, if the 
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daily energy is low, then the user is not at home. To disclose the 
theft detection is addressed in this work. Smart meters allow 
functions to perceive Non-Technical Loss (NTL), which was very 
difficult in previous days. Now SM even out functions that often 
measures the energy consumption (EC), and gives the better 
perceptive of customer consumption behavior [3]. 

Non-Technical losses occur due to loads and conditions when 
the Technical losses calculation become unsuccessful to consider 
or due to the triggering of the external factors. Non- Technical 
losses are tedious to evaluate since these losses are not frequently 
considered by the system operatives and therefore have no verified 
data existed [4]. One of the fundamental NTLs is the theft of 
electricity. This theft involves bypassing of the electricity meter, 
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hacking the meter, or tampering the meter reading [5]. Electricity 
theft results in a great revenue fall of power company because of 
the surging electricity, the dense load of electrical systems, and it 
brings threats to public safety. 

In many developing countries, at many distribution feeders, 
electricity theft is openly visible. In the past, indiscriminate 
machine learning methods have been employed for detecting 
electricity theft. However, convenient variables are created from 
meter readings, and the performance will be optimal [6]. The 
existing methods have some concerns that need to be addressed 
further. For Artificial Intelligence (AI) based methods, due to the 
difficulty in building a labeled dataset of electricity thefts, the 
application of classification methods is limited. Since the 
clustering algorithms are unverified, tampered load profiles with 
normal figures cannot be identified, ensuing in low accuracy of 
prediction. For the state-based methods, the measurement data and 
system information acquisition are much more difficult to obtain 
[7]. For deep learning approaches, since the scalability of the 
framework is arbitrary, the network can end up being unstable. 
Furthermore, the weights fed to the layers of the network have the 
underfitting of the model that tends to increase the number of 
epochs for training the model. Epoch is defined as the number of 
iterations related to the samples of the dataset. For training a 
network with a large dataset and a reduced number of epochs, 
memory storage becomes an important concern for the 
classification model of the network. 

2. Literature Review 

This section includes a survey of electricity theft detection 
methods proposed by researchers formerly. The studies can be 
categorized into hardware-based and non-hardware based 
solutions to the detection of electricity theft. Non-hardware based 
solutions include AI and machine learning techniques. 

Nizar et al. applied the Extreme Learning Machine (ELM) for 
electricity theft detection [8]. The ELM-based technique extracts 
forms of customer behavior using their previous consumption data 
in kWh and perceives abnormal deeds. The performance of the 
classifier was compared with OS-ELM and SVM for validation. 
However, the classification rate of testing phase was found low for 
this approach. 

In [9], the authors recommended a multi-class SVM which was 
trained to identify a sample of load profiles whether it is malicious 
or normal. This paper addressed and solved the imbalanced 
training by generating a synthetic dataset. The algorithm also uses 
silhouette plots to identify the different distributions in the dataset. 
One limitation of the machine learning approach is that it is 
vulnerable to contamination attacks. 

In [10], the authors proposed an optimum-path forest (OPF) 
based unsupervised NTL detection methodology and compared 
with other popular clustering methods including k-means and 
GMM. OPF has attained the most accurate results while 
considering both the applications on two datasets composed of 
industrial and commercial profiles of irregular and regular 
consumers. However, clustering techniques are not cost-effective. 

In [11], the researcher suggested for distribution lanes from 
current and real power measurements using linear regression 
technique; subsequently, NTL of all lane is measured in accordant 

with the estimated resistance value to find the electricity theft. 
Limitation of this method is that correlating more than two 
independent factors with dependent factor becomes complicated in 
the linear regression model. 

In [12], the authors proposed for distribution load transformer 
is employed in detecting meter tampering using state estimation-
based technique. The variation in the measured values and the 
estimated values is assessed to make suspicious details of 
consumers with metering issues. Customer meter data in 
conjunction with intelligent devices measurements in smart 
distribution grid are used for DSE and NTL detection without 
additional meter investment at points of delivery. 

In [13], the researchers presented a probabilistic methodology 
NTL assessment in the distribution system. The sensitivity of 
technical loss when related to the load variation is derived, and the 
probabilistic distributions of total loss and technical loss are 
evaluated. This approach is suitable only for countries that have 
scarce resources and is not suitable for smart grid applications. 

In [14], the authors recommended a deep-learning-based real-
time technique for the finding of electricity thefts was projected. 
This paper utilizes real-time data and its state vector estimator 
(SVE), and computes the occurrence vector and state vector and 
the topology of the power system, and a detection scheme based 
on broad belief network assist the SVE identifies the false data 
injection (FDI). However, possible FDI attacks are not imposed on 
the network.  

In [15], the researchers proposed Principal Component 
Analysis (PCA) based Theft Detection system to identify energy 
theft in AMI. This approach was then compared with SVM 
classifier to validate the supremacy of PCATD performance. But 
the results obtained from PCA are found to be inconsistent under 
change of constraints.  

The study conducted in [16] detect the anomalous behavior in 
customer-defined patterns using an SVM classifier. However, the 
study relied on monthly measurements of the demand, and the 
detection window is approximately taken for two years. 
Additionally, the algorithm was found to show low performance 
while detecting any theft cases that are not viewed as unexpected 
variations. 

Beyond the concept of machine-learning algorithms, 
techniques based on game-theory have been applied in [17], 
identified the fraud was executed between the utility company and 
fraud-committing consumers. The primary problem with these 
approaches is the struggle in the formulation of practical and 
realistic utility functions for the players involved. 

In [18], the authors proposed a model that exploits the time-
series nature of the customers' electricity consumption to 
implement a Gated Recurrent Unit (GRU)-RNN. As an 
improvement to RNN, random search analysis in the learning stage 
has been adopted. In [19], the authors suggested a deep neural 
network (DNN)-based customer-specific detector, that implements 
a sequential grid search analysis in its learning stage for tuning 
hyperparameters. Wide-ranging investigations are performed 
based on openly accessible originally energy consumption 
database of 5000 customers. These approaches suffer from 
inefficient memory for storage and retrieval. 
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In [20], the author proposed DNN with transfer entropy 
measure-based anomaly detection for both sensor measurements 
and innovative sequences, that can be assessed in a data-driven 
fashion without relying on a model of the underlying dynamic 
system. The results of the simulation indicated that the method 
takes a longer time for computation. 

In [21], the authors recommended a novel data analysis method 
for detecting false data injection attack mitigation (FDIA) based 
on a data-centric model using the margin setting algorithm. The 
performance of the suggested methodology is presented 
employing the six-bus power network in a measurement system of 
the wide-area environment through simulation. However, it 
handles only a limited data for the period of the identification 
process.   

In [22], the authors proposed to identify cyber-attacks in 
Cyber-Physical systems using a novel unsupervised approach, 
combining LSTM-RNN for behavioral-based intrusion detection. 
This model not only identifies the attacked sensor, but also detects 
the irregularities in the CPS. The limitation of this method was that 
the ability to validate the false positives was found less. 

In [23], the authors proposed ANN-based intrusion detection. 
The MLP is trained to employ packet traces of internet, and then it 
is evaluated based on its capability to resist DoS/DDoS attacks. 
The study spotlight on the normal and threat patterns classification 
on an IoT Network. But the mean absolute error obtained for MLP 
was found to be high. 

3. Proposed Methodology  

In this section, the Electricity Theft Detection and 
Implementation using CNN-RNN-BiLSTM model are discussed. 
The advancement of the methodology proposed such work consists 
of the following fundamental stages: 

• To construct a network for ensuring enhanced storage of 
memory along with cache memory and for the retrieval 
of the system. 

• To build a balanced system for reducing the training time 
and epochs. 

• To detect electricity theft in the Indian distribution 
system.  

Electricity Theft Detection 

 Electricity Theft Detection study is categorized into two 
types:  Data-driven solution and Hardware-based solution. The 
hardware-based solution met with failure due to severe weather 
conditions and difficulty in maintaining the devices. The data-
driven solution has attained more attention  

nowadays. The data-driven is planted on data fusion from 
sensors and AMI. The methodology uses SM data for convolution.  

Data attributes 

 The following are the important attributes of electricity 
consumption behavior from 41 meters dated 1/1/2017 to 16/2/2018 
with the frequency of every 15 minutes that the users consume 
energy daily. The attributes namely; R, Y, B phase current and 
voltage, active energy, apparent energy, reactive lag, reactive lead, 
PF, and label. 

CNN  

 A CNN structure transforms the input work into an output 
work using a stack of the discrete layer. CNN comprises of an input 
layer, multiple hidden layers, and output layer; whereas the hidden 
layer embraced of pooling layer and convolutional layer [24]. The 
receptive field is the zone of the input matrix that influences a 
precise unit of the network. The convolutional layer which 
comprises of the less receptive field and it can extend up to full 
depth of  

input, and it is composed of kernels or filters. Each filter is 
convolved using height and width of input at onward pass, and it 
produces the 2D activation map of the filter. The pooling layer 
reduces the parameters, network computation, and controls the 
overfitting. The pooling function employed in the proposed 
method is maximum pooling.  

The pooling layer accepts the volume of size 𝑊𝑊 × 𝐻𝐻 × 𝐷𝐷, and 
produces a volume of size 𝑊𝑊′ × 𝐻𝐻′ × 𝐷𝐷.' 

𝑊𝑊′ = 𝑊𝑊−𝑒𝑒
𝑠𝑠+1

        (1) 

𝐻𝐻′ = 𝐻𝐻−𝑒𝑒
𝑠𝑠+1

        (2) 

𝐷𝐷′ = 𝐷𝐷        (3) 

Where 𝑒𝑒 is the spatial extent and 𝑠𝑠 is the stride. The pooling 
layer operates independently on every depth of the input slice and 
resizes it in the spatial dimension. Due to these advantages, the 
CNN network is used for extracting the convolution features 
efficiently. 

RNN 

  In RNN the memory formed through recurrent 
connection. In feedforward networks, inputs are connected, and it 
is also independent. It exhibits vital behavior for sequential 
classification in a time sequence. Consider an input classification 
X = (X1, ..., XT), a standard RNN evaluates the hidden vector 
classification h = (h1, ..., hT) and output vector classification Y= 
(Y1, ..., YT ) by repeating the below equations from t = 1 to T [25]: 

ℎ𝑡𝑡 = 𝐻𝐻(𝑊𝑊𝑥𝑥ℎ𝑋𝑋𝑡𝑡 + 𝑊𝑊ℎℎℎ𝑡𝑡−1 + 𝑏𝑏ℎ)     (4) 

𝑦𝑦𝑡𝑡 = 𝑊𝑊ℎ𝑦𝑦ℎ𝑡𝑡 + 𝑏𝑏0)       (5) 

where, 

𝑊𝑊  - weight matrices (e.g., 𝑊𝑊𝑥𝑥ℎ  is the input-hidden weight 
matrix),  

𝑏𝑏 - denote bias vectors (e.g., 𝑏𝑏ℎ is the hidden bias vector) and  

𝐻𝐻 - hidden layer function. H is usually a sigmoid function. 

Bidirectional LSTM (BiLSTM) 

Long Short Term Memory (LSTM) Recurrent Neural 
Networks (RNN) have been solved the problem of vanishing 
gradients in RNNs. The LSTM structure composed of memory 
blocks and block consists of three multiplicative units such as 
input, forget and output gates and one or more self-associated 
memory cells. The multiplicative units afford incessant analogs of 
reading, write, and rearrange functions for cells. An LSTM is 
similar to RNN, but the main difference is the memory blocks are 
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used in the hidden layer instead of nonlinear units. To avoid the 
vanish-gradient issue and to access and store data for a long time 
of period, the multiplicative gates used in LSTM. Consider that the 
input gate rests closed (0) the cell will not be overridden by the 
fresh inputs, and can be set accessible for the next sequence, by 
opening the output gate.  

 
Figure.1: Methodology of CNN-RNN BiLSTM 

Traditionally RNN has the problem for vanishing and 
exploding the gradients. The issue is due to the weight proportional 
to the gradient of error. During backpropagation, gradients 
multiply with small values leads to earning smaller values. LSTM 
does not suffer from any gradients, and it also controls the cell state 
retains in memory and passes the output. An activation function is 
a function that defines the output of each node. A sigmoid 
activation function is used in the design. A sigmoid activation 
function is an 'S' shaped curve function that ranges between 0 and 
1. 

i =  σ(xtUi +  st − 1Wi)                      (6) 

f =  σ(xtUf +  st − 1Wf )                   (7) 

o =  σ(xtUo +  st − 1Wo)                    (8) 

where, 

xt is the input data sequence, the i-input gate is the gate that 
allows the input data to enter the network, the f-forget gate is 
responsible in deciding whether to keep the data or delete the data 
which is no longer useful, and o-output gate produces the output to 
be sent to the hidden state. The formula for each gate is formulated 

using the weight matrix (W), time sequence (U) and a sigmoidal 
activation function to push the values between a certain interval. 

CNN-RNN-BiLSTM 

 This paper proposes a CNN-RNN-BiLSTM method for the 
detection of electricity theft. A hybrid wide and deep CNN and 
RNN is proposed with memory extension rendered by BiLSTM 
network. The Wide CNN component can capture the convolution 
features of 1-D electricity consumption data. And the Deep CNN 
module can recognize the non-periodicity and periodicity of the 
electricity consumption records.  

BiLSTM based RNN offers enhanced memory storage with 
bidirectional information flow, and make the retrieval and the 
memory storage and recovery are possible for long term 
dependencies. The retrieved layer occurs with six classes. 

The architecture of the proposed system 

Fig 1 shows the flow diagram of the proposed CNN-RNN-
BiLSTM prediction model. Data from 41 smart meters are 
collected and given to the Convolution layer. The convolutional 
layer convolves the 1-D electricity data and produces 2-D 
electricity consumption data. And the pooling layer reduces the 
number of parameters. This working flow of Convolution and 
Pooling layer is depicted in Fig 2. L is the number of attributes, M 
is the number of feature values from the convolution layer and 
pooling layer. Attributes considered in work are phase voltages, 
phase currents, active energy, apparent energy, reactive lag, 
reactive lead, and power factor. 

 
Figure. 2 Convolution and Pooling layer 

The length of the input vector 𝑓𝑓 is n, and that of the kernel 𝑔𝑔 is 
m. The convolution of input vector and kernel function 𝑓𝑓 ∗  𝑔𝑔 is 
defined as:  

(𝑓𝑓 ∗ 𝑔𝑔)(𝑖𝑖) = ∑ 𝑔𝑔(𝑗𝑗) ∙ 𝑓𝑓(𝑖𝑖 − 𝑗𝑗 + 𝑚𝑚
2

)𝑚𝑚
𝑗𝑗=1                (9) 

These convolved values passed through max pool layer. The 
maximum value obtained from pooling layer is chosen as the 
convolution feature. The convolution features are loaded onto the 
input layer of RNN. The general structure of RNN is given in Fig 
3. 

RNN consists of 3 layers, namely, Input layer, Hidden layer, 
and Output layer. Input cells get convolution features and pass to 
the hidden or recurrent layer. It consists of neurons x1, x2, x3, etc., 
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which gets the input data sequences. The hidden layer contains the 
hidden units h1, h2, etc., which hold the activation functions that 
define the output of the neurons in the recurrent layer. The neurons 
in the output layer y1, y2, etc., will send the predicted values of 
electricity theft as the output. Each cell of RNN in the proposed 
prediction model is a BiLSTM memory cell, whose structure is 
displayed in Fig 4. 

 
Figure 3. Structure of RNN 

 
Figure 4. Structure of BiLSTM 

The information flow in a BiLSTM is bidirectional, unlike the 
LSTM. BiLSTM cells acquire bidirectional long term 
dependencies among time steps or sequential data. These previous 
long term dependencies are useful for predicting the next state. 

 
Figure. 5 CNN-RNN-BiLSTM 

Fig. 5 shows the architecture of the proposed CNN-RNN-
BiLSTM prediction model. Input data is sent to CNN for 
convolution. Convolution features extracted using CNN are sent to 
RNN-BiLSTM. The outputs of the model are the detected values 
of electricity theft. 

The voltage and current threshold values for different tamper 
types are given in Table 1. 

Table 1. Occurrence threshold values for different Tamper types 

S. NO TAMPER TYPE OCCURRENCE 
THRESHOLDS 

1 Link Miss phase-
wise 

Vx < 60 % Vref and Ix > 5 % 
Imax 

2 CT Bypass Iavg> 2% IBasic and Ix 
>2.5% IBasic 

3 CT Open phase-
wise 

Vx > 60% Vref and Ix< 0.5% 
Imax 

4 Current Unbalance Vavg > 60% Vref and Iavg > 
1: 

5 Voltage Unbalance Vavg > 66 % Vref 

6 Current Reversal 
phase-wise 

Vavg < 60% Vref and Net PF 
> -0.5: 

Six classes are achieved based on Vref=240V, Ibasic=10A, 
Imax=40.0A, Iavg=Average of three-phase currents and the 
tampers are link miss-phase wire, CT bypass, CT open phase-wise, 
current unbalance, voltage unbalance and current reversal phase 
wire. 

4. Result and Discussion 

Evaluation of the proposed energy theft detection using 
abnormal conditions scheme is done using MATrix LABoratory 
(MATLAB) The energy usage data comes from Smart Meter Data.  

Table 2. Results obtained 

Class Labels Six classes of fault 
types 

No. of Observations 6000 

Control classes [5x1] double 

Correct Rate 0.9712 

Error Rate 0.0288 
Classified Rate 1 
Specificity 0.9929 
Sensitivity 0.9990 
Positive Predictive 
Value 

0.9640 

Negative Predictive 
Value 

0.9998 

Positive Likelihood 139.7162 
Negative Likelihood 0.0010 

Prevalence 0.1608 
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4.1. Experimental Data 

Dataset taken for this study is the real-time data communicated 
by 41 numbers of three phases four-wire smart meters having a 
unique number, and the data is sent to the Data Collection Unit 
(DCU) of Chhattisgarh State Electricity Board Raipur. Totally 
231637 data for every 15 minutes’ interval of time from 1/1/2017 
to 16/2/2018 is considered.  

4.2. Testing 

Then the network is tested using the 6000 data. Each label 
consists of 1000 data. The tested results are obtained from 
MatlabR2018a are given in Table 2. 

The Fig.6 shows the confusion matrix accuracy of 97.1%. 

 
Figure 6. Proposed confusion matrix 

4.3. Parameter Study  

The Fig.7 shows the accuracy and loss of RNN-BiLSTM. 

 
Figure 7. Accuracy and loss of RNN-BiLSTM 

First Smart meter(SM) data are taken as label and balanced. 
Using the Convolutional Neural Network (CNN), the convolution 
feature of dataset is extracted. In CNN, we used two layers called 
Convolution and pooling layer to extract the convolution feature. 
Here, CNN works well for identifying simple patterns within the 
smart meter data, which will be employed to form higher complex 
patterns within higher layers. A one dimensional CNN is very 
efficient to derive the location of feature from shorter (fixed-
length) sections of the entire data set and where the location of the 
feature within the section is not of high significance. The extracted 
feature from the convolutional feature is used in the RNN-
BiLSTM network to predict the class of fault. In RNN-BiLSTM 
networks, information can be accessed both in forward and reverse 
direction. These forward and reverse feature in RNN-BiLSTM 
have to access the past as well as the future information. This has 
been effectively employed in many practical applications like 
language translation, future prediction, image captioning, etc., 
Using the Bidirectional LSTM we feed the learning algorithm with 
smart meter data once from the beginning to end and once from 
end to the beginning. There are debates here, but it usually learns 
faster than one-directional approach, although it depends on the 
task 

Here the loss (error) reduces from 2 to 0, and the accuracy 
shows increase the value from 0 to 100. Hence it shows our 
proposed CNN-RNN-BiLSTM shows the efficient accuracy of 
100% for the original Training Dataset. 

The proposed system is compared with the existing technique 
and proved the accuracy of 97.1%. Table 3 given below represents 
the compared result of the proposed with the existing methods, and 
Fig. 8 represents the accuracy score of the proposed method [27]: 

Table.3 Validation of proposed system 

Algorithm Arguments 
Accuracy 

Score 

Combined CNN model 100 epochs 0.9267 

Single CNN model 100 epochs 0.9218 

Simple DNN model 100 epochs 0.9145 

Linear SVC 
kernel: linear 

function 0.9178 

Random Forest Max depth: 7 0.9164 

Logistic Regression penalty: L2 0.9141 

Proposed Model 
Convolution 

BiLSTM 0.9712 

The sensitivity, specificity, and accuracy for the proposed CNN-
RNN BiLSTM are calculated using the confusion matrix which 
comprises of False Positive (FP), True Positive (TP), False 
Negative (FN), and True Negative (TN). Accuracy, sensitivity, and 
specificity are calculated using the following formulae.  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑦𝑦 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

    (10) 

𝑆𝑆𝑆𝑆𝑒𝑒𝐴𝐴𝑖𝑖𝑓𝑓𝑖𝑖𝐴𝐴𝑖𝑖𝑆𝑆𝑦𝑦 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

       (11) 

𝑆𝑆𝑒𝑒𝑆𝑆𝑠𝑠𝑖𝑖𝑆𝑆𝑖𝑖𝑆𝑆𝑖𝑖𝑆𝑆𝑦𝑦 = 𝑇𝑇𝑇𝑇
𝐹𝐹𝑇𝑇+𝑇𝑇𝑇𝑇

       (12) 
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Figure 8. Accuracy score of CNN-RNN BiLSTM 

The calculated values are found to be high for the proposed 
classifier. The specificity, sensitivity, and accuracy obtained for 
the proposed method are 99.29%, 99.9%, and 97.12% respectively. 
Fig 9 shows the performance assessment of the proposed 
framework: 

 
Figure 9. Performance evaluation of CNN-RNN BiLSTM 

The performance of the proposed CNN-RNN-BiLSTM is 
compared with existing methodologies in the literature. Table 4. 
provides the comparative analysis of the performance parameters 
of the proposed model with two other models, namely, Support 
Vector Machine (SVM) and Multi-class SVM. 

Table. 4 Performance comparison table 

Method Accuracy (%) 

SVM [16] 60 

Multi-class SVM [9] 94 

Proposed 97.1 

From the table, it is inferred that the proposed CNN-RNN-
BiLSTM theft prediction model has better performance compared 
to the existing models.  

5. Conclusion 

In this paper, the detection scheme of theft using the abnormal 
changes in electric values measures in the smart meter is proposed. 
The proposed electricity theft detection model is based on the 
combination of CNN and RNN-BiLSTM network, which detects 
whether the metering data has an abnormal behavior or not. The 
model predicts the abnormalities in consumer's power 
consumption behaviors and classifies the behavior based on six 
classes. The proposed neural network model achieved an accuracy 
of 100% in training phase and 97.1% in testing phase. The use of 
technique proposed in this paper will help power utilities to predict 
theft in lesser time and higher accuracy. Hence in the future, this 
theoretical approach to the detection of electricity is to be tested 
for real time practical application. And the use of hybrid spike 
neural network for electricity theft detection model is presumed to 
improve the performance of detection effectively. 
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This work presents a theoretical analysis of the Signal-to-Quantization
Noise Ratio (SQNR) of the nonuniform Parallel Digital Ramp Pulse Position
Modulator Analog-to-Digital Converter (PDR-ADC) architecture. The
PDR-ADC partitions the amplitude axis into P non-overlapping partitions
that sample the analog input at input signal driven instances. Samples are
generated when the input signal crosses a digital ramp in a partition. The
parallel digital ramps operate from a single clock. For sinusoidal signals, it
is shown, for uniform partitions the SQNR can be increased be increasing
the number of bits in the counter or by increasing the number of partitions.
A geometric partitioning scheme is then proposed where, again for sinusoids,
it is shown that this quantization rule has the effect of attempting to maintain
the SQNR approximately constant. For geometric partitioning, it is shown
that the largest SQNR is achieved when the geometric parameter, common
ratio, equals two.

1 Introduction

Many alternatives to Nyquist rate sampling systems have
been proposed in the literature [1] - [8]. Of the various
methods described, the nonuniform Level Crossing (LC)
architectures appear to dominate the recent literature, [9]
-[14]. In [15], the PDR-ADC was introduced and circuits to
affect the desired response developed. A specific partitioning
scheme based upon partitioning the signal amplitude axis
as a geometric series was developed in terms of circuit
parameters. In this communication, alternative methods
to increase the SQNR of the PDR-ADC and a more
general discussion of the geometric partitioning in terms
of the geometric progression parameter, common ratio, are
presented.

All uniform quantizers begin to lose resolution as the
amplitude of the input signal decrease. To understand where
information is lost in uniform quantizers, a brief review
of uniform quantization is presented. Next, the SQNR
of the PDR-ADC is obtained under the conditions of a
uniform partitioning scheme. The SQNR for a geometric
partitioning scheme with common ratio two is developed
without regard to any specific circuit analysis. Lastly, the
SQNR for arbitrary common ratio is presented, where is is
shown that the maximum increase in SQNR for geometric
partitioning is obtained for a common ratio equal to two.

2 Uniform Quantization
Figure 1 is a block diagram of an ideal, uniform, analog to
digital converter. The switch represents an ideal sample and
hold (S&H) operation (aperture effects are ignored), such
that the output of the S&H is the ‘instantaneous’ analog
value of the input, f (t). The quantization rule is represented
by the Q block. Lastly, the encoder, E, converts the quantizer
output into the corresponding digital word.

Figure 1: Ideal ADC

Let the number of bits in the digital word be, N, and let,
Vre f , be the analog reference voltage for the ADC, then, as
is well known, that the quantization step size, ∆ is [15, 16]:

∆ =
Vre f

2N

=
VFS

2N − 1

(1)

where VFS is the full scale voltage: VFS = Vre f − ∆.
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In uniform quantizers, the quantization noise power, PNQ ,
is well approximated by, [17, 18]:

PNQ =
∆2

12
(2)

The signal-to-quantization noise ratio (SQNR) is the
ratio of the signal power, Psig, to the quantization noise
power, PNQ . For a full scale sinusoid of the form, y =
VFS

2
sin(ωt), the S QNR is found to be:

S QNR =
Psig

PNQ

=
(VFS /2)2

2
·

12
∆2

≈ 22N ·
3
2

(3)

or in decibels, the familiar “rule of thumb” for sinusoids is
obtained:

S QNRdB ≈ 6.02N + 1.76 dB (4)

Lastly, as is well known, when the amplitude of a
sinusoidal signal decreases by a factor of 2, the signal
power decreases by a factor of 4 and the ADC loses 1 bit of
resolution. The S QNRdB, from 4, may be written as:

S QNRdB ≈ 6.02(N − 1) + 1.76 dB (5)

3 PDR: Uniform Partitions
Conceptually, the PDR-ADC may initially be regarded as
a parallel arrangement of uniform quantizers as shown
in Figure 2. Each quantizer, in Figure 2, is referenced
independently and spans a different range of possible input
signal values, thus partitioning the input signal axis [19, 15].

Figure 2: Parallel Quantization

In such an arrangement, if P is the number of
partitions, and if each quantizer contains the same number of
quantization levels, L, where L = 2N , and if each quantizer

has a dynamic range,
Vre f

P
, so that together the P partitions

span Vre f , then the quantization step size is given by:

∆ =
Vre f

P · 2N (6)

Such a parallel uniform partitioning scheme is illustrated
in Figure 3 for a system with 4 partitions with 4 levels per
partition.

Figure 3: Parallel Uniform Partitioning

Equation (6) yields the same quantization step size as a
single ADC with L = P · 2N levels, operating from the same
Vre f .

The PDR-ADC, however, operates from a single N bit
digital counter, that generates 2N counts, that are scaled and
shifted to generate the required number of partitions [15].
Consequently, if a single digital ramp ADC, operating with
clock rate, TCLK , were required to span the same dynamic
range, Vre f , this single digital ramp would take P · 2N · TCLK

seconds. The PDR-ADC however, spans the same dynamic

range in 2N · TCLK seconds, a
1
P

times improvement.

For a PDR-ADC, governed by (6), excited by a full scale

sinusoid of the form, y =
VFS

2
sin(ωt), the S QNR is found

to be:

S QNR ≈ P · 2N ·
3
2

(7)

or in decibels:

S QNRdB ≈ 6.02N + 1.76 + 20log10 (P) (8)

Equation (8) states, in the PDR-ADC, with each partition
operating with the identical, uniform, step size, ∆, the
signal-to-quantization noise may be increased in the usual
way by increasing the number of bits used in the counter, N,
and/or by increasing the number of partitions, P.

For example, the identical S QNR performance of a
single, 16 bit ADC can be achieved with a PDR-ADC
designed with, P = 8 partitions, operating with a 13 bit
counter. Additionally, in this case, the PDR only counts to
8192, whereas a single digital ramp ADC would be required
to count the full 65536 counts.

Additionally, in the PDR-ADC, the counter is not
required to count, to a count value that is a power of
2. The same performance as described can be matched,
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approximately, from a PDR-ADC designed with P = 10
partitions and a counter that counts to 6554, thereby further
decreasing the total time required to span the full dynamic
range. A practical design constraint is that the number
of partitions be even, so that the dynamic range of the
PDR-DAC is symmetric about zero Volts.

4 PDR: Geometric Partitioning
In this section, the general behavior of the PDR-ADC with
a geometric partitioning scheme of the amplitude axis, as
illustrated in Figure 4, is presented without reference to
circuit analysis1. For clarity, Figure 4 shows the essence of
the geometric partitioning with a system of 4 partitions with
4 levels per partition. In the figure, the reference voltage of
the entire system is equated to the maximum of the geometric
sum, which is designated, 15Vx, for the yet to be determined
voltage, Vx.

Figure 4: Parallel Geometric Partitioning

The mth reference voltage, VPm for each partition is
related as a geometric series, and is obtained from:

VPm = Vx

k=m−1∑
k=0

2k (9)

LetM to be the maximum partition number, then, from
the system reference voltage, Vre f , the voltage Vx may be
found from:

Vre f = Vx

k=M−1∑
k=0

2k = Vx

(
2M − 1

)
(10)

from which:

Vx =
Vre f

2M − 1
(11)

The ratio of the nth term of a geometric progression to

the nth + 1 term is,
1
r

, where r is the common ratio, as is
well known. If the common ratio is, r = 2, then as the

number of partitions increases, the second to last partition is
referenced to a value that approaches Vre f

2 . In the case under
consideration, theM− 1 partition is referenced from:

VPM−1 =
Vre f

2

(
1 −

1
2M − 1

)
≈

Vre f

2

(12)

4.1 Geometric SQNR
In the PDR-ADC, for any adjacent partitions, the ratio of the
quantization step sizes is the common ratio, which may be
written as:

∆m

∆m+1
=

1
2

(13)

where this behavior can be seen in Figure 4.
From (2) and (13), it is seen, in the PDR-ADC, with

common ratio, r = 2, the quantization noise power of
adjacent partitions may be written as:

PNQm =
PNQm+1

4
(14)

In a PDR-ADC, with geometric partitioning, the
quantization noise power decreases by a factor of 4 when
transitioning from a higher partition to a lower partition.

Let a full scale sinusoid of the for, y = Aosin(ωt), be
input to the PDR-ADC, the SQNR is of the form:

S QNR =
Psig

PNQM

=
A2

o

2
·

1
PNQM

(15)

Now, suppose the input signal amplitude decreases by a

factor of 2 and let y =
Ao

2
sin(ωt) be input to the PDR-ADC,

the SQNR is given by:

S QNR =
1
4
·

A2
o

2
·

1
PNQM−1

(16)

substituting (14) into (16) the SQNR is:

S QNR =
1
4
·

A2

2
·

1
PNQM/4

=
A2

o

2
·

1
PNQM

(17)

Equation (17) states, in the PDR-ADC, with a geometric
partitioning, the signal-to-quantization noise attempts to
remain approximately constant.

4.2 Constant SQNR
The constant value that the SQNR attempts to maintain can
be obtained in terms of uniform ADC parameters with the
aid of Figure 5. Figure 5 shows, on the left hand side, the
uniform levels and the quantization step size for an 4 bit
(16 Levels) uniform ADC with dynamic range, VFS . The
right hand side of Figure 5 shows the geometric partitioning
for the same dynamic range. In the detail of Figure 5, the
quantization step size of the largest partition is shown for a
4 bit counter that produces the same number of quatization

1A circuit realization of the geometric behavior can be found in [15].
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levels (16 Levels) as the uniform quantizer shown on the
left.

Figure 5: Constant Quantization Step Size

From (12), the dynamic range of the largest partition

always approaches
1
2

of the maximum voltage value,
assuming a sufficient number of partitions. In the present
case under consideration, as seen in Figure 5, this dynamic

range is,
VFS

4
. Consequently, when this range is divided by

2N levels, the largest quantization step size of a PDR-ADC
with geometric partitioning is:

∆max =
1
4

VFS

2N − 1

=
VFS

2(N+2) − 4

(18)

Substituting (18) into (3), again assuming a full scale

sinusoid of the form, y =
VFS

2
sin(ωt), the SQNR is:

S QNR =
Psig

PNQ

=
(VFS /2)2

2
·

12
∆2

max

=
12
8
· (VFS )2 ·

(2N+2 − 4)2

(VFS )2

≈
3
2
· 22(N+2)

(19)

or in decibels:

S QNR ≈ 6.02 (N + 2) + 1.76 dB (20)

Equation (20) states, for a full scale sinusoidal input, a
PDR-ADC with geometric partitioning, operating from an
N bit counter, gains 2 bits or resolution.

When the results of (20), (14) and (5) are taken together,
for a PDR-ADC with geometric partitioning, operating from
an N bit counter, the following behavior is deduced:

• From (20): The PDR-ADC behaves as a system with N +2
bits.

• From (5): When the signal amplitude drops by a factor
of 2, the signal power drops by a factor of 4 and the
system loses 1 bit of resolution.

• From (14): When the signal amplitude drops by a factor
of 2, the quantization noise power drops by a factor
of 4, and the system gains 1 bit of resolution, and the
system continues to behave as a system with N + 2
bits of resolution.

With geometric partitioning, the PDR data converter
attempts to maintain the signal-to-quantization noise ratio
approximately constant.

Figure 6: Approximately Constant SQNR from Geometric Partitioning

In Figure 6, the SQNR for the geometric partitioning,
with common ratio r = 2, is shown as a function of input
signal amplitude. The full scale voltage was, VFS = 2.4
Volts and the system was driven with a sinusoid of the
form, y = Aosin(ωt), where Ao was varied from 1.2 Volts
to approximately 1mV . The PDR was modeled with P = 8
partitions with an N = 8 bit counter.

For reference comparison, the SQNR for several uniform
quantizers are also plotted in Figure 6. It is seen that the
system performance is approximately equivalent to a system
with N = 10 bits of resolution and that the system attempts
to maintain this performance against variations in the peak
signal amplitude. The peaking in the non-uniform quantizer
are the locations where input signal voltage amplitude
transitions from one partition to the adjacent partition.

5 Common Ratio and SQNR

Let the maximum voltage of the data converter be,
VFS

2
, then,

for any value of the common ratio, r, the maximum value

of the next lower partition always approaches,
VFS

2r
, using a

geometric partitioning scheme. Consequently, the dynamic
range of the largest (outer) partition,M, is approximately:

∆VM ≈
VFS

2
−

VFS

2r

=
VFS

2
·

(
r − 1

r

) (21)
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Assuming that this voltage is spanned by an N bit
counter, and if driven by a sinusoid, the SQNR becomes:

S QNR = =
(VFS /2)2

2
·

12
∆2

=
12
8
· (VFS )2 ·

(
2r

r − 1

)2

·
(2N − 1)2

(Vre f )2

=
3
2
·

(
2r

r − 1

)2

(2N − 1)2

≈
3
2
·
(
2N+b

)2

(22)

where b =
ln( 2r

r−1 )
ln(2)

. Or in decibels:

S QNR ≈ 6.02 (N + b) + 1.76 dB (23)

In 23, as the common ratio, r → ∞, b → 1, and the
system only gains 1 bit of resolution. Alternatively, as r → 2,
its minimum possible value, b → 2, and the system gains
2 bits of resolution. It is seen, in the PDR with geometric
partitioning, the largest increase in the effective number of
bits occurs with the common ratio, r = 2.

6 Conclusion
The signal-to-quantization noise (SQNR) of the parallel
digital ramp analog to digital (PDR-ADC) has been
formulated using a more general analysis using the common
ratio of a geometric series. It was shown that for all values
of the common ratio, using a geometric partitioning scheme,
the maximum possible increase in the SQNR is achieved
when the common ratio, r = 2, and the effective increase
in the number of bits of resolution provided by an N bit
counter is accordingly, 2. It was shown that with geometric
partitioning, the PDR-ADC attempts to maintain the SQNR
approximately constant. Additionally, it was shown, using a
uniform partitioning scheme provides more flexibility in the
effective increase in the counters effective resolution with a
trade off in the number of partitions, though in this case, the
SQNR does not remain approximately constant.
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The definition of equipment and components of physical plants is a neces-
sary step towards the development of simulation, control, and supervisory
applications for the petrochemical industry. Often it happens that the same
plant/equipment is (re)modeled on each application, causing a waste-of-
time on repetitive (re)design, besides introducing potential inconsistencies
between the models. Moreover, even though each software platform nor-
mally offers a different view of the same plant, it is desirable to have some
kind of interoperability between them. This paper presents a solution for
such issues named M4PIA, which consists in a Model-Driven Engineering
(MDE) tool support developed mainly for petrochemical industry automa-
tion. M4PIA allows representing industrial plants by means of different
and interchangeable object-oriented models, providing means to perform
automatic code generation from a plant specification for different software
platforms. Currently, our work involves using M4PIA in high-level automa-
tion manouvers and plant simulations. Evaluations studies performed with
M4PIA shows that it covers most features expected from a MDE tool suite.
Besides, the use of M4PIA is expected to result in less development time
and costs, while it increases efficiency, maintainability, and reliability of
the developed applications.

1 Introduction
There is no doubt that todays industrial environments are
highly automated, at least in the first two layers of the ISA95
automation pyramid. The most basic layer, named Field
Level, includes devices, actuators, and sensors. The Control
level is immediate above, and accounts with PLCs and PIDs
to control such devices. Programming PLCs and PIDs is
typically done by means of integrated development environ-
ments (IDEs) that comply with international standards IEC
61131-3 [1] and IEC 61499 [2]. Rarely this kind of system
does not make use of SCADA (supervisory control and data
acquisition) in a third Supervisory layer.

The IEC 61131-3 standard [1] addresses PLC program-
ming, including four programming languages and sequential
function charts (SFC). It helps migrating software developed
for one PLC type to PLCs of other vendors. Targeting dis-
tributed systems, the IEC 61499 standard [2] replaces the
cyclic execution model of IEC 61131 by an event-driven
execution model, which allows an explicit specification of
the execution order of function blocks (FB). Both standards

do not address equipment specification semantics.

To cope with procedures for automating continuous pro-
cess operations there is the ISA 106 standard [3], which is
typically deployed at the Supervisory level. Examples of
commercial tools therefore are Exapilot from Yokogawa and
GenSym G2 from Ignite Technologies. The present work
stands at this layer, and makes use of a proprietary tool with
similar goals named MPA [4].

Another common need in automation systems, specially
when advanced control techniques come to play, is perform-
ing simulations. Examples of tools for such purposes are
Labview, Matlab/Simulink, and Modelica-based (like Dy-
mola and OpenModelica). These tools provide powerful
simulation cores, and also provide a vast library of compo-
nents that allow designers to build virtually every system or
system element they want to. It happens, however, that there
is no specific semantics for equipment specification.

Considering an automation plant, the lack of semantics
for equipment specification brings difficulties for represent-
ing this same automation plant in the different software de-
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velopment tools used in all automation levels. Such repeated
representation is something quite common, for instance, to
implement different perspectives in the automation domain:
processes operation, monitoring, simulation, and control.

The work presented in this paper targets the integration
of different perspectives in petrochemical industry automa-
tion through a tool support built on the Model-Driven Engi-
neering (MDE) paradigm [5]. MDE is built on widespread
techniques in Systems and Software Engineering, present-
ing the following main characteristics: (1) uses models in
all the phases of software development to improve under-
standing; (2) raises the abstraction level of software system
specifications, hiding platform-specific details; (3) develops
Domain-Specific Languages (DSLs) [6] and frameworks to
suit a domain; and (4) applies transformations to automate
repetitive activities and improve product quality derived from
Software Engineering (e.g., source code, libraries, processes,
etc.) [7]. In other words, MDE proposes representation of
diverse artifacts through modeling and tool support.

This paper presents M4PIA (Model-Driven Engineering
for Petrochemical Industry Automation), which consists of
an infrastructure and tool support to help the design of ad-
vanced control applications for the Petrochemical Industry.
An evaluation of the proposal is also presented. Therefore,
the remainder parts of this paper are organized as follows:
Section 2 presents background information that motivates
this research, highlighting the application domain and related
works. Section 3 details the proposed M4PIA infrastructure
and tool support. Section 4 shows the evaluation method
employed for assessment. Section 5 details M4PIA assess-
ment and presented obtained results. Section 6 highlights
our conclusions and future works perspective.

2 Background

2.1 Advanced Control in the Petrochemical
Industry

This work targets the design of advanced control strategies
for the Petrochemical Industry. The advanced control does
not intend to control the automation plant devices (valves,
motors, etc) located in the Field Level of the automation
plant. This low-level control should be done by the regula-
tory control in the upper, Control level, that executes on the
PLCs. The advanced control stands at the Supervisory level.

For example, let us analyze the design cycle of an ad-
vanced control system for oil extraction platforms. Initially,
designers should create a software-in-the-loop (SIL) envi-
ronment, where the phenomena to be controlled (e.g. gas
compression) is “executed” within a simulation tool (Lab-
view, Simulink, Modelica) that communicates with the con-
trol software executing in the same hardware platform that
will be used in the final system. Here, the automation plant
elements are represented twice: (1) in the simulation model
and (2) in the control software.

Before deploying the control system under design in the
operational environment (the oil extraction platform), tests
are typically performed in a hardware-in-the-loop (HIL) envi-
ronment. At this point, instead of communicating the control
system directly with the simulation tool, it must interact with

the same hardware (PLCs) and software (drivers) that are
used in the operational environment - here the PLCs com-
municate with the simulator. The communication between
control software and PLCs is typically done by means of
some kind of bridge, for instance OPC drivers. Using this
kind of structure brings the need of creating a third plant
representation, which stands for the supervisory software. A
fourth plant representation could be used if an specific simu-
lator is adopted in the HIL environment, which is something
common in the oil industry. In theory, if the HIL imple-
mentation passes all tests, the control system is ready to be
implemented in the operational environment.

Given such scenario, the problem under consideration in
our work concerns providing a solution to optimize the long
time needed to model the equipment in different software
development tools (and languages). It also should reduce
possible inconsistencies generated when moving from one
model to the other. It is important to provide interoperability
among such plant representations.

The development starting point of the proposed infras-
tructure was the analysis of a system called MPA (acronym
for Automated Procedures Module). MPA software platform
is widely used by the development team of Petrobras in the
operation and control of several oil platforms and refineries.
It can be used for simulation purposes and also to control
the operation of real systems. In order to maximize the gains
from using a MDE approach, it was also analyzed the system
called EMSO (Environment for Modeling, Simulation and
Optimization), a platform used for modeling and simulating
chemical processes.

2.1.1 MPA Operation and Control Software

MPA [4] software was developed for oil platforms automa-
tion in order to support the development and execution of
industrial control and automation applications. This software
was developed by Tecgraf/PUC-Rio Institute under request
of Petrobras S.A.

Automation is performed through operation maneuvers
of plant equipment. Basically, MPA consists of an execu-
tion server and a configuration and management applica-
tion. In the latter, industrial plants are modeled using object-
orientation and diagrams are used to define the maneuvers in
the respective plant. The server is responsible for executing
the configured operation maneuvers in the diagrams and han-
dles the equipment interacting with the supervisory system
through OPC (OLE for Process Control) communication
bridges.

Currently, processes equipment are modeled directly in
LUA programming language as classes in the application’s
pre-configuration phase. In this phase, attributes and meth-
ods of each class are defined, i.e., of each type of equipment.
One equipment can be used to compose another, being mod-
eled as its attribute. Equipment classes are described in a
pre-configuration file and loaded at the MPA configuration
stage. The developer uses such info to define the plant equip-
ment instantiation and to model the execution diagrams, in
flow language, which describes the operating maneuvers of
plant equipment, i.e., the sequence of equipment functions
execution. Plant and flow files are saved separately in other
file formats.
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The infrastructure proposed in this paper is able to sim-
plify the pre-configuration phase by generating code auto-
matically, reducing the time spent in conceptual modeling
for new plants or even guiding the development of similar su-
pervision and control applications, reusing existing models
by including, extending, or modifying them.

2.1.2 EMSO Simulation Software

EMSO [8] is a tool for modeling and simulating dynamic
processes based on equations. It is part of a project main-
tained by a consortium of Brazilian universities and national
petrochemical companies.

The EMSO platform is composed by a graphical inter-
face and its own object-oriented modeling/programming
language. Such language was created from the combination
of the best modeling characteristics found in existing lan-
guages, resulting in a simpler language with a better code
reusability.

EMSO modeling language is composed of three major
entities: models, devices, and flowsheets. Model is the math-
ematical description of a device. Device is an instance of the
model and represents a real process equipment. Flowsheet
represents the process to be analyzed, which is composed of
a set of devices. A model development in EMSO consists
of defining a class of a real equipment or a part of a process.
Model can be composed of parameters, variables, equations,
initial conditions, and sub-models and can be based on a
pre-existing one, only adding new functionalities.

The graphical user interface allows developers to create
models, build flowcharts, check project consistency, execute
simulations and visualize the results. The software has sev-
eral consistency analysis of the model and the whole process
to be simulated, including: initial conditions consistency,
measurement units, and system of equations solvability. The
platform is multithread, which allows real-time simulations
to run more than one simulation at the same time.

The proposed solution aims to support equipment mod-
els by generating automatic codes and to maintain a correct
correspondence between plants to be controlled by other ap-
plications and their simulated processes in EMSO for tuning
tests and validation of control proposals.

2.2 Challenges Related with MDE Usage
Using MDE in the present work comes from the fact that
it is a software development methodology with emphasis
on the domain specification models, allowing to improve
productivity, system understanding, and its maintenance and
evolution. MDE paradigm proposes applications described
through models at different levels of abstraction using stan-
dards such as the UML (Unified Modeling Language). More
than just conceptual design, the produced models can be
interpreted by automation tools that can generate schemas,
code skeletons, and tests for multiple platforms. Definitions
of more abstract layers provide formal basis for structuring
lower-layer models. Thus, it is possible to facilitate design
decisions and to build artifacts automatically from models,
reducing development times and costs.

Additionally, MDE has been used to support software
systems development in both academia [9]–[11] and indus-

try [12]–[19]. Among the benefits credited to MDE, Mo-
hagheghi et al. [20] highlight the following: shortened
development time and increased productivity; improved soft-
ware quality; automation through generation of code and
other artifacts; provision of a common framework for soft-
ware development across the company and lifecycle phases;
maintenance and evolution; improved communication and
information sharing among stakeholders. MDE is especially
interesting for scenarios involving systems that should be
made available on multiple platforms [21].

However, developing software systems with MDE is
not trivial. Besides the development of domain specific
languages, it requires an automated process, including trans-
formation scripts that connects MDE resources, such as re-
finement tools and model-based operations [22]. In special,
these works need specific assessment for their pieces, such
as for DSLs, as well as for their integration promoted by
model transformations. In this sense, Mohagheghi et al. [14]
go beyond and also expose the criteria that led companies
to adopt MDE. Such criteria involve the abstraction level
that hides details, communicating with non-technical staff,
as well as model-based simulation, execution, and test. In
other words, a feature analysis is required.

2.3 Related Works
The idea to use object-orientation towards developing in-
dustrial automation systems is not new. For instance, in
[23], the authors presented an environment that allowed to
make object-oriented modeling of plant equipment ir order
to further make automatic code generation. Even though
the proposal was conceptually very interesting, it did not
make use of standard modeling languages (at that time UML
was emerging), so that it could not be adapted to current
standards. More up-to-date standards were used by Thram-
boulidis in [24], but the foccus of that work was not on the
static-structure of the plants but on their their dinamic behav-
ior, specially targeting implementation on PLCs. In fact that
was an anticipation of the recent IEC-61131-3 standard [1],
which covers the use of object-oriented programming on
PLCs.

Other related works only covered partially the issues
presented in this paper. In chemical engineering domain, for
instance, Becker [25] presented an UML-based framework
for building integration tools that help developers in change
propagation for maintaining inter-document consistency, fo-
cusing on relationships between flow sheets, that describe
chemical processes and its simulation models. MindCSP so-
lution [26] focuses on specifying the autonomic behavior of
cyber-physical systems by its sensor-actuator networks and
the autonomic control loops (monitor/analyze/plan/execute).
Another example of approach that supports development
of industrial control applications is the AUKOTON pro-
cess [27], based on the UML Automation Profile, uses pro-
file’s concepts to represent the requirements, functionality
and structure of the control applications, including require-
ments of stakeholders, alarm events, and control algorithms
such PID, fuzzy and MPC. Other relevant applications of
MDE are referenced in a state-of-the-art review of software
engineering in industrial automation [28]. However, so far
there is no other related work on MDE application with focus
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on the generic definition of industrial plants equipment for
sharing between different software: control, operation, and
simulation platforms. This gap is fulfilled by the proposal
presented in this paper.

3 Proposed M4PIA Infrastructure
The proposed M4PIA infrastructure is composed by: 1) do-
main specific languages, which intents to abstract three levels
that hides details from implementation; 2) two sets of model
transformations supporting automated model integration be-
tween these three DSLs; and 3) two sets of code generators.
Everything is developed under the same Eclipse ecosystem,
including the Eclipse Modelling Framework (EMF) [29],
the Acceleo model transformation engine for code generator
[30], and QVTo as a mean to make transformations between
different metamodels [31].

A model in MDE represents part of a function, structure,
or behavior of a system. The domain knowledge necessary to
design M4PIA was acquired by the analysis of a significant
set of applications designed on different software platforms
from the petrochemical industry, seeking to identify typical
requirements and behaviors of these systems. Understand-
ing different applications provide the ability to differentiate
general structures, the invariant domain aspects, from the
specific structures, the variable aspects. Successive analysis
and synthesis steps converged to the generic domain design
model that was created.

In a model-driven engineering method, a high level of
abstraction is typically used in the application development.
The system development process in MDE starts with the
highest abstraction model and decreases through properly
defined transformations (model refinement). There are two
MDE abstraction levels used in the present work: a platform
independent viewpoint, the Platform Independent Model
(PIM) and specific platform viewpoints, the Platform Spe-
cific Model (PSM). The latter contains details and character-
istics of specific implementations platforms.

In a new application development its PIM model is
created according to the provided metamodel (constructed
based on domain conceptual analysis), then the PSM model
is automatically generated by a Model-to-Model transforma-
tion (M2M), based on the PIM model and according to the
PSM metamodel. Lastly, the platform-specific source code
is generated from the PSM through an automatic Model-
to-Text transformation (M2T). This process is illustrated in
Figure 1.

PIM

Model

M2M
Transformation 

Tool

PSM

Model

PIM

Metamodel

M4PIA

M2M

Transformation

PIMtoMPA/EMSO

M2T
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Figure 1: Development cycle using M4PIA

M4PIA infrastructure is built as support for the MDE

of equipment class definition, so that applications for opera-
tion, control, and simulation platforms for the petrochemical
industry can be created. The proposed solution was imple-
mented in the EMF (Eclipse Modeling Framework) tool [29],
in Eclipse Oxygen environment. The first and fundamental
element built is the M4PIA metamodel, a PIM metamodel
that represents the entire domain of the desired applications
to be created, independently of its implementation platform.
Then the PSM metamodels were constructed, defining the
specificities of each supported platform. Based on meta-
models, it was defined the M2M transformations from PIM
model to PSM models and, at last, the M2T transformations
for the automatic source code generation from each PSM
model.

3.1 M4PIA Metamodel

The identification and analysis of petrochemical industry ap-
plications allowed the definition of a set of generic elements,
capable of being shared by a wide range of industrial automa-
tion systems. This set of elements are materialized by means
of a metamodel named M4PIA. Our aim is that M4PIA meta-
model can contribute substantially for the implementation
of new systems from such application domain, targeting
reusability and facilitating automatic code generation.

The developed M4PIA metamodel is presented here
through a class diagram designed using the Eclipse Modeling
Framework and its Ecore metamodel, similar to UML. The
proposed class diagram is shown in Figure 2. The represen-
tation shows a set of classes, interfaces, and collaborations,
with their respective relationships, expressing results of the
structure and requirements analysis of the problem domain
and its components. Model constraints were specified using
OCL (Object Constraint Language). The main metamodel
elements are detailed next.

An entity is defined as the most elementary unit of the
proposed model. The Entity class is considered abstract
and only provides a basic structure for the more special-
ized classes in the hierarchy. A Project is instantiated
and can be composed of several Files. These can be im-
ported as libraries, ImportedFile, or be an entity group
to have their source code generated by the infrastructure,
GeneratedFile.

An Equipment is a type of entity that can contain at-
tributes and methods, defined as specific classes to reflect
physical characteristics and functions performed by the
equipment in a plant.

The abstract class Variable represents a logical vari-
able and can be NonTyped or Typed. Typed variables can
be EquipmentType or BasicType, more specifically Real,
Integer, Boolean, or String.

The Method class is a Function specialization and has
exclusive connection to an Equipment. The Function class
represents a logical entity that can either represent a high-
level operation (in the physical domain of the plant) or a
low-level (in the application domain). A function can have
multiple Variable instances associated, acting as param-
eters or results, as well as may have a language and an
associated code, which textually describes the instruction
desired for the interpreter.
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Figure 2: Elements of the proposed M4PIA metamodel

An equipment Attribute is a specific case of Variable
which is allowed, through the relationships hierarchy, to as-
sume a type that can be another Equipment. This aspect
guarantees to the metamodel the ability to reproduce sce-
narios where there are natural recursions in relationships
between equipment, i.e., an equipment or a machine that
has other equipment as an attribute. For example, a specific
type Compressor can be used as one of the attributes of a
Compression System, both devices being instantiated by the
Equipment class.

Furthermore in the Attribute context, there is a permis-
sion management for read or write operations, as highlighted
in the Access class. New data types can be defined through
the DeclaredType entity, based on basic types, and can be
used as the basis for variables and attributes as well. For
example, it is possible to declare a new type Positive Real
and set a real type attribute Position of an equipment Valve
based on the Positive Real type.

3.2 MPA and EMSO Metamodels

Given that the generic M4PIA metamodel was obtained
through the analysis of the specific software platforms, the
specific metamodels for each software are similar to the
generic one and the main differences between them are fur-
ther highlighted.

The PSM for MPA, or simply MPA metamodel, is de-
picted in Figure 3. The Component element corresponds to
Entities in M4PIA. In addition to Equipment, the Class
component can also be specified as PointClass, considered
on the platform as a data type. Variable and Attribute
classes are not abstract and must have an associated Type.
Possible types are BasicType, point classes, and equipment.

MPA basic types instances are imported automatically at the
beginning of each project, they are: Real, Integer, Logical,
and Textual. Four instances of native MPA point classes are
also imported: Real Point, Integer Point, Logical Point, and
Textual Point, each with its attributes.

In the MPA platform, codes are not exclusive related with
functions, classes and files can also be composed by Codes.
File codes are used to import components of the DLL, declar-
ing the available DLLFunctions and their DLLParameters.

The second PSM developed is the EMSO metamodel,
which is presented in Figure 4. Since EMSO is a simula-
tion platform, mathematical models of the equipment, or
Devices, are instantiated through the Model class. Func-
tions are always related to a model as Equations. In this
specific domain, Variable is an Attribute specializa-
tion and represents the variable attributes of the models
and Parameter the constant ones. Variables cannot as-
sume a textual type, but textual parameters can be instan-
tiated through a Switcher. Flowsheet entities with their
Devices and Connections, parameter Estimation and
process Optimization were not considered primordial for
the equipment description domain and are not specified at
this stage of the project.

3.3 M2M and M2T Transformations

For each PSM supported by M4PIA infrastructure it is nec-
essary to define the respective transformations. Transfor-
mations can be either model-to-model (M2M) or model-to-
text (M2T). In M2M transformations the elements spec-
ified in the PIM model are mapped to elements from a
specific PSM. M2M are implemented in our work using
the Eclipse QVTo tool, an implementation of the standard
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Figure 3: Elements of MPA metamodel

Figure 4: Elements of EMSO metamodel
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OMG model transformation language QVTo (Operational
Query/View/Transformation). The M2T transformations are
developed specifically for each target platform. They are
target in this work by using the Eclipse Acceleo tool for tem-
plates definitions and have as output the application source
code ready to be used.

The explanation regarding each PSM metamodel pro-
vided in the previous section provide readers a good
overview about the adopted M2M transformation rules, i.e.,
how the elements of the M4PIA metamodel (Fig. 2) map to
the MPA metamodel (Fig. 3) and to the EMSO metamodel
(Fig. 4). The M2T transformations are target in this work by
using the Eclipse Acceleo tool for templates definitions and
have as output the application source code ready to be used.

4 Evaluation Method
This section describes the evaluation method used to allow
analyzing the completeness and applicability of the pro-
posed infrastructure. Our goal is to capture the perception of
M4PIA users in performing a characterization of the features
associated with this MDE-based approach. By achieving this
goal, it would allow us to understand whether the concepts
introduced in M4PIA infrastructure really have potential
in terms of technology, thus providing evidence of quality
attributes associated with all the developed tools.

This evaluation, therefore, attempts an empirical study
of type “feature analysis-experiment” [32], in a quantitative
and qualitative experiment format. It allows providing evi-
dences of suitability, very common for assessing tool support
in computer science.

4.1 Context Selection
The context of this study is the academy, a first trial of in-
vitro approach, with half of participants working in industry.
The experiment captures the perceptions of individuals to
measure the value of a technology in a real problem. It is
applied with nine master students and two undergrad stu-
dents from the Federal University of Pampa (Unipampa), all
them with good knowledge on tool selection and software
acquisition. This context configures a good sample, since
students were introduced in the MDE theme, with desirable
features from these tools. Therefore, it characterizes a good
scenario to evaluate two main quality attributes for suitabil-
ity that could be associated with the proposed tool support:
completeness and applicability.

4.2 Experiment Design
No randomization and balancing: The subjects are not
randomly placed into groups (not a randomized block de-
sign), so that only one design approach is performed by the
same number of subjects. Thus, the goal is not to compare
DSLs or code generators.

Blocking: The selected subjects for this quasi-
experiment had different backgrounds in modeling systems,
but no background in modeling petrochemical systems.
Thus, to minimize the effect of eventual differences in ex-
periences, the subjects received the same training. We also

defined whether a subject is inexperienced or experienced,
applying a survey, prior to the experiment, to qualify the
subject background on the problem domain.

Instrumentation: It was provided a configured version
of the Eclipse IDE with M4PIA plugins. The subjects in-
stalled this version in their notebooks in Windows or Linux.
Then, we provided video tutorials in mp4 format, composed
by: 1) A long duration video (75 minutes) depicting the pro-
posed infrastructure, the needs and the proposed solution; 2)
A second video (15 minutes) demonstrating how to use the
Eclipse IDE, and 3) A third Video (25 minutes) demonstrat-
ing how to design a model using the proposed approach. Six
other video-tutorials complement the other quantitative part
of this experiment, focusing in evaluating specific design
and codification tasks. However, they are irrelevant for the
present evaluation, which focuses in presenting the feature
analysis experiment.

4.3 Variables

Two sets of independent variables are used: (1) EMSO,
MPA, and M4PIA; (2) Academic Experience and Industrial
Experience. Besides, two dependent variables are used:
Completeness and Applicability.

4.4 Data Analysis

Applicability: a survey to measure the quality attributes
from the experience along design and transformation tasks.
Completeness: a coverage analysis of the main features
considered important in MDE including the following.

4.4.1 Desirable Features from MDE Tools

Feature 1: Platform independence: Also known as PIM
support [33], it evaluates the capacity to model the PIM
application at a high abstract level.

Feature 2: Multiview representation: Also known as
PSM support [33], it evaluates the capacity to automatically
generate a PSM model for a chosen target platform.

Feature 3: Platform adherence: Also defined in [33],
it states whether multiple target platforms are supported.

Feature 4: Evolution: Also known as Application evo-
lution (Changeability) [33] [34], observes if model changes
should be done in PIM level and implies new execution of
transformations.

Feature 5: Interoperability: Relates to model im-
port/export (tool interoperability) [33], observes the support
for exporting models in XMI format.

Feature 6: Flexibility: From [33], accounts for the flex-
ibility to change the transformation process and model re-
finements.

Feature 7: Correctness: From [33], accounts for model
validation in order to check consistency with its metamodel.

Feature 8: Expressiveness: Also called complete-
ness [33] [35], observe if all domain concepts are needed.

Feature 9: Traceability: From [33], accounts for mod-
els traceability.

Feature 10: Reverse engineering: From [33], accounts
for Code-to-model and PSM-to-PIM transformations.
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Feature 11: Built on standards: From [33], accounts
for the use of standarized technologies.

Feature 12: Well defined concepts: Adopted from [34],
observes if there are no contradictions between concepts of
the models.

Feature 13: Code generation: Feature from [35], ac-
counts for how complete is the generated application code.

4.4.2 Metrics

Metrics for estimating the completeness of the features:

CFx = 1 − ((44 −Cov)/44)

Where CFx is the completeness for a feature x, 44 is
the maximum value rank for each feature, and Cov is the
computed by:

Cov = (T D + PD + NA + PA + T A)

Where Cov is the coverage for a feature, as the sum of
the following values posted by each respondent: TD is 0
(zero) and replaces the survey value for “Totally disagree”;
PD is 1 (one) and replaces the survey value for “Partially
disagree”; NA is 2 (two) and replaces the survey value for
“Not agree or disagree”; PA is 3 (three) and replaces the
survey value for “Partially agree”, and; TA is 4 (four) and
replaces the survey value for “Totally agree”;

Thus, at the end of the quasi-experiment, a question-
naire was filled out in a Google Forms, were the participants
should rate different criteria, where those for feature analysis
are built on a five point Likert scale (0=worst, 4=best) for
the analysis of the proposed infrastructure.

5 M4PIA Assessment

In order to evaluate the applicability of the proposed solution,
this section presents the impressions noticed by the 11 users
previously mentioned. Such impressions were collected af-
ter the users modeled a simplified Gas Compression System
(GCS). The model was further used to generate the control
software in the MPA tool and the simulation software in the
EMSO tool. All related development, including the PIM
model design and the transformation executions, was done
within the Eclipse environment.

The simplified GCS consists of one surge tank (a knock-
out drum with a flaring valve), one output header, and two
one-stage compressors. A stage of a compressor has one
heat exchanger, one suction drum, one compression element,
and one recycle valve. The output header has one expor-
tation valve and two gas-lift output valves. Such system
is illustrated in Figure 5. The present case study has 11
equipment, with a total of 36 attributes and 2 methods.

Pexp

Output Header

Compression
Element

Surge Tank
(Knockout Drum)

Flaring Valve
(Pressure Relief)

Heat Exchanger

Recycle Valve
(Control)

Suction Drum

Exportation Valve
(Control)

Gas-lift Valves
(Control)

Compressor Stage

One-Stage Compressor

Exportation Line

Figure 5: Simplified Gas Compression System

The work in the Eclipse tool can be summarized
as follows. After creating a new project, the designer
must create a PIM using the Eclipse tree structure. To
illustrate how the designer interacts with Eclipse, Fig-
ure 6 shows the instantiation of three equipments from
the GCS: Compression Element, Compressor, and
Compression System. The former contains the follow-
ing attributes: Flow, Suction/Discharge Pressures,
and Suction/Discharge Temperatures. The latter
has as attributes: Power, Surge Tank, Output Header,
and a List of Compressors. It also has the method
Calculate Power of the Compression System.

Figure 6: Illustration of the EMF tree structure

To model an equipment on both MPA and EMSO soft-
ware platforms, the developers should seek out for general-
ization. For example, a compression system may have one or
more compressors and a compressor may have one or more
stages. Hierarchy is also highly desired, for example, a valve
can be specialized in pressure relief or control valve, just
as a tank can be specialized in surge tank or just a knockout
drum. Given that in EMF the PIM is developed using a tree
structure, as shown in Figure 6, the UML class diagram from
Figure 7 was created to better illustrate the designed PIM.

Figure 7: Class Diagram of the Simplified Gas Compression System PIM
Model
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After the PIM model development, the M2M transforma-
tions for MPA and EMSO platforms were performed. The
PSM models were refined according to the specificity of each
platform and it was possible to automatically generate the
necessary source code to implement the compression system
on the target platforms by applying the M2T transformations.
In total, 245 effective lines of code were automatically gen-
erated for MPA and 117 for EMSO. One should recall that
effective LOC means that comments and blank lines are not
counted.

5.1 Preliminary Analysis

The system developed on this study can be considered small
if compared to other existing applications, which can be
five times bigger. In order to better illustrate the impact
that the use of M4PIA can have on the development of the
applications of this domain it is shown some data from a
native MPA application example, which aims the detection
and treatment of hydrate plug formation in gas pipelines of
a floating production storage and offloading (FPSO). The
numbers presented in Table 1 allow us to observe that an
application with 50% more equipment classes (right on the
table) can have twice the total amount of attributes and more
than 12 times the number of methods. Observing the num-
bers regarding LOCs, the FPSO application is above 1K
LOC. So it is not difficult to conclude that generating such
code automatically – like M4PIA infrastructure does – can
potentially save many working hours.

Table 1: Comparison of Domain Applications

GCS FPSO
Class of Equipment 11 17

Total Amount of Attributes 36 74
Total Amount of Methods 2 25

Effective Lines of Code (LOC) - MPA 245 1297
Instantiated Equipment 19 621

Instantiated Control Points 73 2428

5.2 Feature Analysis

In the following it is present data collected through a feature
analysis, which allowed us to understand participants per-
ceptions about the overall M4PIA infrastructure. The goal
is to understand initial expectations of the overall approach
introduced in the first video, so that their perception could
help on the execution of the controlled experiment.

Figure 8 provides the answers to the analysis of Feature 1
- The approach allows to: model the application at platform
independent level (PIM), at a high level of abstraction of
the target problem used in the implementation (simulation,
supervision, operation and control of industrial plants of
the petrochemical industry. In this sense, nine from eleven
students agree that this is an important feature provided in
M4PIA infrastructure.

Figure 9 provides the answers to the analysis of Fea-
ture 2 - The approach allows: automatic generation of the
platform-specific model (PSM) for the chosen target problem
(simulation, supervision, operation and control of industrial
plants in the petrochemical industry). Thus, nine from eleven

students agree that this is an important feature provided by
the infrastructure.

Figure 8: Analysis of Feature 1: Platform independence

Figure 9: Analysis of Feature 2: Multiview representation

Figure 10 provides the answers to the analysis of Feature
3 - The approach allows: automatic generation of code for
multiple target platforms. Seven participants agree that this
is an important feature provided by the infrastructure, where
five of them only partially agree. Thus, feature 3 should be
planned for improvement.

Figure 10: Analysis of Feature 3: Platform adherence

Figure 11 provides the answers to the analysis of Fea-
ture 4 - The approach supports the evolution of applications
through model to model and model to code transformations.
In this sense, nine from eleven students agree that this is
an important feature provided by the M4PIA infrastructure.
In fact, evolution is one of the greatest benefits promoted
by MDE approaches for automated integration [14], and
M4PIA is on a solid ground to allow this feature for their
future users.
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Figure 11: Analysis of Feature 4: Evolution

Figure 12 provides the answers to the analysis of Feature
5 - The approach supports model interoperability. That is, it
is evaluated whether these are exported and imported in a
standard way, such as those provided by OMG. Seven agree
that this is an important feature provided by the infrastruc-
ture, where five of them only partially agree. Three answers
were uncertain, and this is because OMG supports lots of
other standards not handled in M4PIA.

Figure 12: Analysis of Feature 5: Interoperability

Figure 13 provides the answers to the analysis of Feature
6 - The approach supports flexibility to change the transfor-
mation process and model refinements. Eight respondents
agree that this is an important feature that should be provided
by the infrastructure. Three answers were also uncertain,
and this is because they did not scaled the problem through
the demonstration.

Figure 13: Analysis of Feature 6: Flexibility

Figure 14 provides the answers to the analysis of Fea-
ture 7 - The approach supports the validation of the mod-
els to verify consistency with their respective metamodels.
Eight respondents agree with that statement, concluding that
M4PIA provides this as an important feature for designers.
Consistency in design is an essential feature in a MDE-based
process that needs the correct code generation. It can only
be ensured with a rich set of OCL rules [36].

Figure 14: Analysis of Feature 7: Correctness

Figure 15 provides the answers to the analysis of Fea-
ture 8 - The approach is expressive and allows to express
all the concepts of the represented problem domain. Nine
from eleven respondents agree that this is a design feature
associated with M4PIA. Thus, since the ability of express
domain concepts is a requirement for DSL development, we
conclude that the provided metamodels satisfy the modeling
needs of the presented context.

Figure 15: Analysis of Feature 8: Expressiveness

Figure 16 provides the answers to the analysis of Fea-
ture 9 - The approach supports the traceability of models.
Nine from eleven respondents agree that this is a design
feature associated with M4PIA. Trace is promoted through
model-to-model transformations and are used for configura-
tion management issues [37].

Figure 16: Analysis of Feature 9: Traceability

Figure 17 provides the answers to the analysis of Fea-
ture 10 - The approach supports reverse engineering from
code to model. This statement was detected as an issue
from the current version of M4PIA. first experimental trial.
This feature is only implemented as a preliminary version of
the infrastructure developed in ANTLr parser, not include
in the provided Eclipse experimental package. In order to
configure a reverse engineering into the Eclipse package, we
are starting the development of reverse engineering using
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MODISCO. So the answers for this feature analysis were
also confused.

Figure 17: Analysis of Feature 10: Reverse engineering support.

Figure 18 provides the answers to the analysis of Feature
11 - The approach is heavily based on standards for build-
ing DSLs and model transformations. Nine from eleven
respondents agree that this is an important feature associated
with M4PIA. One of the answers reasoned that the adopted
technologies is not a benefit.

Figure 18: Analysis of Feature 11: Built on standards

Figure 19 provides the answers to the analysis of Feature
12 - There are no contradictions between the concepts of
models in the M4PIA infrastructure. Here only five agree
that the metamodels are well characterized, while five are
still confused and suggested that they would have a stronger
position with a better characterization of the context from
the Petrochemical industry.

Figure 19: Analysis of Feature 12: Focused domain specific entities

Figure 20 provides the answers to the analysis of Feature
13 - The complete application code can be generated. six
from eleven respondents agree that this is an important fea-
ture associated with M4PIA. Almost half the respondents or
disagree or did not have sufficient information to conclude
about that.

Figure 20: Analysis of Feature 13: Code generation

5.3 Final Remarks
Figure 21 presents the coverage analysis of the features after
applying the metric. The highest possible score for each
feature is 44. Figure 23 shows the dispersion bloxplot graph.
Therefore, these graph demonstrates that M4PIA infrastruc-
ture is considered relevant for the stated problem.

Figure 21: Coverage analysis of all the features

Finally, Table 2 presents the analysis of completeness of
each analyzed feature. This data is also shown in Figure 22.
The average of results from coverage is 72.73%, a good in-
dex suggesting the relevance to the MDE context. Thus, this
suggests that we are on the way to achieve benefits reported
by other MDE studies as well [14].

Figure 22: Completeness analysis of all the features.

5.4 Threats to Validity
As discussed by [32], studies of applicability using fea-
ture analysis experiment are usually target of the following
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Table 2: Analysis of completeness after the feature analysis

Feat 1 Feat 2 Feat 3 Feat 4 Feat 5 Feat 6 Feat 7 Feat 8 Feat 9 Feat 10 Feat 11 Feat 12 Feat 13
Uncovered 22.73% 20.45% 34.09% 22.73% 31.82% 27.27% 27.27% 22.73% 18.18% 43.18% 20.45% 34.09% 38.64%
Covered 77.27% 79.55% 65.91% 77.27% 68.18% 72.73% 72.73% 77.27% 81.82% 56.82% 79.55% 65.91% 61.36%

Total 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

0 1 2 3 4

Feature 1
Feature 2
Feature 3
Feature 4
Feature 5
Feature 6
Feature 7
Feature 8
Feature 9

Feature 10
Feature 11
Feature 12
Feature 13

Figure 23: Boxplot of the analyzed features

threats to validity: 1) Benefits are difficult to quantify, 2) Ben-
efits directly observable from the task output, 3) Relatively
small learning time, and 4) Tool/method user population very
varied. In the following, we present other threats conforming
to [38].

5.4.1 Construct Validity

Feature analysis presents social threats to construct valid-
ity. In order to mitigate the Hypothesis guessing, before
executing the experiment we: 1) presented the context of
the problem; 2) presented the context of MDE tools; and
3) presented our goals, where we would evaluate their intu-
itiveness in using the M4PIA approach for each planned task
along three different phases. These experimental tools were
also important to mitigate the other two threats: Evaluation
apprehension and Experimenter expectations. In order to
mitigate the apprehension threat, an external executor for this
quasi-experiment was used (the third author). This makes
the study less biased, avoiding the interest in positive results,
which could occur when the study is executed by the tool
creators. The experiment executor also ensured the selection
of subjects without any expectation about the evaluated tool,
making clear their responsibility in feature analysis to rank
M4PIA accordingly to the thirteen best MDE practices.

5.4.2 Internal Validity

This study was planned as a controlled experiment to be
executed in three distinct phases: 1) the first one is to test
the applicability of M4PIA; 2) the second one is the manual
execution of the overall process, scoping design and codifi-
cation tasks, performed without M4PIA; and 3) the last is
the execution of the process with M4PIA. Along the exe-
cution of the first phase in the first trial, we observed that
the internal validity threat called “mortality” would happen
for the next phases due to the scarce available time from

subjects. In order to mitigate this threat, and thus ensuring
we would not loose subjects, we decided that participants
could execute the experiment at home along three weeks. In
this sense, they followed the video tutorials for execution of
each requested task in a quasi-experiment rather than a fully
controlled experiment, as initially planned. Therefore, in
order to ensure the internal validity, the independent variable
“time to accomplish each task” was not used.

5.4.3 External Validity

The results observed for feature analysis of M4PIA infras-
tructure are not generalized yet. For a such, we would need
to repeat this study with, at least, three other subject profiles:
1) experts in physical plants presented on the development
of simulation, control, and supervisory applications for the
petrochemical industry; 2) experts both in physical plants
and MDE; and 3) experts both in physical plants, MDE and
software acquisition. Likewise, the threat “interaction of
selection and treatment” was not mitigated, and will not
gonna be while this experiment is not repeated with different
subject profiles. Since our subjects are not experts in the
problem domain, i.e. they are trainees in physical plants
adopted by petrochemical industry, but they are experts in
Software Engineering tool selection and software acquisition
discipline, this study is also target of the threat “interaction
of setting and treatment”. We mitigated this threat through
nine video-tutorials, shared in the experimental package,
which by the way are considered of high instructive quality.

5.4.4 Conclusion Validity

This study presents an associated threat, which is its low
statistical power, as the evaluation presented was applied to
only eleven participants. It happens that, for a feature analy-
sis, the random heterogeneity of the subjects compensates
the low statistical power, as it provides different perspectives
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when evaluating the tool. Likewise, the subjects present two
distinct evaluators profiles: half working on companies as
professional software engineers and half characterized as
students, where two of them are finishing the undergraduate
school in Software Engineering. Thus, our conclusions are
moderated and drawn accordingly to the statistical power
provided.

6 Conclusions and Future Works
The current paper presented M4PIA, an MDE solution that
facilitates the design and development of equipment classes
for simulation, control, and operation of applications devoted
for the petrochemical industry. It contains three metamod-
els, which is a rich material in respect to formalizing the
representation of the elements that constitute petrochemical
plants and the related control structure. These metamodels,
together with the developed model transformation engines,
serve to provide automatic code generation.

The conducted evaluation showed that the majority of
the 13 features considered important in the scope of MDE
are properly covered by the proposed M4PIA. Solutions to
improve those features that were not highly ranked, like
reverse engineering, are already under development. More-
over, as future work it is possible to state that M4PIA should
evolve towards allowing even non-programmers (like plant
engineers/designers) to describe plant structures and thereby
providing additional help to develop the required applica-
tions. Therefore, a graphical modeling language might be
adopted.
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Congresso Rio Automação, (Rio de Janeiro, RJ, Brasil), Inst. Brasil.
de Petroleo, Gás e Biocombustı́veis - IBP, 2009.

[5] R. B. France and J. M. Bieman, “Multi-view software evolution: A
UML-based framework for evolving object-oriented software,” in
ICSM, pp. 386–395, 2001. https://10.1109/ICSM.2001.972751.
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The authors propose a well balanced multi-value sequence (including a
binary sequence). All the sequence coefficients (except the zero) appear
almost the same in number, thus, the proposed sequence is so called the well
balanced sequence. This paper experimentally describes some prominent
features regarding a sequence, for instance, its period, autocorrelation, and
cross-correlation. The value of the autocorrelation and cross-correlation
can be explicitly given by the authors formulated theorems. In addition,
to ensure the usability of the proposed multi-value sequence, the authors
introduce its flexibility by making it a binary sequence. Furthermore, this
paper also introduces a comparison in terms of the linear complexity and
distribution of bit patterns properties with their previous works. According
to the comparison results, the proposed sequence holds better properties
compared to our previous sequence.

1 Introduction

Pseudo random sequences of having random numbers are
crucial components of many cryptographic applications, for
instance, key generation, session keys, masking protocol,
navigation, radar ranging, and so on [1, 2, 3]. The secu-
rity of these cryptographic systems deliberately depends on
the randomness and unpredictability regarding the sequence.
By using the non-linearity features of some mathematical
functions, a pseudo random sequence of having excellent
randomness characteristics can be generated. The major sub-
stances for randomness are independency of values (or lack
of correlation), unpredictability (or lack of predictability),
and uniform distribution (or lack of bias) [4]. Therefore, a
prominent pseudo random number generator is essential to
generate pseudo random sequence having good randomness
property.

Most renowned pseudo random number generators are
the Mersenne Twister (MT) [5], Blum-Blum-Shub (BBS)
[6], Legendre sequence [7], and M-sequence [8]. Among
those, the former two pseudo random number generators

(MT and BBS) are well known considering their applica-
tions in cryptography rather than the theoretical aspect. On
the other hand, the M-sequence and Legendre sequence are
prominent geometric sequences regarding the theoretical as-
pect. As a result, the authors attracted in the pseudo random
sequence generation research area by observing the theoreti-
cal prospect on the M-sequence and Legendre sequences.

A well balanced pseudo random signed binary sequence
proposed in our previous work [9]. It is generated by uti-
lizing a primitive polynomial, trace function, and Legendre
symbol. The period and autocorrelation properties of the
well balanced signed binary sequence were explained based
on some experimental results. This work is actually an ex-
tension of previous works on the signed binary sequence by
introducing additional two parameters k and non-zero scalar
A (where k and A are responsible for generating multi-value
sequence and extending the sequence period to its maximum
value, respectively). It should be noted that the k-th power
residue symbol is actually an extension of the Legendre sym-
bol, therefore, this power residue symbol includes the case
of the well balanced signed binary sequence. Furthermore,
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this work is also an extension of our previous work on multi-
value sequence [10] by considering additional two properties
(linear complexity and distribution of bit patterns) and intro-
ducing its flexibility by making it binary sequence, whereas,
previous multi-value sequence introduced along with its
autocorrelation and cross-correlation properties (based on
experimental observations only).

In this paper, the authors propose a well balanced multi-
value sequence (including a binary sequence). Let f (x) be
a primitive polynomial of degree m and ω ∈ Fq be its zero.
Then, the sequence

S = {si} | si = Tr
(
ωi

)
, i = 0, 1, 2, . . . , q − 2, . . .

becomes a maximum length sequence whose period is q − 2.
Here, Tr (·) is a trace function which maps an element of the
extension field Fq to an element of the prime field Fp. In
brief, the proposed well balanced multi-value sequence gen-
eration procedure is as follows: in the beginning, a primitive
polynomial generates maximum length sequence of vectors,
then the Tr (·) maps vectors to scalars, next a non-zero prime
field scalar A ∈ {1, 2, . . . , p − 1} added to the scalars, and
finally k-th power residue symbol maps the scalars to a well
balanced multi-value (k + 1 values) sequence.

From the viewpoint of auto and cross-correlation, there
are a lot of considerations to use multi-value sequence in
communications [11, 12]. However, there are few papers
regarding the usage of pseudo random binary sequence with
a long period, high linear complexity, and good distribution
of bit patterns in security applications. To make attention to
the usability of the proposed sequence, the authors introduce
the flexibility of their proposed well balanced multi-value
sequence to make it more worthy. To do so, the authors
explain how to transform their proposed sequence into a
binary sequence (along with its linear complexity and distri-
bution of bit patterns properties) due to the extensive usage
of binary sequence in numerous applications (especially in
cryptography).

All our previous works on sequence generation (both bi-
nary and multi-value) utilizes a mapping function during the
sequence generation procedure. As a result, there exists a big
difference between the appearance of sequence coefficients,
which leads the distribution of bit patterns ununiform. On
the other hand, the proposed sequence is a k + 1 values well
balanced multi-value sequence without applying any kind of
mapping function. Therefore, all the sequence coefficients
(except the 0) appear almost the same in number, thus, it is
called a well balanced multi-value sequence. This balanced
characteristic in the sequence coefficients contributes to low
correlation (both autocorrelation and cross-correlation), high
linear complexity, and almost uniform distribution of bit
patterns, whereas, a suitable pseudo random sequence for
cryptographic applications asks for such kinds of features.

This paper experimentally explains some prominent fea-
tures regarding a sequence, for instance, its period, auto-
correlation, and cross-correlation. The authors formulate
theorems by which the value of the autocorrelation and cross-
correlation can be explicitly given. This is one of the major
contributions of this paper. Furthermore, to emphasize the
usability of the proposed sequence, the authors introduce
its flexibility by making it a binary sequence. In addition, a

comparison result regarding the linear complexity and dis-
tribution of bit patterns properties are also included in this
paper. According to the comparison results, the proposed
sequence in this paper holds better properties compared to
our previous sequence.

Notations

In this paper, the notation p denotes an odd characteristic
prime, m be a extension degree, and q denotes the power of
p, for instance, q = pm. In addition, k is a prime number as
well as a factors of p − 1, such as k | (p − 1). F∗q = Fq − {0}
stands for multiplicative group of Fq excluding the zero.

2 Preliminaries
This section briefly introduces a few mathematical funda-
mentals which are related to this research work such as
primitive polynomial, trace function, and k-th power residue
symbol. In addition, the multi-value sequence also intro-
duced along with its properties.

2.1 Primitive Polynomial

A polynomial f (x) of degree m over the prime field Fp is
said to be irreducible if it cannot be factorized into smaller
degree polynomials (including the scalar factor), then f (x)
is said to be an irreducible polynomial. Let e be an smallest
positive integer and f (x) | (xe − 1). If x = pm − 1, then the
polynomial f (x) is said to be a primitive polynomial.

Let ω be an arbitrary element in the extension field Fq.
If f (ω) = 0, then ω is said to be the root of the primitive
polynomial. In addition, ω becomes a primitive element in
Fq and all the non-zero elements can be generated by the
power of ωi such as

ω0, ω1, ω2, . . . , ωq−2.

The primitive element ω has a multiplicative order of q − 1.
An extension field Fq and its base field Fp holds the follow-
ing property [13].

Property 1 Let ω be a generator of F∗q, ω(q−1)/(p−1) becomes
a non-zero element in prime field Fp and is also a generator
of F∗p. �

2.2 Trace Function

A trace function is defined to find the sum of conjugates.
Let Fq be an extension field and X be one of the elements
(vector) of Fq. On the other hand, let x be a prime field
Fp element (scalar). The trace of X over Fq is the sum of
conjugates of X with respect to Fq. It is defined as follows:

x = Tr (X) =

m−1∑
i=0

Xpi
. (1)

Aforementioned the trace function Tr (·) sums the conju-
gates in the extension field Fq and maps them as the prime
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field Fp elements. As a result, it has a linearity property,
which shown in the following equation.

Tr (αX + βY) = αTr (X) + βTr (Y) , (2)

where α, β are prime field Fp elements and X,Y are extension
field Fq elements.

Property 2 Let i = 0, 1, 2, . . . , p − 1 ∈ Fp. Then for each
i the number of elements in the extension field Fq whose
trace with regard to the prime field Fp becomes i be given
by q/p = pm−1. �

2.3 k-th Power Residue Symbol

The k-th power residue symbol with (k > 2) is a generaliza-
tion of the Legendre symbol to k-th powers [14]. Let a be an
arbitrary element in the prime field Fp, then the k-th power
residue symbol

(
a/p

)
k

can be defined as follows [15]:

(
a/
p

)
k

= a(p−1)/k mod p

=


0 if a = 0,
1 = ε0

k else if a is a k-th PR in F∗p,
ε i

k otherwise a is a k-th PNR in F∗p.
(3)

Throughout this paper, k is a prime number as well as a fac-
tor of p − 1, such as k | (p − 1). According to the definition
of the k-th power residue symbol

(
a/p

)
k
, a is called as the k-th

Power Residue, when it has a k-th root in the base field Fp.
On the other hand, a is called as k-th Power Non-Residue.
In addition, here εk is a primitive k-th root of unity belongs
to Fp and it holds the relation 0 ≤ i < k.

In Eq. (3), the value of the exponent i will be within the
range of 0 ∼ k − 1, since εk

k = ε0
k = 1. The k-th power

residue symbol translates the scalars generated by the trace
function Tr (·) to a multi-value sequence. Thus, the sequence
coefficients will be {0, ε i

k}, where i ∈ {0, . . . , k − 1}. In this
paper, an alternate representation of the exponent i in Eq. (3)
is as follows:

i = logεk

((
a/p

)
k

)
= logεk

(
a(p−1)/k mod p

)
. (4)

Furthermore, the k-th power residue symbol holds the fol-
lowing property.

Property 3 For each i from 0 to k − 1, the number of non-
zero elements in Fp such that(

a/
p

)
k

= ε i
k (5)

is given by (p − 1)/k. �

2.4 Multi-value Sequence and Its Properties

In this section, the proposed multi-value sequence introduced
along with its period, autocorrelation, cross-correlation, lin-
ear complexity and distribution of bit patterns properties.

2.4.1 Notation

Throughout this paper, the proposed multi-value (more
specifically, k + 1 values) sequence S will be denoted as
follows:

S = {si}, i = 0, 1, 2, . . . , n − 1, . . . , (6)

where n denotes the period of the proposed sequence S. In
addition, here si = sn+i.

2.4.2 Autocorrelation and Cross-correlation

The autocorrelation of a sequence is a measure for how much
a sequence differs from its each shift value. In addition, the
period and other patterns regarding a sequence can be ob-
tained by evaluating the autocorrelation property [16]. Let
S = {si} be a sequence and x be the shift value, then the
autocorrelation RS(x) of S can be calculated by using the
following equation as,

RS(x) =

n−1∑
i=0

ε̃ si+x×si
k , (7)

where ε̃k is a primitive k-th root of unity over the complex
number C [17] and it follows that

RS(0) =

n−1∑
i=0

ε̃0
k = n. (8)

Furthermore, the cross-correlation property is as important
as the autocorrelation property. It defines the similarities
between two completely different sequences. If multiple
sequences are used in an application (more specifically in
any security application), then it is important to analyze
their cross-correlation property to evaluate how much simi-
lar these sequences to each other. Considering this point, the
cross-correlation value is preferred to be low [18, 19]. Let
Ŝ = {ŝi} and S = {si} be two sequences and x be the shift
value, then the cross-correlation RS(x) between Ŝ and S can
be calculated by using the following equation as,

R
Ŝ,S(x) =

n−1∑
i=0

ε̃ ŝi+x×si
k , (9)

where ε̃k is a primitive k-th root of unity over the complex
number C [20, 21].

2.4.3 Linear Complexity

The linear complexity regarding a sequence is a measure of
unpredictability by the length of the shortest Linear Feed-
back Shift Register (LFSR). In the literature, this length of
the LFSR is referred to as the linear complexity [22]. The
Berlekamp-Massey algorithm is an efficient method of de-
termining the linear complexity of a sequence [23]. The
forward unpredictability can be confirmed by the linear com-
plexity property.

To calculate the linear complexity of a sequence S =

{s0, s1, . . . , sn−1}, at first, the sequence S needed to be repre-
sented by the polynomial expression S(x) as follows:

S(x) =

n−1∑
i=0

si · xi, (10)
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where n denotes the period of the sequence S. If we con-
sider a binary sequence, then the sequence coefficients
si ∈ {0, 1}, in other words, si belongs to F2. On the other
hand, in case of multi-value sequence (k-values sequence),
si ∈ {0, 1, 2, . . . , k − 1}, furthermore, si ∈ Fk. After translat-
ing the sequence into polynomial, the linear complexity is
evaluated by utilizing the equation in below (over F2 or Fk).

LC(S) = n − deg(gcd(xn − 1,S(x))). (11)

In the above equation, deg( f (x)) denotes the degree of the
primitive polynomial f (x).

2.4.4 Distribution of Bit Patterns

The distribution of bit patterns is an important measure to
judge the randomness of a sequence. As a reference, an
M-sequence is well known for its uniform distribution of bit
patterns. A uniform distribution of bit patterns means all the
bit patterns (1-bit pattern, 2-bit patterns, 3-bit patterns, and
so on) appear the same in number. Assume an M-sequence
of having a period of 15 as follows and its bit distribution is
shown in Table 1.

S15 = {1, 0, 0, 0, 1, 1, 1, 1, 0, 1, 0, 1, 1, 0, 0}.

Table 1: Uniform distribution of bit distribution of an M-sequence 1.

n Hw

(
b(n)

)
Z

(
b(n)

)
DS 15

(
b(n)

)
1

0 1 7
1 0 8

2
0 2 3
1 1 4
2 0 4

3

0 3 1
1 2 2
2 1 2
3 0 2

In an M-sequence, except 0 all the bit patterns appear
same in number, therefore, the distribution of bit patterns of
M-sequence is known as uniform.

It should be noted that the randomness and bit patterns
hold a strong relationship with each other. In other words,
the more uniform distribution of bits in a sequence, the se-
quence is more random.

3 Proposed Multi-value Sequence
The authors propose a well balanced multi-value sequence
S by combining the features of the trace function and k-th
power residue symbol. Assume that in the extension field
Fq, ω be a primitive element. Furthermore, A is a non-zero

scalar which belongs to the prime field Fp. Then, the pro-
posed sequence S is defined as follows:

S = {si}, si =

(
Tr

(
ωi

)
+ A/

p

)
k
, (12)

here k is a factor of p−1, such as k | (p−1). The sequence co-
efficients si in Eq. (12) can be described as the exponent of
εk, such as εe

k . For instance, let p = 7 and k = 3, then the se-
quence coefficients in this example becomes si ∈ {0, 1, 2, 4}
and the 3-rd primitive root in F7 is equal to 2 or 4. In addition,
let us fix 2 as a 3-rd primitive root. Then all of the non-zero
sequence coefficients can be represented as an exponent of
primitive root 2, this relation is developed as,

ε3{1, 2, 4} = {20, 21, 22} = {ε0
3 , ε

1
3 , ε

2
3 }.

At first, the authors will focus on the autocorrelation
and cross-correlation properties regarding the proposed se-
quence. It should be noted that the autocorrelation and
cross-correlation are very close to each other. The main dif-
ference between them is the cross-correlation is calculated
between two different sequences and the autocorrelation is
focused in a single sequence. Thus, in the beginning, let
us focus on the cross-correlation property. As mentioned
earlier, using two different sequences of having the same
period the cross-correlation is calculated. Let, S and Ŝ be
two different sequences which are defined as follows:

S =

{
si | si =

(
Tr

(
ωi

)
+ A/

p

)
k

}
, (13a)

Ŝ =

{
ŝi | ŝi =

(
Tr

(
ωi

)
+ Â/

p

)
k

}
. (13b)

Here, A and Â are non-zero elements in Fp can be repre-
sented by a generator g ∈ Fp such as

Â = ghA, (14)

here h satisfies the relation 0 ≤ h ≤ p − 2 and g needs to
be given by ω(pm−1)/(p−1). When the value of h = 0, that is
Â = A which means Ŝ and S becomes the same sequence.
Thus, the cross-correlation becomes the autocorrelation of S.
After inspecting several experimental results, it was found
that the value of the cross-correlation explicitly given by the
following theorem.

Theorem 1 The cross-correlation between the two se-
quences Ŝ and S is defined by the Eq. (13) is as follows:

R
Ŝ,S(x) =


(
pm − 1 − pm−1

)
ε̃

fk(gh)
k , if x = hn̄,

−pm−1
(
ε̃

fk(g j)
k

)
− ε̃

fk(gh)
k , else if x = jn̄,

−ε̃
fk(gh)
k , otherwise,

(15)

where n̄ = n/(p − 1) = (pm − 1)/(p − 1), h satisfies the
condition in Eq. (14), and 0 ≤ j , h ≤ p − 2. �

If the value of h = 0, then Ŝ = S which actually means
they becomes the same sequence. In this case, the cross-
correlation in Eq. (15) becomes the autocorrelation after
replacing the value h = 0.

1The notations n,Hw
(
b(n)

)
,Z

(
b(n)

)
, and, DS

(
b(n)

)
means length of a bit pattern b(n), Hamming weight of the bit pattern b(n), number of zeros in b(n),

and appearance of b(n) in numbers in a sequence period, respectively.
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Theorem 2 The autocorrelation of a sequence S is given as
follows:

RS(x) =


pm − 1 − pm−1, if x = hn̄,

−pm−1
(
ε̃

fk(g j)
k

)
− 1, else if x = jn̄,

−1, otherwise,

(16)

Corresponding to the above autocorrelation equation, the
period of the proposed well balanced multi-value sequence
undeniably given by pm − 1. �

In the next section, the authors will introduce experi-
mental observation regarding the period, autocorrelation and
cross-correlation properties.

4 Example and Discussion
This section experimentally observes the proposed multi-
value sequence properties such as its period, autocorrelation,
and cross-correlation along with some examples. In this
section, the notation S2 denotes the proposed sequence with
the parameter A = 2. The proposed sequence in this paper
is a multi-value sequence, thus its correlation is calculated
over the complex number C. To represent the absolute value
of a complex number x, this section uses the notation |x|.

4.1 p = 7,m = 2, k = 3, and A = 2, 3

Assume, x2 +4x+5 be a primitive polynomial over F7. Then,
the generated sequence S2 having a period of 48 (pm − 1 =

72 − 1 = 48) is shown as follows:

S2 = {2,4,1,4,4,1,1,4,4,2,2,2,4,2,1,2,2,0,4,0,4,4,2,0,
0,1,2,1,4,2,4,1,1,1,0,1,4,0,2,1,1,2,1,2,4,1,0,2}.

(17)

The autocorrelation of this generated sequence S2 is calcu-
lated by the Eq. (7) and autocorrelation graph of S2 is shown
in Figure 1.

|RS2 (x)| =


41 if x = 0
6 else if x = 8, 16, 32, 40
8 else if x = 24
1 otherwise

.

Figure 1: |RS2 (x)| with p = 7,m = 2, k = 3, and A = 2.

To confirm the well balanced property in the proposed
multi-value sequence, the authors introduce sequence coef-
ficients appearance in the following Table 2. According to
the table, it was found that in every case all of the sequence
coefficients (except the 0) appears almost the same in num-
ber. This is one of the positive properties of the proposed
sequence, thus, it is called as a well balanced sequence.

Table 2: Appearance of the sequence coefficients.

sequence coefficient number of appearance

0 7
1 14
2 14
4 13

On the other hand, S3 is given as follows. It should be
noted that the sequence S3 is different from the sequence S2,
but both of them having the same period.

S3 = {4,1,4,1,2,4,0,1,1,2,4,2,2,4,4,2,2,1,1,1,2,1,4,1,
1,0,2,0,2,2,1,0,0,4,1,4,2,1,2,4,4,4,0,4,2,0,1,4}.

(18)

The autocorrelation of this generated sequence S3 is calcu-
lated by the Eq. (7) and autocorrelation graph of S2 is shown
in Figure 2.

|RS3 (x)| =


41 if x = 0
6 else if x = 8, 16, 32, 40
8 else if x = 24
1 otherwise

.

The cross-correlation of S2 and S3 becomes as follows
and the cross-correlation graph shows in Figure 3.

|RS2 ,S3 (x)| =


6 if x = 0, 8, 24, 32
8 else if x = 16
41 else if x = 40
1 otherwise

.

Figure 2: |RS3 (x)| with p = 7,m = 2, k = 3, and A = 3.
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Figure 3: |RS2 ,S3 (x)| with p = 7,m = 2, and A = 2, 3.

4.2 p = 13,m = 3, k = 3, and A = 6, 7

Assume, x3 +6x2 +3x+7 be a primitive polynomial over F13.
Then, the period of this generated sequence becomes 2196.
Here, Figure 4 and Figure 5 respectively represents the au-
tocorrelation graph of S6 and S7. Their cross-correlation
graph is shown in Figure 6.

Figure 4: |RS6 (x)| with p = 13,m = 3, k = 3,and A = 6.

After observing the cross-correlation graphs, it was
found that in each graph the number of peaks exactly is given
by p − 1. Only a single peak has the maximum value, as
an example, in Figure 3 the maximum peak value is 41 that
corresponds to the first case (x = hn̄) of Eq. (15). Remaining
p − 2 smaller peaks conforms to the second case (x = jn̄).
Except all of these peak values, the remaining parts of the
cross-correlation graph consistently having a constant value
of 1, which confirms the final case of Eq. (15). It should
be noted that only changing the value of non-zero scalar
parameter A ∈ Fp, different sequences can be generated. It is
also observed that by changing all the other parameters such
as primitive polynomial f (x), extension degree m, non-zero
scalar A, and prime factor k does not have any impact in
the correlation (both autocorrelation and cross-correlation)
evaluation.

Alike the cross-correlation, autocorrelation also have a
p−1 number of peaks. Among them, only one peak hold the
maximum value, while other peaks have small values and
remaining parts holds a constant value of 1 and all of these
values explicitly given by the Eq. (16).

Figure 5: |RS7 (x)| with p = 13,m = 3, k = 3,and A = 7.

Figure 6: |RS6 ,S7 (x)| with p = 13,m = 3, and A = 6, 7.

5 Flexibility of the Proposed Se-
quence and Its Application

Although nowadays multi-value sequence does not have
enough application except the binary sequence especially
in security applications. Therefore, the authors emphasize
the flexibility of their proposed sequence to make it more
worthy. To do so, the authors in this section, explains how to
transform their proposed sequence into a binary sequence.
In addition, this section also describes a comparison with
our previous work [24] in terms of the linear complexity and
distribution of bit patterns like crucial properties from the
experimental viewpoint.

5.1 Proposed Binary Sequence

Binary sequences are extensively used in numerous appli-
cations (especially in cryptography). Although the authors
proposed sequence is a multi-value sequence, it can be eas-
ily mapped into a binary sequence by setting the parameter
value k = 2 and using the mapping function M2(·). As men-
tioned previously, the proposed multi-value sequence is a
well balanced sequence, in other words, all of the sequence
coefficients (except the 0) appears same in number. To main-
tain the same property, the authors utilized the following
algorithm (Algorithm 1) to make a uniform binary sequence
from the well balanced multi-value sequence.

To make it binary sequence, a mapping function (intro-
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duced in the following algorithm) is defined as,

M2(s) =

0 if s = 0 or QR,
1 otherwise,

(19)

By utilizing the parameters p = 7, k = 2, f (x) = x2 + 5x + 5,
and A = 2 the multi-value sequence becomes as,

S2 = {2,2,4,0,1,1,2,2,2,1,1,2,1,4,4,2,4,4,4,2,1,0,1,4,
1,1,0,4,1,2,4,1,4,4,2,1,1,2,0,4,0,0,2,4,1,4,2,0}.

(20)

Algorithm 1 Generating procedure of the proposed uniform
binary sequence

1: generate primitive element ω ∈ Fpm

2: initialize flag f ← 0
3: for i = 0 to pm − 2 do
4: compute ωi

5: a←
(
Tr

(
ωi

)
+ A/p

)
6: if a = 0 and f = 0 then
7: a← 1, f ← 1
8: else
9: a← p − 1, f ← 0

10: end if
11: si = M2 (a)
12: end for

After using the above algorithm, the well balanced multi-
value sequence in Eq. (20) can be transformed into a binary
sequence as follows.

S2 = {001000101110011111110001
100100111100010100110100}.

(21)

5.2 Comparison with Our Previous Work
Before applying any sequence in some security application,
a lot of sequence properties needs to be well studied such
as its period, autocorrelation, cross-correlation, linear com-
plexity, distribution of bit patterns, and so on. The authors
already discussed the former three properties. Additionally,
this paper also includes a comparison with our previous
work [24] regarding the linear complexity and distribution
of bit patterns like crucial properties from the experimental
viewpoint. It should be noted that from here on the authors
previous sequence proposed in [24] will be called as NTU
(Nogami-Tada-Uehara) sequence.

Linear Complexity

The linear complexity is an important measure to judge the
unpredictability of a sequence. Thus, before recommending
a sequence for any security application, its linear complexity
needs to be well-studied. The linear complexity of the pro-
posed sequence (binary case) and NTU sequence (previous
sequence) having a period of 2400 are shown in Figure 7
and Figure 8, respectively. According to the comparison
result, it is found that in both cases the linear complexity
reaches to their maximum value. Since the M-sequence has
the minimum linear complexity [25], on the other hand, the

Legendre sequence has the maximum linear complexity [8].
It should be noted that the proposed sequence for being a
well balanced sequence, its linear complexity reaches to its
maximum value.

Figure 7: Linear complexity of the proposed sequence (binary case).

Figure 8: Linear complexity of the NTU sequence.

Distribution of Bit Patterns

The randomness of a sequence can be evaluated by ob-
serving the distribution of bit patterns of it. The bit pat-
tern of the proposed sequence (binary case) and NTU se-
quence (previous sequence) having a period of 117648 are
shown in Table 3. In the following table, the notations
n, b(n),Z

(
b(n)

)
, and DS

(
b(n)

)
means length of a bit pattern,

specific bit pattern, number of zeros in b(n), and appearance
of b(n) in numbers in a sequence period, respectively. Accord-
ing to the comparison result, it is found that the distribution
of bit pattern of the proposed binary sequence is almost
uniform compared to NTU sequence.

The authors applied k = 2 and M2(·) mapping function
to make a uniform binary sequence from the well balanced
multi-value sequence. It should be noted that after apply-
ing such a mapping function and uniformization algorithm,
the sequence properties remains almost the same. For in-
stance, only a small amount of change in the peak values
regarding the autocorrelation, linear complexity remains the
maximum, and distribution of bit patterns becomes almost
uniform. In other words, they exhibit almost the same prop-
erties. It means the authors proposed sequence possesses a
great flexibility.
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Table 3: A comparison of distribution of 4-bit patterns between the proposed
sequence (binary case) and NTU sequence.

n b(n) Z(b(n))
(proposed sequence) (NTU sequence)

DS (b(n)) DS (b(n))

1
0 1 58824 67227
1 0 58824 50421

2

00 2 28852 38415
01 1 29972 28812
10 1 29972 28812
11 0 28852 21609

3

000 3 13927 21951
001 2 14925 16464
010 2 15066 16464
011 1 14906 12348
100 2 14925 16464
101 1 15047 12348
110 1 14906 12348
111 0 13946 9261

4

0000 4 6680 12543
0001 3 7247 9408
0010 3 7391 9408
0011 2 7534 7056
0101 2 7402 7056
0010 3 7664 9408
0111 1 7631 5292
0100 3 7275 9408
1000 3 7247 9408
1001 2 7678 7056
1010 2 7675 7056
1011 1 7372 5292
1100 1 7523 5292
1101 1 7383 5292
1110 1 7275 5292
1111 0 6671 3939

As far the authors know, there are a lot of considerations
to use multi-value sequence in communications from the
viewpoint of correlation [11, 12]; however there are few pa-
pers regarding the usage of pseudo random sequence with a
long period, high linear complexity, and good distribution
of bit patterns in security applications. The most typical
security application of the pseudo random binary sequence
will be the XOR-based stream cipher. First of all, in such an
application, the same key is used for both encryption and de-
cryption. Thus, each user should have a different key. In this
case, these keys should have a minimum cross-correlation
property compared to each other. Under this circumstance,
it is important to discuss the cross-correlation property be-
tween several sequences along with linear complexity and
distribution of bit patterns properties. The authors briefly
introduced a use case in the following section of their pro-
posed well balanced sequence in this paper, to emphasis on
its usability.

5.3 Application

One of the most common applications of the pseudo random
sequence (binary case) is in a stream cipher. Basically, a
stream cipher is divided into two classes: block cipher and
stream cipher. Among these a block cipher uses the same key
for both encryption and decryption of each block (≤ 64 bits)
of data. On the other hand, in case of a stream cipher, encryp-
tion and decryption are performed by the bit wise ⊕ (XOR)
operation with a key stream. Here, the authors restrict the
discussion of their proposed pseudo random binary sequence
in a stream cipher. An image of the stream cipher is shown in
Figure 9. Few important considerations during the design of
a stream cipher are the key (which used for both encryption
and decryption) should have a long period, good randomness,
and unpredictability properties due to the usage of the same
key in both encryption and decryption. Here, the encryption
is carried out by applying a bit-wise ⊕ (XOR) operation
between the plain-text of byte stream M and encryption key
K. Then, the cipher-text C is transmitted through a network.
On the other hand, during the decryption, after the bit-wise
⊕ operation between the cipher-text C and the same key K,
we will get the original plain-text M. In a stream cipher, a
lot of sequences are assigned to several users, respectively.
If these sequences have some correlation, then it will make
some security vulnerabilities. Under this circumstance, it is
important to observe the cross-correlation property between
several sequences. Additionally, its linear complexity and
distribution of bit patterns needs to be high and uniform, re-
spectively to confirm its randomness. Although the authors
proposed sequence is a well balanced sequence, it can be
easily mapped into a binary sequence with a long period,
typical auto and cross-correlation, high linear complexity,
and almost uniformly distributed bit patterns features. Af-
ter observing the experimental and comparison results, it
can be concluded that the authors proposed well-balanced
sequence (binary case) can be a prominent candidate for a
stream cipher like applications.

6 Conclusion

The authors have proposed a multi-value sequence (including
a binary sequence) which defined over the odd characteristic
field. The k-th power residue symbol utilized in this paper
which is an extension of the Legendre symbol. Additionally,
the proposed sequence also includes the case of the signed
binary sequence. Prominent features regarding a sequence
for instance, its period, autocorrelation and cross-correlation
of the proposed sequence discussed based on experimental
results along with a theorem (by which the value of the cor-
relation can be explicitly given). In addition, the authors
also introduced the flexibility of their proposed sequence by
making a binary sequence from a well balanced multi-value
sequence. Furthermore, a comparison result regarding the
linear complexity and distribution of bit patterns properties
are also included in this paper. According to the comparison
results, the authors proposed well balanced sequence holds
better properties compared to our previous sequence.

As a future work, the more efficient calculation will be
introduced for instance power residue symbol needs expo-
nentiation calculation.
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Figure 9: Application of the proposed sequence (binary case) in stream
cipher.
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 Dysphoria is a state faced when one experienced disappointment. If it is not handled 
properly, dysphoria may trigger acute stress, anxiety and depression. Typically, the 
individual who experienced dysphoria are in-denial because dysphoria is always being 
associated with negative connotations such as incompetency to handle pressure, weak 
personality and lack of will power. To date, there is no accurate instrument to measure 
dysphoria except using questionnaire by psychologists, such as: Depression, Anxiety and 
Stress Scale (DASS) and Nepean Dysphoria Scale (NDS-24). Participants may suppress or 
exaggerate their answers resulting in misdiagnosis. In this work, a theoretical Dysphoria 
Model of Affect (DMoA) is developed for dysphoria detection. Based on the hypothesis that 
dysphoria is related to negative emotion, the input from brain signal is captured using 
electroencephalogram (EEG) device to detect negative emotions. The results from 
analyzing the EEG signals were compared with DASS and NDS questionnaires for 
correlation analysis. It is observed that the proposed DMoA approach can identify negative 
emotions ranging from 55% to 77% accuracy. In addition, the NDS questionnaire seems to 
provide better distinction for dysphoria as compared to DASS and is similar to the result 
yielded by DMoA in detecting dysphoria. Thus, DMoA approach can be used as an 
alternative for early dysphoria detection to assist early intervention in identifying the 
patients’ mental states. Subsequently, DMoA approach can be implemented as another 
possible solution for early detection of dysphoria thus providing an enhancement to the 
present NDS instruments providing psychologists and psychiatrists with a quantitative tool 
for better analysis of the patients’ state. 

Keywords:  
Dysphoria 
EEG emotion 
Affective Space Model 
Multilayer perceptron 

 

 

1. Introduction 

Stress is a condition experienced when an individual face a 
pressure or strain from adverse or demanding circumstances [1]. 
The individual life satisfaction is undermined when difficulties and 
challenges happen; ranging from the daily annoyances of the 
consequences of overstretched, time-pressured lifestyle such as 
traffic jams, lateness and work incompetency to the unexpected 
events faced in workplace, family lives, interpersonal relationship 
or even interaction with environment, such as road accident, 
bankruptcy, demise of a loved ones, loss of a pet or even handling 
natural disasters like flood or drought.  

Stress can cause positive reinforcement as it can be the source 
of motivation. For instance, healthy competition in workplace can 
boost morale of a worker to work harder and produced better 
results. However, if stress is not handled correctly, it can lead to 
other medical issues, such as; headaches, upset stomachs, anxiety, 
depression and other undesirable circumstances. [2]. Moreover, 
long term stress can contribute to other productivity issues, for 
example; high rate of absenteeism, high labour turnover, 
inefficient workforce and even high rate of accidents [3]. Hence, it 
is important to detect stress before it can be worse. 

 Generally, the number of individuals in every generation 
experienced stress level are increasing. This finding has been 
reported in a comprehensive study by American Psychological 
Association (APA) [4] with 23% and 37% are recorded for 
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millennials and older adults respectively from 2014 to 2017. The 
study segregated participants into four groups based on age, as 
follows; Millennials (18–38 years), Gen X-ers (39–52 years), Baby 
Boomers (53–71 years) and Older Adult (72 years and above). The 
survey was conducted online within the United States with 
participation of 3361 of adults. Figure 1(a)-(d) illustrate the 
American stress level by generations from 2014 till 2017. 

 
            (a)                                                (b) 

 
             (c)                                             (d) 

Figure 1: Graph of Stress Level Based on Generation. (a) Older Generation (b) 
Baby Boomers (c) Gen X-ers and (d) Millennials [4] 

 
The survey results in Figure 1 show that higher number of 

younger generation experienced stress compared to Older Adult. 
Older Adults had the least stress levels as presented in Figure 1(a). 
Such trend is observed to be consistent from 2014 till 2017. This 
scenario may be linked to work stress as Older Adults typically 
have retired and are not formally working therefore their stress 
level is lower than younger generation who are still in 
employment.  However, the highest change is observed in the year 
of 2015 to 2016 for Older Adults with 26% spike followed by 24% 
spike for Baby Boomers in the same duration as shown by Figure 
1(b). This situation may be related to the United States Presidential 
Election that happened in 2016. The Baby Boomers and the Older 
Adults groups are highly affected as they are more in tune with the 
US political scenario as compared to the younger generations. 
Additionally, the survey revealed that a critical increment in the 
number of Americans who had encountered at least one symptom 
of stress in the previous month is observed from 71% in 2016 to 
75% in 2017. Hence, the trend of stress experienced by individual 
is on the rise. 

The finding by American Psychological Association [4] is 
consistent with the National Health and Morbidity Survey 
(NHMS) [5, 6] discovery that the trend of stress is rising, and it is 
reflected in the high leap of patients who suffer from mental illness 
as presented in Figure 2. In 2011, a total of 24,498 respondents 
were successfully interviewed and 6.3% reported to have mental 
health problem in Malaysia [5]. However, the NHMS V (2015-
2018) survey [6] reported that 29.2% Malaysian adults aged 16 
years and above in Malaysia experienced mental health problem. 
Such pattern shows a large increase over the last 4 years with 

almost four folds increment with factors such as younger 
Bumiputras female adult from low-income family is predicted to 
be at higher risk to experience mental health problem [5]. The 
report also mentioned that early recognition/detection and early 
treatment of depression must be enhanced.  

 
 

Figure 2: Mental Health Among Adult in Malaysia 
 

 Before an individual experienced stress, a state called 
dysphoria will be endured. Dysphoria can be defined as an 
emotional state with high degree of complexity and have a close 
relation to negative mood and in some cases can lead to frustration 
and dissatisfaction [7]. Dysphoria is usually connotated to anxiety, 
depression and stress, and can be experienced by any individuals 
at any time. Typically, dysphoria is  viewed as everyday response 
once an individual face disappointment in his/her life. Figure 3 
illustrates the simplified stages of mental cycle in handling 
disappointment [8]. Dysphoria is viewed as a starting point of 
either positive or negative adaptation states starting with normal 
condition to the circumstances when an individual faces a 
disappointment. When the individual cannot adapt to the 
dissatisfaction or disappointment, it can lead to dysphoria where 
the state of frustration is intense thus can lead to clinical depression 
or stress. On the other hand, the individual who is able to adjust 
and adapt to the disappointment may be able to carry out his life 
normally through adaptation. Since emotion indicates the mental 
state of an individual and is closely related to dysphoria emotion 
measurement methods is adopted [9]. Hence, the negative emotion 
that one experienced after disappointment can be empirically 
measured. 

 

 
Figure 3: Mental cycle of handling disappointment 

 
 In this work, a Dysphoria Model of Affect approach is 
proposed to measure dysphoria from the brain signals captured 
using electroencephalogram (EEG) device. Such model can 
provide a datum for better comparative analysis with the standard 
psychological instruments to understand dysphoria such as DASS-
21 and NDS-24 questionnaires. This is to eliminate the need to 
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validate the patient’s answer by directly using neurophysiological 
input of the individual because patient have tendency to exaggerate 
or suppress the answers. Because dysphoria is very much related 
to negative emotion, emotion recognition methodology is adopted. 
For simplification, the working definition of dysphoria in this work 
is the state after disappointment of event that is prior to stress and 
it is always be associated with negative emotions [8]. 
 This paper is organized in the following manner. Section 
literature review provides a summary of researchers concentrated 
efforts to recognize dysphoria and the fundamental concepts of 
dysphoria study are discussed. The methodology of the proposed 
approach of Dysphoria Model of Affect (DMoA) is presented in 
Section 3. The data collection, experimental result and discussion 
are given in Section 4. Subsequently, this paper concludes with 
conclusion and future work in Section 5. This paper is an extension 
of work originally presented in 2018 12th International 
Symposium on Medical Information and Communication 
Technology (ISMICT) [8]. 

 
2. Literature Review 

2.1. Dysphoria and Psychological Instruments 

Commonly, dysphoria is associated with depression, stress and 
anxiety [7,10,11,12]. Dysphoria is associated with depression 
because it shares the same features of depressive syndrome and 
dysphoric mood, such as sadness, despondence, despair, and others 
as suggested by [10]. Such notion is supported by Berner, Musalek 
& Walter [11] that the term dysphoria should be restricted to a 
condition of a morose, tense and irritated mood. It can also be 
recognized from stable and unstable mixed state. Moreover, 
anxiety may also refer to dysphoria because both have tension and 
the underlying hyperarousal in common. Dysphoria and anxiety 
can be experienced at the same time because dysphoria may 
happen due to long-standing stress. It is not uncommon for anxiety 
to arise on the background of dysphoric mood. In a certain 
personality disorder, dysphoria also can be incorporated such as 
affective instability, irritability, intense anger, and profound 
unhappiness [12]. These characteristics are shared or overlap with 
features of dysphoria. Furthermore, Starcevic et al. [7] stated that 
dysphoria is also associated with depression, interpersonal 
sensitivity, hostility and stress, reflecting broad but also complex 
and relatively non-specific relationship.  

Dysphoria is assessed using several psychologists’ instruments 
such as the Nepean Dysphoria Scale (NDS) [13], the Depression, 
Anxiety, Stress Scales (DASS) [14], the Beck Depression 
Inventory II (BDI II) [15], Perceived Stress Scale (PSS) [16], and 
the Anxiety Sensitivity Index (ASI) [17]. Typically, the 
participants are forced to select one answer from the fixed choice 
response format [18]. The participants need to respond to a series 
of standard measurement for attitude questions about a pre-
determined topic that allow the degree of opinion rather than a 
simple yes and no answer. Such data enables better quantitative 
data analysis. The questionnaires can be provided to participants 
of either online or off-line dissemination method depending on the 
geographical availability of the participants. In summary, the PSS 
questionnaire is focusing on measuring the level of stress [16], the  
BDI-II can measure the level of depression [15] and the level of 
anxiety of an individual can be measured using the ASI 
instrument[17]. Based on the dysphoria descriptions that are being 

discussed earlier, dysphoria is very related to depression, anxiety 
and stress. All these factors can be measured using DASS [14] and 
NDS [13] questionnaire. It is expected to observe strong positive 
correlations between scores on the NDS and scores on the DASS-
21. Hence, for the purpose of this work, both questionnaires are 
used to investigate dysphoria. The summary of the questionnaire 
and its focus is presented in Table 1. 

Table 1: Summary of Questionnaire and Its Focus Study. 

 DASS PSS BDI-II ASI NDS 
Depression √  √  √ 
Anxiety √   √ √ 
Stress √ √   √ 

 

 The DASS-21 test is the psychological instrument to measure 
depression, anxiety and stress of an individual. It consists of 21 
questionnaires and is able to measure the degree of depressions, 
anxiety and stress of the participant taking the test [14]. The 
participants are needed to specify indication of a symptom over the 
previous week based on a 4-point Likert scale. Each answer is 
recorded from 0 (did not apply to me at all over the last week) to 3 
(‘applied to me very much’ or ‘most of the time over the past 
week’). Calculation on the degree of depression (D), anxiety (A) 
and stress (S) is indicated is provided where every item of the 
questionnaire is related to either D, A or S score. The cumulative 
score of the D, A and S are used to indicate the level of severity, 
namely; normal, mild, moderate, severe and extremely severe. A 
trained psychologist or psychiatrist is needed to interpret the 
results and thus providing a more meaningful diagnostic for the 
patient.  

 The Nepean Dysphoria Scale (NDS) is a set of questionnaires 
to measure the severity of dysphoria [13] and expects participants 
to give evaluation of the frequency on a scale from 0 to 3 ranging 
from ‘not at all’, ‘always’, ‘every day’ to ‘most of the time’. In this 
questionnaire, there are 4 factors that are being observed, namely; 
irritability, discontent, surrender and interpersonal resentment. 
Based on the summation of the score gathered from the itemized 
questions, the correlation matrix factor of NDS are calculated. The 
specified weightages are then used to get the maximum and 
average value of the scale. The value yielded are then compared to 
get the severity category of either normal, mild, moderate and 
severe. 

2.2. Dysphoria and Negative Emotion 

Dysphoria has recently been conceptualized as a complex 
emotional state that consists of discontent and/or unhappiness and 
a predominantly externalizing mode of coping with these feelings 
[7]. Many researchers relate dysphoria to negative emotions 
[10,11]. Dysphoria is also used as synonym for sadness or 
depression which describe a mixture of negative and unpleasant 
emotions [19].  

A study by Caseras, Garner, Bradley and Mogg [20] examined 
the eye movement of the participants on negative images. The 
participants are grouped into dysphoric and nondysphoric group. 
In the experimental results, it was observed that dysphoric group 
have the tendency to look at the negative images longer than the 
control images as compared to the time taken by the nondysphoric 
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group. This result is in line with another work by McMakin, 
Santiago and Shirk [21] that observed the experiential reactivity to 
emotion in dynamic moment. Experimental results revealed that 
individual with dysphoric tendency and those who have not are 
equally responsive to both negative and positive film clips 
regardless of their dysphoric level. However, dysphoric group 
shows a lower ability to maintain positive emotion when they are 
looking at the positive film clips. Hence, it can be said that 
dysphoria is always associates with negative emotions. 

The negative emotions are located in the negative valence axis 
region of Affective Space Model (ASM) [22]. The ASM consists 
of three main emotion primitives; namely: valance, arousal and 
dominance. The emotion primitives are actually the descriptive 
generic attributes of an emotion. These attributes function as 
constituents that act as a fully complementary description of the 
emotion. The affective space model can be divided into quadrants 
where each quadrant represents positive or negative value of the 
emotion primitives. The horizontal axis represents the valance 
value that indicates whether the emotion is perceived as positive 
or negative whereas the vertical axis representing the arousal 
which indicates the level of activation from passive to active. In 
this work, the focus is given on valence since valence is the effect 
of the emotion to an individual of either positive effect or 
otherwise. Figure 4 shows the Schlosberg’s Model of Affect where 
dysphoria is labelled in pink rectangle in quadrant 2 and 3. 
Dysphoria happens at negative valance values regardless of its 
arousal of either active or passive. 

 

Figure 4: Model of Affect [22] 
 

2.3. Dysphoria and Electroencephalogram (EEG) 

Further reading shows that some researchers using EEG in 
dysphoria understanding. Siegle, Condray, Thase, Keshavan and 
Steinhauer [23] investigated the Gamma band in EEG signal in 
relating to emotional states for healthy, depressed and 
schizophrenia adults. The emotion condition assessment is using 3 
methods; which are, never-depressed healthy controls, Diagnostic 
and Statistical Manual of Mental Disorders (DSM-IV) unipolar 
major depressive disorder and DSM-IV schizophrenia. During the 
assessment, the patients need to judge their own emotion of either 
positive, negative or neutral based on the words appearing on the 
screen of laptop. It is observed that depressed individual displayed 
both sustained and increased gamma-band EEG signals activity 
throughout the task while adults with schizophrenia displayed 
decreased gamma-band EEG signals activity. It is also observed 

that schizophrenia subjects displayed more affinity responses to 
negative word compared to neutral words and not significantly 
faster to positive than neutral words. Based on this study, it can be 
summarized that there are different responses towards negative 
words depending on either the patients suffer from schizophrenia 
or otherwise. Such responses can be monitored using the EEG 
signals produced by the depressed and schizophrenia groups. 

From previous studies [7,8] it is noted that dysphoria is very 
much affiliated to negative emotions, thus it is proposed to use the 
electroencephalogram (EEG) in measuring the negative emotion 
of the individual and relate it the dysphoria. Lin et. al [24] applied 
machine learning algorithms to categorize EEG signals on 
emotional states during music listening. The main purpose of the 
research is to search emotion-specific features of the EEG signals 
and test the efficacy of different classifiers. The Valance-Arousal 
model is used as comparator of emotion. 26 subjects were 
instructed to keep their eyes closed and remain seated while 
listening to the sixteen excerpts from Oscar’s film soundtracks and 
the EEG signals were recorded. Features are extracted using the 
Differential Asymmetry of 12 Electrode (DASM12), Rational 
Asymmetry of 12 Electrode (RASM12), Power Spectrum Density 
of 24 electrode (PSD24) and Power Spectrum Density of 30 
electrode (PSD30) while Multi-Layer Perceptron (MLP) and 
Support Vector Machine (SVM) are used as classifier. As a result, 
SVM obtained an improvement classification performance from 
81.52% ±  3.71% to 82.29% ±  3.06% compared to MLP 
classifier. The best result recorded were using DASMI12 using 
SVM as classifier. This study also concluded that the sensitivity 
metric for characterizing brain dynamic in response to emotional 
state (joy, angry, sadness and pleasure) are depending on the 
spectral power asymmetry across multiple frequency bands using 
DASM12.  

Moreover, Sourina and Liu extended the work to recognize 
emotion from Fractal Dimension (FD) based algorithm using EEG 
signals [25]. The FD values are calculated from the EEG signal 
recorded from the corresponding brain lobes and mapped on the 
2D emotion model. The International Affective Digitized Sounds 
(IADS) and music pieces labelled by other subjects with emotions 
using a questioner are used as stimuli to generate emotion to the 
subjects during the assessment. As a result, the FD were able to 
detect emotion with only using 3 electrodes and the data can be 
mapped into 2D Arousal–Valance model. The accuracy of 72% to 
100% are recorded for arousal and valance level. 

Based on the study of other researchers, we combine the 
understanding yielded from EEG emotion recognition and insights 
gathered from the DASS and NDS questionnaire to understand 
dysphoria. Figure 5 summarises the correlation between EEG, 
questionnaire and dysphoria. 

 

Figure 5: Overview of Correlations between DASS-21/NDS-24, Emotion and 
Dysphoria 
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3. Methodology 

A theoretical framework of Dysphoria Model of Affect is 
presented in Figure 6. It consists of five phases, namely; data 
collection, pre-processing, feature extraction, classification and 
correlation analysis. Detailed description of each phase is 
presented in the next sub-sections. 
 

 
Figure 6: Theoretical Framework of Dysphoria Model of Affect (DMoA) 

 
3.1. Data collection 

In this preliminary work only four participants data were 
collected based on two type of inputs from the psychological 
instruments (DASS-21) and from the brainwave patterns using the 
captured EEG signals. The participants are healthy male with no 
medical record of experiencing acute depression, anxiety and 
stress with age mean of 27.5 years and variance of ±2.19 years. 
The participants also indicated that they are under the influence of 
medicine, drug or alcohol and voluntarily signed the consent form 
to adhere the IIUM ethic committee procedure. 

Prior to taking the brainwave signal using the EEG device, all 
participants need to fill up two questionnaires namely; the personal 
information and also the DASS-21 questionnaires. This is to 
ensure that all four participants do not have any history of acute 
depression, stress or anxiety. Participants were first briefed about 
the experiments and were required to sign a consent form as 
needed by the IIUM ethics committee. To ensure consistency and 
to relate the study of psychological instruments to the brainwave 
patterns each individual was required to do the DASS-21 and the 
NDS-24 questionnaires prior to taking the individual brainwave 
pattern using the EEG device. 

 

The DASS and NDS questionnaires results are gathered from 
each of all 4 subjects. The participants are asked to answer the 
questionnaire truthfully and to take their time to select the most 
appropriate answer for the questions. The participants can ask the 
meaning of the word in the questionnaire if they are unsure. This 
is to minimize misunderstanding that can lead to wrongly selected 
answer. The DASS questionnaire consists of 21 questions and the 
NDS questionnaire consists of 24 questions. The participants must 
answer all questions by selecting their choice in the questionnaire 
sheet. Once the participants finish answering the task, the 

questionnaire sheets are collected. Further analysis will be 
conducted based on the answers given by the participants. 

In order to investigate the brainwave patterns signals recorded 
from the EEG device, the resting state of the participants need to 
be captured as a measurement basis. It consists of one minute of 
eyes close and eyes open. Then, it is followed with the reference 
emotion test based on the International Affective Pictures Systems 
(IAPS) [26] to analyse the responses of the different parts of the 
brain to four basic emotions of happiness, sadness, calmness and 
fear in one minute each respectively. In addition, sadness and fear 
video stimuli were presented to examine the negative emotion 
responses of each participant [8]. A final resting state data were 
collected based on a one minute each of eyes-open and eyes close 
after the video stimuli. The overall time taken for data collection 
in this work is 10 minutes without considering the pre-EEG 
experiment and post-EEG experiment tasks. Also note that all the 
EEG signals were captured and stored as numeric values to ensure 
compatibility of data using CSV file format. Table 2 shows the 
protocol that has been set for the data collection that consists of 
several condition which is resting state, emotional test and video 
stimuli. 

Table 2: Protocol for EEG Experiment 

 
 

 In the EEG data collection, the raw 19 channels EEG signals 
are captured using EEG device from BrainMarker. The device 
allows 19 channels EEG to be captured. However, in this work, 
only 6 channels are considered; namely, F3, F4, F7, F8, FP1 and 
FP2 to measure the negative emotion. These six channels are 
selected because signals from frontal brain are relevant to emotion 
processing according researchers [27, 28, 29] hence contains a lot 
of emotion information.  

 
3.2. Pre-processing 

 Artifact and noise cancellation consist of three steps, namely; 
removing the first 2 seconds of the EEG signals, normalization and 
filtering. The pre-processing phase is important to ensure the 
analyzed data are in the region of interest and not biased or 
distorted by the effect of artifact and noise. Otherwise the data is 
regarded as inaccurate and misleading. The first 2 second of the 1-
minute data of each protocol typically consists of 500 instances 
depending on the size of selected window size. The removal of this 
data is because it may not contain any useful information as the 
participant just starts to focus their attention to discriminate the 
emotion based on the presented stimuli. Then, the time vs 
frequency domain signals are then mapped into 19 channels to be 
extracted (19 channels x 14,500 instances). For the purpose of this 
study, only 6 channels data are considered to focus on the data of 
the brain frontal region. 
 The data from the 6 channels are normalized to [0,1] and 
filtered using the elliptical filter. The elliptical filters are employed 
to ensure to get the cut off frequency/clean signals before going 
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through feature extraction process. The EEG signals that are higher 
than 50Hz are also eliminated on the grounds that such data are 
usually artefacts gathered from various hand, eye and muscle 
movements. 

 
3.3. Feature Extraction 

 Once the noise and artefacts are removed, relevant features are 
extracted for classification purposes. In this work, Mel Frequency 
Cepstral Coefficient (MFCC) feature extraction method is 
employed. In MFCC, window size and framing are two main 
components to observed. Windowing is a technique to cut the large 
signal into a manageable size for processing and analysis. 
Windowing is done for minimizing the disruptions at the starting 
and at the end of the frame, the frame and window function is being 
multiplied. If the window size selected is too large, the difference 
maybe too minimal for analysis whereas if the selected window 
size is too small, the information may not be enough for analysis. 
Frame is the process of dividing the signal in window into small 
frames to have reliable information. In the framing process, the raw 
EEG signals are blocked into small frames of N samples, with next 
frames separated by M samples (M<N) with this the adjacent 
frames are overlapped by N-M samples. This procedure of 
segregating up the signals into frames will proceed until the whole 
raw EEG signal is separated into small frames. Segregation of 
frame will make the computation more effective in term of time 
and processing. In this work, window type used is Hamming 
window with number of coefficients of 12 resulting to 12 features 
are extracted for each channel making it 72 features in total. 

 

Figure 7: Flow Chart for Emotion Classification 
 

3.4. Classification 

Data are arranged according to the experimental set up needs 
after the relevant features are extracted. In this work, k-fold 
validation technique is adopted. The data are randomly partitioned 
into 5 groups where each approximately have an equal size. One 
group is used for testing while the other four groups are used for 

prior training. The process is iterated until all fold are used for 
testing.  

In this work, Multi-Layer Perceptron classifier is adopted 
based on prior work findings [8,29]. The steps of using the MLP 
are simplified in the flowchart in Figure 7. Input are feed to the 72-
neurons input layer before they are passed to the 10-neurons 
hidden layer. Then, the summation process is conducted in the 
output layer. The weights of the learning function of each node are 
iteratively improved until the performance threshold is met.  

4. Result and Discussion 

There are two types of experiment conducted in this work, 
namely; emotion recognition and emotion identification. For 
emotion recognition task, specific emotion is checked whether it is 
available or not. It is a 2-class classification task. Subsequently, the 
emotion identification task segregates the emotion individually 
and compare the intended emotion to the data pool.  

 
4.1. Emotion Detection 

 The emotion detection experiment is conducted to discern the 
existence of specific emotion in a pool of instances. The data are 
arranged for two-class classification task, for instance; happy 
versus not happy, fear versus not fear, sad versus not sad and calm 
versus not calm. The emotion data consists of 67 instances and the 
data that opposed of the specific emotion are the combination of 
1/3 of each other emotions. The total number of instances for the 
experiment is 134 instances. Features extracted are 72 instances 
gathered from 12 MFCC coefficients from the six EEG channels 
of F3, F4, F7, F8, FP1 and FP2. The average of the ten iterations 
of the experiments are presented in Figure 8(a)-(d). As a 
comparison, the results gathered from WEKA are also presented. 
Results from WEKA are used as the base result because the 
WEKA results are consistent. From the experimental results, it is 
observed that the result obtained from MLP from Matlab (denoted 
as MLP) gives higher accuracy as compared to WEKA with 
increment of 10% to 16% accuracy. The best performance was 
recorded by MLP for Happy vs Not Happy experiment from 
Subject4 with performance of 95.5%. The worst performance was 
recorded by Calm vs Not Calm for Subject3 with performance of 
58.2%. 

4.1. Emotion Identification 

The emotion identification experiment is conducted to 
observe the ability of the classifier to predict the specific emotion 
given a pool of different emotion data. The data are arranged in 
such a way that all emotion has a similar number of instances (67 
instances each) gathered from the frontal EEG signals of F3, F4, 
F7, F8, FP1 and FP2 for all participant. Table 3 shows the detailed 
MLP experimental result accuracy for emotion identification. Each 
experiment is repeated 10 times because the MLP performance in 
Matlab may have difference of ±10%.  

From the result in Table 3, it is distinguished that the highest 
emotion identified is happy by Subject4 which achieved 97.01% 
accuracy. On the contrary, the lowest emotion identified is fear by 
Subject3 which yielded 11.94% accuracy.  The result then is 
summarized as in Table 4. Subject4 managed to record the highest 
average performance for emotion identification whereas the worst 
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performance is yielded by Subject2 with accuracy of 64.51%. It is 
also observed that MLP managed to achieve accuracy ranging 
from 64.51% to 76.72% as compared to WEKA with accuracy 
ranging from 55.97% to 63.81% that show slight superiority of 
MLP as compared to WEKA.  

 
(a) Emotion Detection Result for Subject1 

 
(b) Emotion Detection Result for Subject2 

 

(c) Emotion Detection Result for Subject3 

 
(d) Emotion Detection Result for Subject4 

 
Figure 8: Emotion Detection Result using WEKA and MLP Classification 

 

Table 3: Average Emotion Identification Results accuracy (%) 

 

Table 4: Summary of Emotion Identification Results 

 
4.2. Emotion Identification for Video Stimuli 

Further analyses are conducted to see the difference in 
performance of using different media of stimuli, namely; static 
images and videos. For video stimuli, two videos of sad and fear 
videos are selected. Figure 9 and Figure 10 show the emotion 
identification experimental results for fear and sad videos 
respectively. 

Figure 9 shows the bar chart of the experimental result yielded 
when using fear video. Based on the result, fear is consistently 
detected for Subject2, Subject3 and Subject4 with accuracy 
ranging from 33.1% to 37.1%. Subject1 recorded Calm as the 
highest emotion with difference of 3.5% lower than Fear. 
However, for the emotion experimental result Figure 10 shows the 
bar chart result for sad video using emotion identification network. 
Based on the bar chart, the highest emotion detected is fear in 
Subject4. Only Subject2 shows the highest sad emotion detected. 
This result shows inconsistency during video stimuli. This may 
due to the surrounding when eye open, the information enters 
through the eye in form of light. This information will react to the 
brain for visual perception. 

 
Figure 9: Emotion Identification Result using Fear Video 

Extension of the comparison between the effect of emotion 
elicitation using dynamic emotional contents (video) and static 
images emotional contents (IAPS) are conducted. Figure 11(a)-(d) 
show the comparative accuracy of emotion recognition 
experiments between static images and videos for each subject.  
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Figure 10: Emotion Identification Result using Sad Video 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 11: Result Comparison for Emotion Identification Result using Static 
Images and Videos for (a) Subject1 (b) Subject2 (c) Subject3 and (d) Subject4. 

From the experimental results in Figure 11, the emotion 
identification result using static emotional contents outperformed 
the dynamic emotional content in all experiments. The highest 
accuracy achieved is fear IAPS with 83.6% for Subject2. 
Meanwhile the lowest accuracy is sad video for Subject4 with 
1.5%. This is because the brain needs to process more information 
when video stimuli is exhibited instead of static images displayed 
in IAPS stimuli. Hence, lower performance is recorded. 

4.3. Questionnaire result: DASS-21 & NDS-24 

 Table 5 and 6 shows the summary result of the DASS-21 and 
NDS-24 results respectively for all subjects. According to the 
depression, anxiety and stress score scale, all participants are in a 
normal condition. None any of them shows any negative result. 
However, in Table 6, Subject1 and Subject2 results indicated that 
they are in mild state as compared to Subject4 that recorded 
moderate and severe for Subject3 respectively. This result gives 
better insight as compared to the DASS-21 results that only 
indicate the participants are normal. Hence, the NDS is able to give 
more information about the participants’ state as compared to the 
DASS-21 questionnaire and the DASS-21 questionnaire cannot be 
directly used to determine whether the subject is having dysphoria 
or otherwise. 

4.4. Correlation between DASS-21, NDS-24 & EEG emotion 
identification 

 From the emotion identification experiments as in Table 7, fear 
is highly detected during the eye close which is in line with NDS-
24 result that is severe for Subject3. There seems to be correlation 
between EEG emotion identification and NDS-24. However, it is 
not highly observable on Subject 1, 2 and 4 because NDS-24 result 
for each subject is only mild and moderate. 
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Table 7: Eye Close and Eye Open Before Experiment Training with Emotion 
Identification MLP Architecture 

 
Emotion 

Before stimuli After stimuli 
Eye 
close 

Eye 
open 

Eye 
close 

Eye 
open 

Subject 1 

fear 37.5% 43.0% 22.4% 43.0% 
calm 35.1% 25.1% 34.6% 25.1% 
happy 15.7% 24.8% 17.8% 24.8% 

sad 11.8% 7.2% 25.2% 7.2% 

Subject 2 

fear 41.5% 17.9% 1.2% 17.9% 
calm 10.9% 11.0% 5.4% 11.0% 
happy 31.4% 33.9% 52.0% 33.9% 

sad 16.3% 37.2% 41.5% 37.2% 

Subject 3 

fear 70.9% 12.2% 75.7% 12.2% 
calm 20.0% 16.4% 9.7% 16.4% 
happy 4.0% 45.7% 5.4% 45.7% 

sad 5.1% 25.7% 9.3% 25.7% 

Subject 4 

fear 26.4% 49.4% 1.0% 49.4% 
calm 19.6% 18.1% 16.9% 18.1% 
happy 46.3% 27.9% 76.9% 27.9% 

sad 7.8% 4.6% 5.2% 4.6% 
 

5. Conclusion 

The Dysphoria Model of Affect (DmoA) uses the 
neurophysiological data from the EEG devices and by extracting 
the emotional information from the brainwave patterns different 
emotions can be detected during the initial state of eyes closed. 
Such information are very useful in analyzing the mental state of 
an individual. In this preliminary study, the implementation of 
DmoA seems to be able to differentiate different classes of emotion 
fairly well thus resulting in a better tool for early detection of 
dysphoria as depicted by the NDS-24 results for Subject3. It is also 
observed that the DASS-21 questionnaire result could not 
differentiate dysphoria for all the subjects in this work. There are 
other psychological instruments that can be studied for detail 
analysis of dyphoria but would be expensive and require experts to 
interpret score. The proposed DMoA approach provides a new 
avenue for psychologist and psychiatrist to venture using EEG 
devices as tools for analyzing dysphoria, depression, anxiety and 
stress and can also be used in understanding personality traits or 
behaviour [29]. 
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 Currently, one of the challenges of educational institutions is drop-out student issues. 

Several factors have been found and determined potentially capable to stimulate dropouts. 

Many researchers have been applied data mining methods to analyze, predict dropout 

students and also optimize finding dropout variables in advance. The main objective of this 

study is to find the best modeling solution in identifying dropout student predictors from 

17432 student data of a private university in Jakarta. We also analyze and measure the 

correlation between demographic indicators and academic performance to predict student 

dropout using three single classifiers, K-Nearest Neighbor (KNN), Naïve Bayes (NB) and 

Decision Tree (DT). We found indicators such as student’s attendance, homework-grade, 

mid-test grade, and finals-test grade, total credit, GPA, student's area, parent's income, 

parent’s education level, gender and age as student’s dropout predictors. The results only 

get 64.29 (NB), 64.84% (DT), and 75.27%(KNN) while we tried to combine algorithms with 

Ensemble Classifier Methods using Gradient Boosting as meta-classifier and gets better 

about 79.12%. In addition, we also get the best accuracy of about 98.82% using this method 

which was tested by 10-fold cross-validation. 
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1. Introduction  

Higher education tends to be a benchmark to define student 

education quality as a human resource. In general, higher 

education is considered as a reputable institute if students are 

qualified in their fields and get good achievements. Conversely, 

student’s failure will impact negatively on students and 

universities. At present, the problem of student failure is known as 

an ongoing university challenges to investigate many factors that 

trigger the dropout, such as academic performance, demographic, 

financial support, and student behavior and etc. Dropout is 

determined as a consequence for students who cannot complete 

their education until the specified study period. It makes students’ 

skills and ability of dropout students in their fields less than student 

retention and significantly affects institution quality [1]. 

Drop out is not a novelty thing but still being a serious topic 

which attracts researchers’ attention due to its impact on 

decreasing higher education values and can be an adverse impact 

on the social environment, where other prospective students lose 

their opportunity to study in higher education. In the last 10 years, 

many research has been carried out by utilizing technology to find 

ways how to prevent dropout issues, which is called Education 

Data Mining [2]. Educational Data Mining (EDM) represents a 

variety of algorithmic methods to address various problems in the 

educational system and even generates new knowledge, to 

calculate student’s academic performance, predict student’s 

behavioral and especially to predict variables or indicators that 

influence dropout in higher education [3].  

Some indicators are widely used by researchers to predict 

dropouts, such as cumulative grade point average (CGPA), internal 

assessment, student demographics, external assessment, extra-

curricular activities, high school background, and social 

interaction network [4]. The most potentials variables are the 

cumulative grade point average (CGPA) and internal evaluation 

indicators because its value maximizes the measurement of the 

student’s skills in present and future. [5] In the first two years of 

study, demographic indicators, especially gender were also 

influence learning qualities, not only occur on conventional higher 

education but also online program students. Dropout possibilities 

are also caused by age, financial constraints, student absence, 

parental influence, employment opportunities, marital status [6] 

[7].  

In Indonesia, based on data statistics in 2017 [8], the dropout 

rate in higher education approximately about 195,176 students. 
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Data shows dropout students’ percentage at private universities is 

greater than public universities. A related work in [9], 799 dropout 

students at educational institutions in Jakarta was examined and 

found dropouts usually occur in people aged 12 to 19 years who 

come from suburban and rural areas with a low average economic 

background. Low economic indicators trigger students to choose 

to get a job than continuing their studies in higher education. 

Another similar study as shown in [10], variable age and study 

program are also correlated to decide dropout students through the 

first-year study. 

The main objective of this study is to find the best modeling 

solution in identifying dropout student indicators especially in the 

first two years of the study period. We will use student data from 

the Faculty of Social and Political Science in one of a private 

university in Jakarta and measure how many demographic data had 

a significant influence on student dropout predictions. In this 

major, students tend to leave study until dropout or expelled in the 

first trimester. This study will focus on the demographic and 

academic indicator and propose a predictive modeling concept by 

combine Decision Tree, K-Nearest Neighbor and Naïve Bayes 

which are widely used as statistical models to predict dropout 

students and optimize results using Ensemble Classification 

Method. The remainder of the paper is organized as follows. In 

Section 2, we review previous studies on the various prediction 

modelling in education field and also educational data mining 

research. Section 3 explains our research method to find 

classification techniques to find student dropout predictors. 

Section 4 presents a discussion of the results includes the 

evaluation of the Ensemble Classification Method as compared to 

several Decision Tree, K-Nearest Neighbor and Naïve Bayes 

methods. Section 5 concludes the study. 

2. Literature Review 

Educational Data Mining (EDM) is an interdisciplinary area 

which related to methods development to investigate a variety of 

unique data in the education area, which aims to understand the 

student’s needs and determine properly learning methods [11]. 

Generally, EDM is applied to predict problems in order to improve 

the quality both of student performance, and teaching-learning 

process [12]. Its concerns about how to adapt data mining methods 

and find patterns that are generally very difficult to solve because 

of massive data in the educational dataset [13]. Data mining, as a 

decision-making standard, has been helped in discovering dataset 

with different approaches such as statistical models, mathematical 

methods, and also machine learning algorithms [14]. 

Based on a review in paper [4] some theoretical algorithms are 

carried out to predict student performance. In her work, she found 

and compare accuracy between Naïve Bayes, Neural Network and 

Decision Tree to predict CGPA, the students' demographics, high 

school, study and social network attributes as the most critical 

factor student passed or failed studies. Naïve Bayes has better 

accuracy because of attributes more significant to predict than 

Neural Network and Decision Tree. Another study, paper [15] 

compares various and appropriate data mining methods for 

classification in prediction, specifically to determine dominant 

factors in student performance predictions. It shows predictive 

results of Random Forest and J48 generate classification model 

and find the most significant factor as a determinant on student’s 

attainment, such as study time, academic year, age and parent 

education. 

To identify dropout, this paper [16] have been used Artificial 

Neural Network, Decision Tree, and Bayesian Network to explore 

great potential factor. Conducting empirical research on a dataset 

of 3.59 million student data in an online training program, Tan 

discovered two attribute variables as test inputs, that is, student 

characteristics and academic performance. As a result, the 

Decision Tree algorithm was more precise to prove those variables 

are effectively used as key factors in student dropout prediction. 

As shown in this study [13], Marquez proposed a new method to 

optimize accuracy predictive modeling, called Modified 

Interpretable Classification Rule Mining. Marquez held an 

experiment in 419 schools to find the student dropout factors. The 

evaluation was performed in six phases using 60 different variables 

from 670 students. It results in Modified Classification Rule 

Mining more accurate than JRip. 

Currently, predictive modeling challenges are efficiency and 

accuracy of various prediction models which are generally due to 

inadequate variables with the base classifier. Related work in [17], 

Decision Tree, Naïve Bayes, KNN, and Artificial Neural Network 

applied to generate predictive student dropout model and adopt 

ensemble clustering on student’s demographic detail, academic 

performance, and enrollment record. Experiment verified 

ensemble method which is used to transform original data to a new 

form can increase the accuracy of prediction models. Another 

similar study as shown in [18] discussed and examined the 

ensemble method able to reduce error and increase student 

performance prediction accuracy. 

After reviewing background research, predictive modeling 

method has weakness in some way depend on attributes. In such 

conditions, accuracy may be misleading if we only have small 

attributes and data. In this study, we will compare Decision Tree, 

K-Nearest Neighbor, and Naïve Bayes and combine those methods 

to find the correlation between demographic and academic 

performance variables in dropout prediction. We will adopt an 

ensemble method to optimize accuracy results and also use 

Confusion Matrix to evaluate models. 

2.1. Classification Methods 

Decision Tree (DT) widely known as a popular and interesting 

machine learning algorithm, especially in classification. It can 

generate or measure pattern using a tree-structured rule and 

describes the relationship between variables by recursively 

partitioning inputs into two parts. Each part forms the decision 

node that is linked by a branch from the root node to the leaf node 

[19] [20]. In data mining, several well-known decision three 

algorithms, namely ID3, C4.5, CART, J48, and CHAID. In this 

study, the CART algorithm is used to generate models. 

The k-Nearest Neighbor (k-NN) is a simple classification 

method that is measured based on the majority vote of its neighbors 

[21]. The best choice of k depends upon the data; generally, larger 

values of k reduce the effect of noise on the classification but make 

boundaries between classes less distinct. However, this method has 

a weakness with the presence of noisy or irrelevant features, or if 

the feature scales are not consistent with its importance in 

modeling.  
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Naïve Bayes as a simple probabilistic classifier can be 

developed easily on a large amount of data because it does not need 

complex parameter estimation which makes it outperform over 

another sophisticated method [2]. Naïve Bayes was also able to 

learn conditional probability feature separately so it also has been 

very effective in classifying small datasets. In this study, Bayes' 

theorem is used to predict probability dropout. 

2.2. Ensemble Classifier Method 

Ensemble method is a modeling concept with multiple learners 

to resolve problems which called base learners. It constructs and 

combines a set of hypotheses to fix weakness of training data using 

single-learners approach [22]. We also can find solutions and 

collect and combine a set hypothesis from big chance hypotheses 

into one single prediction. As known as Importance Sampling 

Learning Ensembles (ISLE) framework, it shows four classic 

ensemble methods, namely Bagging, Random Forest, Boosting 

(AdaBoost) and Gradient Boosting.  

This method consists of several approaches commonly used in 

classification to construct models that are several approaches can 

be used to bagging, boosting and stacking. Based on this paper [17] 

[18] which has been successfully used stacking approaches 

(stacked generalization), this study will use Gradient Boosting as 

an ensemble classifier and do different things to reduce error and 

optimize accuracy finding. 

3. Research Method 

The stages of this study are four-fold as shown in Figure 1. Step 

1, extract variable data related to student dropouts from Academic 

Information System of educational institutions, construct the 

training data set and do feature selection using Ensemble Bagging 

Tree method to get the best-correlated attribute to predict dropout. 

Step 2, use the data to train the prediction models that were 

constructed based on machine learning methods such as the 

Artificial Neural Network (ANN), Decision Tree (DT) and 

Bayesian Network (BN) to derive the samples of the prediction 

model. Step 3, extract another section of data as a testing data set 

and feed it into the actual samples of the prediction model 

previously generated. Step 4, apply ensemble-Decision Tree to 

optimize and evaluate predictive modeling accuracy of student 

dropout. 

3.1. Data Preparation 

This study used the dataset of 17.432 of student’s data from the 

Academic Information System in Christian University of 

Indonesia. Sample data in this study are comprised of relevant 

information from students enrolled in the Faculty of Social and 

Political Science from 2016-2018. This dataset was purposed for 

classifying higher education students that potentially dropout 

according to academic performance. As identified from the 

dataset, there was a total of 17 variables associated with student's 

demographic data (Table 1). The first stage of data pre-processing 

is handling 2355 missing data by imputing relevant value and 

transform all values into numerical variables in order to improve 

the accuracy of prediction based on the algorithm's requirement. 

 
 

Table 1: The attributes of Datasets 

Type 

Variable 

Variable Description 

Demographic 

school.area location student’s school 

(urban =101, suburban =102) 

gender student’s gender  

(male =11, female =12) 

age student’s age (numeric) 

work.status student’s occupation  

(work =1, no occupation = 2)  

marital.status student’s marital status  
(single =110, married = 120)  

parent.education student’s parent education 

(no education = 0, primary 

school = 1, secondary school = 
2, high school = 3, diploma = 4, 

bachelor = 5, master = 6, 

doctoral = 7) 

parent’s income parent’s income 

Academic 

Performance 

GPA student’s grade point average  

(0 – 4) 

homework homework grade (0-100) 

final.test final test grade (0-100) 

mid.test mid-test grade (0-100) 

student.status student status   

(no dropout=0, dropout=1) 

attendance.percentage attendance percentage (1-100) 

total.credit total credit (1-145) 

A first glimpse at the data reveals that 13856 of the data 

indicated students were able to successfully finish their studies, 

while 607 data of dropout students have been observed as dropout 

students. There is a big difference ratio between dropout class and 

retained class.   

In order to tackle this problem, we do partition data into 70% 

training dataset and 30% testing dataset and use Synthetic Minority 

over-sampling Technique (SMOTE) to synthetically resampled 

training dataset. This method can help to improve training datasets 

to be optimally used in classification performance [23]. Next stage, 

we use algorithm Learning Vector Quantization to do feature 

selection with 1700 balanced data on the training dataset and 

performed 10-fold cross-validation with 3 repetitions to reduce 

bias induced by sample selection. It combines clustering and 

classification processes based on feed forward neural network. 

Inputs are propagated through a variable number of hidden layers 

to the output nodes. 

In terms of data processing, the feature selection is the 

necessary steps to do because machine learning can understand 

data and improve prediction performance if the prediction 

modeling used a set of properly features. In order to select features, 

we use the Learning Vector Quantization algorithm to prepare 

some vectors in the domain of observed data samples in order to 

be used to classify any of the hidden vectors that are unseen. As 

we figured out from Figure 2, it represents the attributes selection 

refers to the importance level of each attribute on the dependent 

variable. In the feature selection process, the training process is 

carried out and tested using 10-fold cross-validation. It aims to 

calculate and measure the importance feature values based on two 

variables distances which are identified near or close to the 

variable target. 

The best accuracy of this selection process is 0.9757 using the 

value k = 6. 
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Figure 1. Research Method 

The results of feature selection carried out on training data, two 

features of 13 variable input, including work status and marital 

status eliminated from the dataset. 

 

Figure 2: Feature Selection Based on Importance Score 

As shown in Table. 2, the features are sorted according to 

importance score obtained using the Learning Vector Quantization 

(LVQ) technique and decide to select feature with a score greater 

than 50%. 

Table 2. Variable Importance Value 

Variable Importance value 

attendance.percentage 0.8793 

homework 0.8454 

mid.test 0.8033 

final.test 0.8033 

total.credit 0.6870 

gpa 0.6691 

school.area 0.6341 

age 0.5752 

gender 0.5747 

parent.income 0.5242 

parent.education 0.5195 

work.status 0.5053 

marital.status 0.5035 

3.2. Confusion Matrix 

For evaluation, we use confusion matrix to measure classifier's 

accuracy that is the ratio between correctly predicted results and 

the total number of samples. In this study, we will measure the 

precision rate, accuracy rate, sensitivity, and specificity. 

Table 3: Confusion Matrix 
 Observation Value 

  Predicted 

Object (Y) 

Predicted non-

Object (N) 

Expectation 

Value 

Actual Object (Y) True Positive False Positive 

Actual non-Object 

(N) 

False Negative True Negative 

 

True positive (TP) is the number of students classified as 

dropout students, false negative (FN) value is the number of non-

dropout students classified as dropout students, true negative (TN) 

value is the number of non-dropout students classified as non-

dropout students, false positive (FP) is the number of dropout 

students classified as non-dropout students. Standard formula to 

calculate the precision rate, accuracy rate, sensitivity, and 

specificity defined based on confusion matrix as shown in Eq. 1-4. 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =
𝑻𝑷

(𝑻𝑷 + 𝑭𝑷)
 

(1) 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝑹𝒂𝒕𝒆 =
(𝑻𝑷 + 𝑻𝑵)

(𝑻𝑷 + 𝑭𝑷 + 𝑻𝑵 + 𝑭𝑵)
 

(2) 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚 =
𝑻𝑷

(𝑻𝑷 + 𝑭𝑵)
 

(3) 

𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 =
𝑻𝑵

(𝑻𝑵 + 𝑭𝑷)
 

(4) 

4. Result and Discussion  

In this study, we use R language and R software package 

(version 1.2.13) to analyze data with several machine learning 

methods. First of all, we do the data cleaning process such as 

handling missing values in the dataset and facilitate dataset with 

the appropriate attributes. In this case, 2,355 rows of missing 

values of ‘student’s attendance’ variable and 1221 rows of ‘final-
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test grade’ variable have values less than zero -which are not 

relevant to the other variables value- were eliminated from the 

dataset. Next, we tested normalization or data distribution in order 

to determine whether data distribution was normal or balanced and 

also will help to minimize prediction error results during the 

modeling process. Furthermore, impute value technique is applied 

to the filled missing value in parent’s income feature with its mean 

values in order to minimize bias in the dataset. Finally, we get 

13856 data with 11 variables as variable input from the data 

cleaning process.  

Based on distribution data, 66% of student’s data was 

dominated by women while men were only 34% of total data. 

Every student generally comes from an urban area (87%), which 

means most students come from urban areas while the percentage 

of students from suburban areas are relatively small. In addition, 

95% of students are dominantly 18-23 years old while others are 

over 23 years old. In this case, work status is not determined as 

predictors because its correlation is relatively small about 250 

students which are only 2% of all student's data. The dataset also 

shown that almost 100% of students are single with the majority 

parent’s education were 'high school' and 'undergraduate' level 

with parents financial is predominantly low that is less than IDR 

5000000. These data distribution, especially demographic features, 

describe that dataset has a fairly good variation to be used during 

student dropout prediction.  

By using 9700 training data, we demonstrated also compared 

and discussed 3 different common classifiers performance, which 

is K-Nearest Neighbor (KNN), Decision Tree (DT), and Naıve 

Bayes (NB) as shown in Table 4 and Table 5. 

Table 4: Comparison Prediction Results 
Predictive 

Actual 
KNN DT - CART NB 

 
Retenti

on 
Drop
out 

Reten
tion 

Drop
out 

Reten
tion 

Dro
pout 

Retention 3951 52 3963 76 3966 65 

Dropout 23 130 11 106 8 117 

Total 3974 182 3974 182 3974 182 

The first prediction modeling was carried out using the K-

Nearest Neighbor method. The specified k-value was used with k 

= 5, k = 7, k = 9, and k = 11. Its best k-value was k=5 which predict 

with accuracy rate about 0.9820 and recall rate of prediction was 

0.8497. Next prediction model, we use the Decision Tree CART 

method and obtain prediction accuracy about 0.9791 and recall rate 

of prediction of 0.9060. 

Table 5: Evaluation of Prediction Results 
Evaluation Index 

KNN 
DT - 

CART 
NB 

Accuracy Rate 0.9820 0.9791 0.9824 

Precision Rate of Retained Class 0.9942 0.9972 0.9980 

Precision rate of Dropout Class 0.7143 0.5824 0.6429 

Recall rate of Retained Class 0.9870 0.9812 0.9839 

Recall rate of Dropout Class 0.8497 0.9060 0.9360 

F-Measure 0.7761 0.7090 0.7622 

The last method was Naive Bayes which is not much different 

from Decision Tree, its prediction accuracy is 0.9824 with recall 

rate about 0.9360. To improve accuracy and predictive precision 

values, we implement Ensemble Stacking Classification Method to 

obtain better predictive accuracy. Two things are required in build 

prediction model using ensemble stacking method, that is weak-

learner as a base-layer classifier and meta-model as a top-layer 

classifier that will combine K-Nearest Neighbour (KNN), 

Decision Tree (DT), and Naive Bayes (NB). In this paper, the 

algorithm iterates to find the best rules that predict student dropout 

using probability results of each classification methods as 

describes below: 

Input : Dataset S = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑚, 𝑦𝑚)}; 
           Base classifier (k-nearest neighbor, decision tree, naive bayes)  

𝐻1, … , 𝐻𝑇 

           Meta-level classifier (gradient boosting algorithm) 𝐻 

Process : 

Step 1 : train dataset with base-level classifier 

for 𝑡 = 1, … , 𝑇 ∶ 
      ℎ𝑡 = 𝐻𝑇(𝑆)            % train results of base classifier  

end;                     
Step 2 : construct new dataset of predictions 

for 𝑖 = 1, … , 𝑚 ∶ 
      𝑆ℎ = {𝑥′𝑖 , 𝑦𝑖};  𝑥′𝑖 =  {ℎ1(𝑥𝑖), … , ℎ𝑇(𝑥𝑖)} 
end; 

Step 3 : train dataset with meta-level classifier 

      ℎ′ = 𝐻(𝑆ℎ)           % train results of meta-classifier using new dataset S. 

Output : 𝐻(𝑥) = ℎ′(ℎ1(𝑥), … , ℎ𝑇(𝑥)) 

The first step, we do training data with base classifier and 

evaluate them with 10-fold cross-validation. Next, the predictive 

probability is accommodated as the new input value (x) in either 

training or testing data so we can use it in the next modeling stage. 

Three new X variables will be used as predictors on modeling 

using Ensemble Stacking Classification Method by combining the 

three base-classifiers. In the last step, prediction modeling is held 

by using the Gradient Boosting algorithm as a meta-classifier that 

will classify each prediction probabilities as predictors and 

variable 'student status' as a target variable. The prediction using 

Ensemble Stacking Classification shown in Table 6. 

Table 6: Confusion matrix for Ensemble Stacking Classification 

Predictive 

Actual 

Ensemble 

Stacking – 

Gradient 

Boosting 

Prediction 

 
Reten

tion 

Dropo

ut 

Accuracy Rate 0.9882 

Retention 3963 38 
Precision rate of 

Dropout Class 
0.7912 

Dropout 11 144  
Recall rate of 

Dropout Class 
0.9290 

Total 3974 182 Error Rate  0.0118 

 
Figure 3: Comparison performance prediction between models 
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We get the highest accuracy rate with at 98.82%, followed by 

the second best method was Naïve Bayes at 98.24%. In last, the K-

Nearest Neighbor method achieved an accuracy of about 98.20%, 

which was not much different from Naïve Bayes. As shown in 

Figure 3, the results of the precision predictions of the Ensemble 

Stacking method are not much different from the K-Nearest 

Neighbor even though the value was successfully increased 

precision percentage up to 79.12%. 

Furthermore, the testing process is also found recall rates of 

prediction. Recall rate is a benchmark to measure modeling 

successfully predict rediscovering information. If we compared 

with its precision value, the recall rate of Ensemble Stacking 

method was high enough that is at 92.9%. However, the recall rate 

of Naïve Bayes as a single classifier is better although not much 

different, it gets about 93.60%. 

5. Conclusion 

This work aimed to describe possibilities to use data in order 

to help to deal with the dropout problem. Many algorithms have 

been involved and give a qualified insight of from simple dataset 

until the dataset with high complexities. In this study, the 

Ensemble Stacking Classification method with the Boosting 

Gradient algorithm as a meta-classifier can increase the accuracy 

of dropout predictions when it compared to a single classifier, such 

as K-Nearest Neighbor, Decision Tree, and Naïve Bayes. By 

combining those three algorithms, this method can achieve an 

accuracy rate of 98.82%, the precision of 79.12% and a recall rate 

of 92.90%. In addition, the number of false prediction called False 

Positive (FP) is greater than the number of false negatives (FN) 

prediction. It means, the performance of the Ensemble Stacking 

Classification method is good enough at prediction student 

dropouts. In this study, we also found that features that influence 

prediction student dropout include the percentage of student 

attendance, assignment scores, total credits, UTS scores, UAS 

scores, GPA, parental income, parent's education, gender and age 

of students. However, there is an indication that academic 

performance is not the only reason that potentially influenced 

student’s dropout, but also the existence of external reasons such 

as study program selection and environmental influences.  

There are still many shortcomings in this study, for further 

work we suggest to increase the number of variations correlative 

feature and large dataset so it will help to improve performance 

more better than this research, i.e. external assessment features. It 

also needs to do more research about feature selection method so 

each feature is more significant and very optimal to use in 

prediction modeling.  
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 This work deals with the issue of understanding a user’s behaviour as this is expressed via 

a gamified application.  The notion of ontologies and the association of concepts in 

relevance to decisions that have to be made is used.  The current work introduces a new 

process-based approach, based on collected large log files and associations of underlying 

decisions based on them.  Both of them deal with work in extracting information for 

intelligent use, the main difference being that the first discovers but stops on a concept 

relation basis, while the other based on processes, as knowledge transactions, further to 

the associations on a 1:1 level maybe applied on a multi associative model.  The objective 

of the current work is to introduce the methodology into gamified environments (such as 

but not limited to) games, for semi-automated understanding of user behaviour and 

furthermore, prediction and in instances, guidance via optimal paths of decision making 

activities, that are useful in gamified applications in various areas like the education. Both 

the initial ontology based, and the extension work on it, are based on mining association 

rules, in one instance treated as knowledge nodes (concepts) and in the second as 

underlying knowledge processes, based on big log files. This may be applicable to online 

games, that generate big log files of user selections, that are available for study and 

examination for extracting user behavioural patterns.  As a result, maximum length of 

sequential patterns and items in them, are discovered in an algorithmic based 

methodological approach, providing in this way a set of guidelines for designing gamified 

applications. 
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1. Introduction  

The work in this paper is based on the work presented in the 

9th International Conference on Information, Intelligence, 

Systems and Applications (IISA 2018) under the title “On 

Ontologies and Knowledge Associations in Gamified 

Environments” [1].  Its contribution is bifold (a) it extends on a 

more generalized manner the work so far in the above and (b) it is 

getting additional research by providing an additional mechanism 

for knowledge associations.  More specifically, the case (a) above 

is mainly based on single concepts relations – associations and its 

application in mobile devices in the tourist domain, while in the 

part (b) contribution of additional research the notion of 

knowledge transaction is introduces as a set of serially associated 

concepts – nodes, with the presentation of its application in a 

gamified environment (on line game).  For clarity purposes and the 

distinction of concepts within the domain of gamification vs. the 

concepts in the game domain a brief introduction is provided 

below. 

2. Gamification – Modeling User Behaviour 

Gamification is the process of applying game techniques (e.g. 

dynamics, feedback, badges, leveling, etc.) to non-gaming 

contexts [2].  It is a new methodology that flourished just after 

2008 [3] and refers to understanding a user’s behaviours on 

making decisions, made in a context of gaming and hence drive 

them to expected outcomes.  As a process, gamification is under 

study within the scope of computer science, mathematics, artificial 

intelligence as well as psychology disciplines in the context of 

persuasive technology [4].  It is important to be noted here the 

difference between gamification and gaming itself [5].  The 

evolving processes in gamification are used today in various 

domains like education, training, marketing, health human 
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resources in enterprises, e-commerce and so on [6].  Understanding 

thus the above and applying them on involved processes on the 

above sectors, is of great importance.  In the current work we will 

go through the gamification-based implications in the context of 

the designing educational content for computer-based learning and 

applications. 

Designing and implementing gamification applications is an 

iterative process which consists of six main steps: 1) define 

learning objectives, 2) delineate target behaviours, 3) describe the 

players (either students and/or teachers), 4) device activity cycles, 

5) implement fun and involve psychological factors that affect 

learning in it and finally, 6) deploy the appropriate tools.  This 

process is performed so far by experience, by playtesting the 

designed gamification schemas, examine the corresponding KPIs, 

check what is working or not and in case that failures of the design 

and implementation are identified, return to the design phase and 

start the process all over [7]. 

Here, we attempt to formally introduce, as gamification is an 

emergent technology, the design of gamification applications, by 

analysing game player’s actions stored in log files, to the domain 

of education as a process-based methodology.  We try in other 

words, to study the user engagement into the knowledge 

acquisition cycle, in a domain agnostic way, based on a semi-

formal approach, where, beneath it, underlies the concept of 

positive and negative reinforcement via the semantics, the 

mechanics and dynamics that the gamification-based applications 

are characterized of. 

Education and gaming have many in common. Some of them 

are learning on achieving objectives, introduction and use as much 

as possible of engagement (interactivity in learning process) 

concept, motivation in achieving the previous, game elements, like 

positive and negative reinforcements, awarding and/or 

discouraging in specific cases and so on. 

The above provided, our research was driven by the interest in 

studying what is a very important issue in the above context, i.e., 

what are the implications and the impact of the possible social and 

psychological factors that are being introduced by the gamification 

methodology to the achieving of the learning objectives.  There are 

certain questions that have to examined.  For example, is the 

educational content being acquired and understood better if the 

subject is working in such an application alone, or in an 

antagonistic environment (one to one or one to computer), or 

finally in a cooperative team-based mode?  Based on this, how 

social media and collaboration-based environment (electronic) 

assist this process?  Should the subject “discover” the knowledge 

himself, in a role-based game manner, or should be driven/directed 

to it? If yes, in a “strict” or a more “flexible” way?  

To study the above we introduce the concept of underlying 

processes in the gamification application that supports the learning 

process.  We are going to examine the model of an educational 

application that underneath it exists a mechanism that discovers 

patterns in learning and at the same time tries to understand the 

individual’s behavioural patterns and foresee future behaviour 

(knowledge extraction).  This mechanism gets its input from a set 

of log files of collected raw data, that is generated from playing a 

respective game.  

Log files in most cases, contain structured raw data that are 

coming and are registered as text files, coming directly from 

systems’ interaction activities.  This either comes from the user’s 

or from other systems’ components themselves activity or both 

them.  In most cases, this raw data, comes in a structured and in a 

predefined format, while in other cases, due mainly to some 

external reasons and abnormalities, comes as incomplete data, 

introducing thus “noise” to the system.  Out of these log files, the 

important aspect and the objective of the current work is to mine 

hidden knowledge, that can be characterized as knowledge 

produced during the game play (knowledge in action, while 

learning), in terms of underlying processes and patterns.  Such 

concept of getting an advanced level of knowledge out of raw data, 

is also currently under both research and application, known as Big 

Data Analysis.  To have such a repository of real time produced 

raw data in terms of log files that registers user behaviour in a game 

is in this step our objective and part of presenting our design 

methodology, in terms of underlying techniques. 

More specifically, for experimentation purposes, we have 

selected and dealt with log files, that are being continuously 

generated out of the context of a game, played worldwide on the 

WEB 24/7/365, by thousands of players, in real time. Therefore, 

the generated log files are updated, using a generalized structured 

data model, that in many cases has the ability to expand or to 

reduce itself, in a dynamic way, as it will be presented in the 

following sections. Due to these idiomatic data type 

characteristics, initial and advanced parsing techniques had to be 

developed for two major reasons (a) to generate clear, coherent and 

consistent data sets and (b) to transform them, so to be persistent 

and hence to be stored and aggregated in a database for further 

exploration and processing.  What we will concentrate on also 

here, is the discovery of interesting and meaningful patterns that 

signify the underlying existence of processes, towards a 

predictable and modifiable behaviour, a major research topic in the 

field of artificial intelligence [8]. 

3. Ontology Based Knowledge Discovery - The ONARM+ 

Methodology 

In the previous presented work [1], we have introduced both 

the theoretical as well as the technical background of the 

ONARM+ methodology.  Based on this, we have also presented in 

detail an application, in the domain of tourism.  For this, we have 

considered the case of independed users that by potentially using 

our platform would exchange parts of their personal concepts, 

based on a centralized tourism [9] concept ontology, in a semi-

automated and intelligent way.  The scenario to be implemented 

based on our methodology, required 2 major components: (a) a 

client component named Concept-Net, that could be able to run 

either on mobile and/or desktop environments and (b) the Concept-

Net Back End set of modules.  Both of them and their 

subcomponents have been implemented as the following 

conceptual diagrams represent them (Figure 1): 

Our work dealt on the concept relevance aspects with to the 

transformation of raw data obtained, via user selections and 

decision-making actions, in a specific domain (being domain 

agnostic), its comparisons with others on a concept basis, 

represented as an ontology of a specific domain.   
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Figure 1: Left: (a) Client logical diagram, on the right (b) server-side components of the Concept-Net application 

In short, during the process of knowledge extraction between 

the 2 users, firstly the discovery of concepts that are of common 

interest has to take place and then, the comparison via measures 

while  on the final step, the merging of the parts of the specific 

ontology parts of each user to specific place of  the ontology 

(aligning of them [10], [11]) takes place. 

The methodology works under the assumption of existence of 

at least 2 user profiles, in terms of ontologies of interest.  These 

represent the user’s preferences and interests in a specific area and 

the categorization in a conceptual way that is depicted in a 

graphical way via the Protégé tool (The Protégé Ontology Editor, 

http://protege.stanford.edu  /, last accessed on June 2, 2018).  Also, 

there exists a central ontology that holds all concepts in the specific 

domain.  As described in the work [1], the methodology is based 

on the Apriori algorithm [12], to identify.  In general, the three 

major phases of the ONARM+ methodology are: (a) knowledge 

acquisition, (b) knowledge representation and (c) knowledge 

exchange. 

While the association of concepts in terms of independent 

knowledge nodes, is of major significance in the discovery and 

exchanging knowledge processes, when we strive for 

understanding decision making in terms of a series of choices, then 

the above provide only partial information.  To add value to the 

previous and essentially to introduce similarities and therefore 

predict more accurate user choices, we have introduced as an 

extension to this, the methodology below, which identifies 

similarities among processes for decision-making, in terms of 

generalized knowledge transaction processes.  This is particularly 

useful, when not only we need to extract such information so to 

find similarities among users’ profiles, but also equally 

significantly, to predict such patterns and in a second step, to be 

able to guide them, so that to trigger dynamic choices for desired 

user behaviour driving into. 

4. Process based Knowledge Transactions Pattern 

Discovery  

4.1. General 

In this part, we go through our methodology and we provide an 

example for supporting the process of designing and development 

of educational applications based on gamification by using it. For 

this, we use knowledge extraction methodologies for extracting 

users’ behavioural sequential patterns from large on-line game log 

files and propose to learners an optimal path or set of actions in a 

specific order, towards knowledge acquisition.  Large game log 

files stored on line, are collected, processed, stored in an event data 

base and then transformed to appropriately format, for applying 

Apriori algorithm sequential pattern mining technique.  Extracted 

patterns then are translated to set of proposed actions.  The future 

path of user preferences in terms of decisions, can be (a) reinforced 

and (b) predicted by our methodology, while step by step 

educational/game objectives are achieved. Therefore, designers of 

educational gamification applications are provided with a set of 

means to select appropriate type of game mechanics/dynamics and 

offer selected action types in a user-cantered approach tailored to 

any individual’s requirements.   Following advancements in games 

based on electronic media and the advanced level of new 

generation familiarization with such environments, in conjunction 

with the fact that  gamification has a wide application in education 

domain, as it is a useful mean for maintaining student participation 

and enhance engagement in the educational process, we focus on 

frequent sequential patterns extraction from game log files and 

transform them to powerful tools for implementing gamified 

educational applications. 

4.2. Background 

Knowledge is the ultimate resource in every enterprise’s 

routine operations and signifies the holy grail to their success.  

Knowledge in human beings is better understood but not equally 

explained. Recent developments and technological advancement 

in all fields of IT technologies (hardware and software) generate 

on a continuous manner, on real time basis to all kind of unrelated 

at a first glance data, coming from simple to very complex 

applications and transactions.  The rising need is therefore to 

discover underlying processes and provide meaning to them as 

upper level knowledge. 

On the other hand, following this trend of advancements, 

games based on electronic media have evolved from simple 

applications in the very beginning, to very complex environments, 

many of them simulating real life experiences and scenaria. In the 
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domain of education, gamification has a wide application since it 

has been proved to be a useful mean for maintaining student 

participation and enhance their engagement in the educational 

process. Gamification is a mean that is widely used in the 

marketing domain targeting to foster both brand loyalty and 

awareness as well as to enhance customer engagement. As 

mentioned previously, these three key marketing concepts are 

relevant in the gamification context: engagement – “high relevance 

of brands to consumers and the development of an emotional 

connection between consumers and brands”, brand loyalty – “the 

relationship between relative attitude and repeat patronage” and 

brand awareness, “the rudimentary level of brand knowledge 

involving, at the least, recognition of the brand name”  [13].   

Transforming these to learning processes in education, we have the 

students that are the consumers and the emotional connection to 

branding in our case the sources of educational context (humans, 

books, eBooks, web, Internet in general, etc).  Therefore, the 

students can be seen as “highly engaged, emotionally driven 

players”, in this gamified learning approach, where strategic 

decisions have to be made by them (intermediate learning 

objectives’ achievements, towards the final overall knowledge 

acquisition, within the provided domain). 

These complex gamified applications, therefore, require the 

track of players’ actions and the estimation – calculation of 

potential responses to their decisions in an intelligent way.  In 

recent years, the tracking and logging of this information and 

monitoring of the way that game engines and applications perform 

– has become widespread in the digital entertainment industry, 

providing sometimes very detailed and specific information on the 

performance of popular commercial titles with millions of players 

and installations in digital devices [14],[15].  It has been widely 

accepted in the academic and business fields that the so-called 

game telemetry can be a very powerful tool not only for game 

development but also to assist a variety of stakeholders via user 

modeling, behavior analysis, matchmaking and playtesting, [16] 

under the condition that it is processed in the right way. As a 

consequence, large amounts of game telemetry data are tracked, 

logged and stored, but not always is being correctly analyzed and 

used for drawing results and decisions useful to other applications. 

The challenge quickly became to deal with working with large-

scale data, in a process based meaningful way, for extracting 

behavioral decisions [17].  Quickly, new methods have emerged 

[15] to assist analysts and decision makers to obtain the 

information they need to make better decisions. These included: 

automatic summarization of data, the extraction of the essence of 

the stored information, and the discovery of patterns in raw data.  

When datasets became very large (any dataset that does not fit into 

the memory of a high-end PC as large-scale, i.e. several GB and 

beyond) and complicated, the breakdown method to smaller sets 

of data was introduced.  Applying on these raw data knowledge 

discovery processes will help identify and uncover patterns of 

behavior in it, whether user-derived or learning based-derived, and 

these, in turn, can be highly valuable. 

In this work, we use sequential pattern mining to analyse game 

player’s actions and behaviours, stored in log files.  

The objective of the sequential pattern matching process is to 

discover patterns that take place in sequence(s), so to be used in 

prediction of future events that generate similar data.  It has a great 

application domain, where human behaviour analysis plays a key 

role in making strategic role, that varies from students’ behaviour 

and its impact in achieving learning objectives, customer analysis 

behaviour (and therefore prediction) up to security and alarm 

analysis, manufacturing engineering, WEB pages’ prefetching and 

so on.  In the sequential pattern matching a sequential database of 

records, expressed as patterns of events is provided to be analysed.  

The input must be sorted in absolute lexicographical order for the 

algorithm.  The output is a subset of patterns that frequent occur 

within it, provided that a minimum support (at least), is entered as 

an expected indicator of the least desired frequency of occurrences 

of the patterns to be discovered within the total records of the 

database.  

 Historically, AprioriAll is the first sequential pattern mining 

algorithm. The authors of AprioriAll then proposed an improved 

version called GSP. The AprioriAll and GSP algorithms are 

inspired by the Apriori algorithm for frequent itemset mining [16]. 

4.3. Methodology Definitions and Assumptions 

There are prerequisites that log files have to support to be 

useful for the pattern mining extraction.  A non-exhaustive list of 

them is the “case-id”, the “supporting activity”, “event 

timestamping”, “connectivity with other events, triggering or 

triggered by”, information on resources, such the “user name”, 

“system cost on event” and so on.  These, so called event attributes, 

will allow the extraction of underlying processes, by associating 

such events and using a generalized model of event logs, consisting 

of cases, that in turn consist of events, consisting in turn of 

attributes. That introduces [18]: 

1. A set of case(s) based process(es) 

2. A set of events associated with processes via 

respective cases 

3. An ordered set (tuple) of such events on a per case 

basis 

4. A set of attributes per event (empty set allowed 

As a final point to be noted, is the difficulty and the rareness of 

availability of user data in terms of raw data (and not in aggregated 

form), from the game providers, that generate and own these big 

data files. 

At this point, the current work proposes a new methodology for 

discovering these meaningful patterns, using minimal human 

intervention (in terms of pre-processing, association and 

conclusions’ analysis).  In this section, the main steps of it are 

going to be presented below: 

1. Data Source (Game) Selection.  That was a very important 

step, so the proper game to be selected that conforms with the 

above requirements and restrictions.  At the same time, the game 

had to offer in an open and continuous way the data being 

produced, in terms of log files. 

2.  Data Collection.  Based on the fact that the previous 

criterion would have been met, to develop a method, that in an 

automatic way would be in a position to collect on a timely basis 

the generated data. 

3.  Data Maintenance. Provided the following were met, to 

further elaborate and develop an automatic way of synchronizing 

the data collection, so to avoid repeated and unnecessary steps, that 
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would lead in duplication of data collection.  This in turn, most 

probably, would lead the game data provider to ban the data 

collection process and stop further experimentation.  Unnecessary 

hits therefore for data collection purposes, had not only to be 

completely avoided, but at the same time to be carefully scheduled 

when to occur, avoiding Denial of Service as previously 

mentioned. 

4.  Data Transformation.  This step was necessary so to 

introduce unique event game ids, that could be easily backwards 

traversed, in a meaningful way, reflecting all their attributes, that 

would lead to processes. 

5.  Data Persistence.  Log files as previously explained are 

continuously updated in real time, as a stream of data.  Out of this, 

chunks are not useful and have to be thrown away from mining, 

yet though to be identifiable in case of suspect of usefulness of it.  

Space and storage limitations had to be considered in the next step, 

being the storage in a local database. 

6.  Data Association.  In sequence, the asynchronously 

generated data, has been through data cleansing and in this step, is 

provided in an automatic way as input to algorithms for association 

of it.  In this step, any type of associative – rule-based algorithm 

could be used. It is important to be noted that since data can be 

easily transformed during input process to any given and expected 

requirement of the algorithm to be used can be applied to any type 

of these.  For the purposes of this work the Apriori algorithm has 

been used [18]. 

7.  Process Extraction via association rules.  For this, the 

Apriori based algorithm GSP is used, with the objective to speed 

up the generation of interesting association rules, that will in turn 

lead to the mining of interesting process as proposed by [8].  The 

input of GSP is a sequence database and a user-specified threshold 

named minimum support (minsup, a value in [0,1] representing a 

percentage). 

4.4. Technical Framework and Architecture 

Based on the previous criteria, the selected game was the Alter 

Aeon.  According to Wikipedia 

(https://en.wikipedia.org/wiki/Alter_Aeon), Alter Aeon was built 

on 1995, continuously and free provided since to thousands of 

people worldwide. It generates everyday thousands of lines of 

players’ transactions, that are publicly available as streamed log 

files from the game developers.  More details on the game and 

rules of playing can be found on its web site 

http://www.alteraeon.com.   

For the specific log files, in short, the process was to download 

the HTML files and write them in local log files. The HTML page 

was created by the provider to provide the information and had to 

be parsed until at every entry in formation of value to be found 

regarding transactions.  Then, the files were broken in different 

ways, so to match the mysqlite data base schema that was adapted.  

After that, the sequential files were generated and fed into the 

Apriori algorithm for sequential process associations.   

The overall procedure from scheduled data collection from the 

WEB Data Source, storage of unstructured log files, 

transformation to structured local log files, database storage, 

Sequential data sets generation, Apriori as described in (Figure 2) 

have been implemented using Python 2.7 programming language 

and were tested in a distributed manner of 2 machines, connected 

via cloud. The first was used (a) for connection and data collection 

from game web site (server) of relevant data, (b) the storage of it 

as raw unstructured data to log files and (c) the transformation of 

it to local structured log files. These were implemented as a 

daemon set of processes, on an Ubuntu Linux server-based 

machine.  The second part of the task was performed on a Mac 

Book Pro OsX with 16 GB RAM and 1 TB solid state HD. 

 

Figure 2: Overall Methodology Architecture 

The separation of the overall task into two different sub tasks, 

in independent hardware platforms (machines), was a critical 

issue, since the generation of the sequential databases, as the log 

files were increased in size, was an intense and resources 

demanded issue.  Additionally, the first machine has been 

configured to update its log files on an hourly basis (dynamically 

reconfigured).  After this repetitive process (as many times as 

proper data required, here the system was collecting data for 3 

consecutive months), the Apriori algorithm was applied, 

implemented in a Java application environment. 

4.5. Results 

 
4.5.1. Initial Results Presentation 

In the diagram below (Figure 3), is shortly depicted the process 

for running the cleared and synthesized log files through the GSP 

Algorithm.   

On the left-hand side of the above image, is a snapshot of the 

unstructured game log files, collected for a day transactional 

activity, from the game Web page and on the right is presented a 

sample of GSP process discovery outputs. 

It is worth mentioned that such files were also aggregated to 

monthly basis and can be further aggregated to any time interval, 

depending on what time would like to be examined for process 

extraction.  Initially the date / time has been registered and then 

event type has been recorded.  Finally, on the last column, the 

detailed event description can be found, in a syntactically dynamic 

format, according the circumstances that the specific event took 

place. 
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Figure 3: Initial Results Discovered by GSP algorithm. 

On the right-hand side, there is (a) a sample of the process 

discovery after the GSP application; (b) on the lower right-hand 

side, the format of the filenames of the produced log files are 

presented, that contain the interesting associations, for processes 

found. It can be noted at the end of each filename, the respective 

minsup measure, as previously introduced, under which the 

process associations took place. (c) finally, on the right top, a 

sample of the output is presented.  The (-1) stands as a separator of 

the frequently associated process id, that in previous steps has been 

uniquely composed for a player and player’s activity in general to 

be able to be reversed tracked.  As it can be seen in the sample 

output, there are interesting associations of frequency of 1-

member, 2-member and 3-member activities. At the end, the 

number represents the measure of interestingness, as a measure of 

frequency of associated processes. 

The application of the GSP Apriori implementation algorithm, 

provides all possible associations that could be found [12], by 

applying the specific minsup measure.  Any sequential pattern 

mining algorithm could be used instead, as the VMSP [19], that 

works in a similar way taking the same data format as input and 

producing a similar file format as output, being different on the fact 

that provides the maximal model for the associations discovered 

by the sequential data files. 

4.5.2. Processing of Initial Results – Extracting Behavioural 

Process Patterns 

Sequential pattern mining is a research field studied for more 

than two decades, focusing now in two main areas a) Applications 

in the aspect of utilizing sequential pattern mining either in new 

applications or in new ways for existing applications and b) 

Algorithms either for designing more efficient algorithms or 

designing algorithm for handling more complex data or for finding 

more complex and meaningful patterns [20].  

The present work contributes to the first area providing results 

that can be used in the design and development of new gamified 

applications and in the improvement of existing ones in any 

domain.  The work performed during the experimental phase lead 

to the following main results: 

1. The maximum length of sequential patterns varies inversely 

with the support value used. The finding was in line with the results 

stated by R. Agrawal and R. Srikant [8] 

2.  Sequential patterns discovered only for the events of the 

type “QUEST”. This can be seen as the “repeated” choice of users 

at different “levels” to perform tasks in the game play in order to 

achieve certain objectives from simple to more complicated ones. 

3.  Sequential patterns mined were of maximum length three 

events for 0.02 support, of two events for support 0.03 when for 

support 0.04, 0.05 and 0.06 only single items were discovered, 

which lead to the conclusion that users for various reasons either 

internal (interest, resources etc.) or external (time availability etc.) 

are more familiar with this type of pattern. 

4.  Item members of two or three component sequential patterns 

were not present as single items in the higher support level 

sequential patterns mined.  This fact may be interpreted and used 

to the design phase of the potential application(s), as a valuable 

hint, that helps designers combine “QUEST” elements, being at 

present not very popular, but of high interest, especially when 

associated with interaction with other facts / achievements, thus 

providing added value to them. 

5.  Single items discovered for support 0.04, 0.05 and 0.06, 

where not part of the maximum sequential patterns discovered with 

either two or three event sequence lengths, which can be seen as a 

cross checking point for implementing gamification strategy, 

where the importance is the relevance of the “QUEST” with the 

desired task to be performed. 

The above findings are of great significance for designing 

gamification-based applications for behavioural prediction of 

users. This is because “QUEST”s can be seen as user behavioural 

http://www.astesj.com/


A. Tatsiopoulou et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 212-220 (2019) 

www.astesj.com     218 

transactions that include events of high importance, for achieving 

the maximum objectives set in such applications, in any type of 

environments supporting well defined processes like, e.g. 

market(s), sales, e-learning regardless the type of gamification type 

applied (intrinsic or extrinsic) and so on.  The current methodology 

overcomes the obstacle of the manual observation, association, 

extraction and in the end generalization, in a (semi-) manual way, 

based on intuitive approaches.  On the contrary, the current work 

provides an automated algorithmic based methodological 

approach, for provision of a set of guidelines, to be used in the 

design process during the application development phase, which 

so far is based only on empirical findings.  In the specific 

application selected in the current game, this is focused on using 

“QUEST”s, in the content of gamified applications, with the 

objective to drive the game user to maximal results, [6] in terms of 

“QUEST” usage, in a way that is familiar and transparent to 

him/her.  Therefore, based on the fact that the maximum sequence 

length is 3, provides designers of gamification strategies, for the 

specific domain, means to select each time the appropriate 

“QUESTS” for achieving specific goals and drive via behavioural 

changes in terms of decision making in presented challenges, to 

the desired performance for selecting either desired actions, or 

products or services or education-based objectives available in a 

respective gamified application.  On the other hand, the findings 

that single items gain added value when associated among other, 

is of great importance and can be used as guide for decision making 

vis-a-vis to the way that “QUESTS” are presented to the users of 

these specific gamified application(s). 

Getting back to our case in the game selected for 

experimentation, as mentioned, a sample of 36.000 approximately 

user interactions have been collected into a respective SQLite 

database, categorized under 10 relevant tables of specific events 

types supported by the game.  This data was collected on a periodic 

per hour and per day basis and then aggregated to a monthly based 

per user model.  Running then the specific Apriori sequence 

algorithm, our methodology provided as an outcome, the 

conclusion that there was an interesting path of predefined 

processes expressed in terms of game terminology as “QUEST”s 

that was followed by the user as a sequence towards the game 

objectives.  These (as all game events), have been coded as follows 

(processID, questID, questName): 

900: q678 -> “Searched the fetid Caves of Pestilence and 

destroyed the weather machine” 

 901: q679 -> “Ruined the plans of Malkon the Plague Vampire 

and saved Archais from his evil machinations” 

 904: q682 -> “Breached the Fetid Caves of Pestilence to rescue 

a dwarven child” 

It is important to be mentioned here, that the associations of the 

type (900 -> 901 -> 904) were discovered under the support 

measure of 0,02 and with frequency of 82 times among all possible 

processes interactions discovered.  The number of the three (3) 

associated processes, is directly relevant to the sample data 

collected from the large log files produced by the gamified 

applications and they are also language/term agnostic.  Finally, in 

the tuples discovered, the order is of significance, providing the 

sequence of these processes. 

What this means, is that there is a significance in users’ 

interestingness, when they use the gamified application, in getting, 

in a sequential way, from process 900 to 901 and to 904 by 

achieving their respective objectives.  In other words, from the 

point of view of the behavioural analysis, the future path of 

potential user preferences getting from a point A to a point B, in 

terms of decisions, that can be achieved through multiple ways, 

can be (a) reinforced and (b) predicted by our methodology, while 

step by step game objectives are achieved.   

This is a very important analysis and conclusion for 

applications that deal and are composed by decision making, based 

on a process-oriented approach. 

5. Comparisons and Advancements – Generalizations & 

Potentials 

The above findings, if applied in the education domain, will be 

of great significance and will provide initial guidance for 

developing gamified applications for the educational industry 

(eProducts, eServices and so on).  Such applications need to be 

compliant and respect the overall model of “Input, Process and 

Output” (Heis, 2008) in the education domain, where input are the 

educational objectives that by the appropriate learning process are 

transformed to learning outputs that in turn are evaluated against 

the initial objectives ( Figure 4). 

 

Figure 4: Input Process Output Model (Heis 2008, [ 220]) 

As a consequence, for drawing and implementing interesting, 

effective and challenging input for an educational application, 

being aware of the patterns that users are familiar with, through the 

“Evaluation” of their behaviour in such applications, would allow 

to provide to them more tailored to their needs “Input” for the 

educational “Process” that will allow the maximum “Output”.  

 In terms of gamification resources, our methodology will 

enrich the decision process for creating and applying more 

personalised experience to end users and suitable quests, 

challenges, rewards etc. for being also compliant with  the fact that 

designing user experience for educational applications that 

incorporate gamification strategies needs to facilitate the “ABCD” 

model educators use for writing and using learning objectives, 

whereas “A” means audience, “B” behaviour, “C” conditions 

under which the objectives have to be completed and “D” is the 

degree that learners have to achieve [21]. 

 It is known that the type of proper motivation varies depending 

on the audience characteristics therefore for succeeding in 

adopting the above-mentioned model, given that learners are 

willing to participate in educational processes if they are subjects 

to appropriate education methods and resources, informed on the 

foreseen behavioural change and triggered enough for completing 

the set of achievements they are obliged to.   
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Figure 5: Design of an Educational Gamified Application   

Even in Fogg’s Behavior Model [22] is clearly stated that 

providing sufficient motivation, adequate ability and efficient 

activation to learners, results to the desired from the educator point 

of view “behaviour” achievement.  As gamification contributes 

towards the provision of both motivation and activation of 

learners, it is important to employ suitable type and “portion” of 

them for resulting to successful applications and learning 

outcomes. 

We select to present the potential application of our 

methodology to the education domain.  For this purpose, we 

consider the education related processes, such that to be related in 

an input-process-output schema of relations, composing thus a 

system-oriented view point to it (education).   

Our methodology will allow gamification applications in the 

above-mentioned education model, to use the “right” pattern each 

time, for supporting the desired behaviour for the learners, 

overcoming the theoretical obstacle that “the use of challenges in 

Information Systems though, may be limited because of a high 

number of monotone and standard tasks”  [23].  Such strategy, 

hence, based on optimal path reinforcement of educational 

processes, will lead both teachers and students, to be informed and 

getting up to their educational objectives with a high degree of 

performance, understanding and productivity in the area.  

Based on the above findings of our methodology, we attempt 

to design a gamified application.  We consider again the 

educational domain for the target group of the application, that is 

independent of the subject that has to be introduced – taught.   

The main course objectives are for the paradigm below (Figure 

5), introduced as LRN.O1, LRN.O2, ..., LRNOX.  It shows how 

action types will be connected to Learning Objectives for the 

design of an Educational Gamified Application. These are the 

necessary objectives to be achieved so that the course to be 

successful for the learner (or the learner group). 

Every such Learning Objective Ox, in turn, can be achieved in 

the gamified application to be designed, by the achievement of 

respective objective game levels (Ox.Ln, meaning for the objective 

LRN.Ox, the Level n and so on).  We assume that the number of 

levels per learning objective may vary, (but at least may have a 

value of 2). 

On the other side, in our game design methodology we offer, 

the ability to the developer but at the same time to the player – 

learner, to design a variety of action types for the achievement of 

such levels, as described above and play freely by navigating and 

making actions – decisions through the game scenario.  Such 

action types that are introduced by the game designer and 

implemented by the game developer, may be represented as a 

virtual library of actions, containing – being categorized further in 

sub-action types.   For example, somebody may select to achieve 

the respective level, to read material, then to play a local 

educational game and then take a quiz to collect points towards 

next level.  On the other hand, somebody else, may select to study 

much more material in sequence, so that immediately as soon as 

will take the quiz, to be sure that will also be awarded the next 

level.  This model introduces the independent process in sequence 

selection towards one, the same objective achievement, allowing 

edutainment weight to be balanced by the user, on real time basis, 

i.e. how much game, how much, in app study, out app (text – notes) 

study, cooperative action types, info from social networks and so 

on will on demand use.   

Collecting this information in large log files, as our application 

will run, will in turn produce frequent patterns of selected actions, 

where players achieved the objective much faster, as a function of 

selected action types.  Our methodology then, when enough 

knowledge and processes will be collected, will propose to next 

player i, a proposed optimal path towards knowledge acquisition 

of the respective level, i.e., a set of Action Types, in a specific 

order, so the player – learner will be more productive.  Of course, 
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this will be only a suggestion and the player will be always free to 

reject it and hence select his own path, towards the level 

achievement. 

6. Conclusions and Future Work 

As an extension to the ONARM+ previously presented work, 

we developed a formal methodology to support the design of 

gamified applications. It is based on analyzing game player’s 

actions stored in log files to extract frequent patterns of actions. 

The extracted patterns are processed and classified according to the 

expected outcomes which can be supported in a gamification 

application.  

This knowledge base for gamification of frequent sequential 

patterns of actions, along with the outcomes, they are considered 

as knowledge process-based transactions. Thus, given a specific 

domain and the expected outcomes for a gamification application, 

the designer could build it by selecting the proper patterns of the 

knowledge base above, so to drive via optimal decision making 

paths user behaviour changing, which is the basis for a variety of 

diverse domains, like marketing, learning, consumer/branding 

loyalty and so on. Apart from patterns, the knowledge base above.  

Based on this, we plan to extend our work so that the knowledge 

base above, to contain also meta-rules for controlling game 

techniques (e.g. dynamics, feedback, badges, levelling, etc.) and 

their relative association on a per user profile basis. 

Finally, we have presented an educational game design 

concept, based on our proposed methodology, where the proposed 

application, introduces to new players – learners, accumulated 

optimal knowledge experience, towards game level achievements 

and their knowledge – learning objectives. In this game we tried to 

examine, using our methodology associations in user decisions and 

choices, as a set of concept-based processes, so based on an 

algorithmic approach to predict and drive choices of similar user 

profiles, on the same domain.  While availability by developers of 

such real time on line games have been proven a task difficult to 

be achieved, future work will be focused in collecting more than 

an additional year’s supplementary data to verify our findings vis-

à-vis user behaviour. 

Overall, initial interesting results of such associations were 

found, for specific players.  Further work will concentrate also in 

five main directions (a) application of the maximal VMSP mining 

algorithm and comparison of results generate; (b) generalization of 

results found to a broader set of players; (c) application of the 

proposed methodology to other gamified domains, for mining 

underlying processes; (d) analysis of more other computer games 

(types) to extract more patterns and (e) the generalization of our 

work for groups of users instead of focusing to specific ones. 
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 Braille system is purposely made for visually impaired people, to support their literal 
communication in order to share their knowledge. Louis Braille introduced the braille 
system consists of series dots which are embossed to read by touching. Early days Braille 
papers are made manually, but at current days braille documents are made using machines. 
Due to lack of perceiving on braille symbols and characters, it was highly needed fact to 
develop Braille system to different languages. In the Sri Lankan context, we found that the 
mostly inconvenience are happening inside of Sri Lankan education system. Such as in 
Special Education centers, Colleges, and universities. Written Braille scripts are evolution 
by a limited number of people who are specialized in the Sinhala braille system. Also, the 
process of marking braille documents are not effective and efficient. The focus of this 
research is to address the issue of literal communication gaps between society and the blind 
people in Sri Lanka. Average quality single-sided composed Braille dot characters are 
identified with maximum accuracy by using several novel methodologies. Obtained results 
denote the proposed methodologies are with the highest accuracy and system performance 
are more efficient as promised. The research presents executable software prototype, 
includes proposed methods which align with optical braille recognition in order to 
transpose the recognize braille characters. Introduce of new binaries cell transcription 
method of Braille character from a Braille document and decoding them into Sinhala 
characters. The proposed cost-effective system can display decoded braille characters by 
normalizing to Sinhala text which is in a human-understandable form. 
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Optical braille recognition 

 

 

1. Introduction 

1.1. Background 

Society consists of different people who have various 
capabilities. Among them, there are some people who are less 
capable of doing some daily activities due to various reasons. 
Visual illness is one of the causes. Blindness is a visual illness, 
occur due to various physical or neurological factors. It can be 
occurred at birth, due to an accident or due to other disabilities or 
diseases. Most of the time these conditions make a serious effect 
on their lives and change the whole lifestyle. According to WHO 
(World Health Organization), around 314 million people 
worldwide are living with serious vision impairments. Among 
them, 37 million people are suffering from blind and 124 million 
people are having low vision. Moreover, 90% of those blind people 
are living in low economic countries.  

When we consider Sri Lanka, we are having a population of 21 
million. Among the population, around 150,000 people are having 
eye blindness and around four hundred thousand (400,000) people 
are having a low vision. According to the report of “National 
Survey of Blindness, Visual Impairment, Ocular Morbidity and 
Disability in Sri Lanka” [1], the prevalence of blindness among 
those aged 40+ years is 1.7% and 15.4% for moderate visual 
impairment. 

As we all know, we all are gifted with inborn talents. It’s the 
same for visually impaired or low sighted people. Most of the time 
they are searching for their capabilities. In addition rest of the 
people are expecting them to play an integral role in the society by 
using their inherited talents [2]. But in most of the cases, the 
blindness inhibits those talents and search other’s help. Blind 
people need to put an extra effort than the rest in order to live 
normal life [3]. As they all are part of humans, we have a 
responsibility to make their lives easier. We have to facilitate them 
to socialize with the world. The key for it is communication. In 
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addition, we have to help them to reach universal knowledge. We 
should share their wiseness within the world and help them to 
come after in their lives. 

To keep flow their lives with an ordinal pattern of the society, 
they need to have a clear knowledge of with other ordinal lifestyles. 
When they come to get to know these facts, they face the major 
problem in communication, knowledge sharing, and knowledge 
gathering. Instead of achieving everyday needs, there ought to be 
a few techniques to make emerged their abilities and keep up them 
on with their gifts by giving them information and let them impart 
their insight into society. 

It's critical to keep data in the written format since it assumes 
obviously job with regards to knowledge storing and sharing. For 
that composed learning from easygoing note to training, recorded 
data to encoded figure content we need images to trade that 
learning and data. As ordinary individuals, we have our very own 
written mechanism as indicated by our languages, just as 
outwardly visually impaired individuals likewise need some sort 
of images and method for the game plan of images so as to express 
their emotions, contemplations, information and so forth [4]. To 
come up with these challenges the world has come up with several 
mechanisms like braille system to make it happen [5]. 

This issue is especially clear in the schooling framework and 
University frameworks, where these days’ blind students are 
educated in standard classes. A significant number of these blind 
students perform the evaluation, tests, and schoolwork composing 
utilizing the Braille medium. Notwithstanding, most educators of 
these understudies are not Braille proficient [6]. One strategy by 
and by used to beat this trouble is that the blind students work is 
first sent to trained Braille transcribes, where the Braille is 
translated to literary text and afterward sent back to the educator 
before it is marked. This makes pointless postponements and cost 
for the blind students, educator, and government. Issues 
additionally exist in the working environment where any data 
composed by a Braille client that will be deciphered by other 
Braille uneducated people, should be first interpreted by the Braille 
client themselves [7]. 

Also, blind people feel helpless when it comes to situations like 
filling application forms. Even we don’t realize, application forms 
play a major role in human’s life from birth to death. Instances 
such as have a birth certificate, Death certificate, enroll to a school, 
to enter an university, to get an occupation, to go abroad, to have 
visa likewise most of the important events are linked with 
application forms and filling an application means we are 
providing our personal and confidential details to another party in 
order to get an opportunity or a service [8]. 

Even they know Sinhala, English, Tamil or other languages, 
they don’t know how to read or write in normal characters. Also, 
normal people don’t how to read or write in Braille characters. So 
there is a huge gap between normal and blind people and society 
make feel those people as really disable and less confident. 

When it’s come to knowledge gathering and knowledge 
sharing, literally communication is a major medium in knowledge 
dissemination. In order to do communication, visually impaired 
people have many systems to accomplish this intention. The 
Braille system is the reliable and most famous system for this 
purpose. Braille system is a communication system which is literal. 
It enables blind and partially sighted people to read and write 

through using touch stimuli. They use this braille system for 
calculations, menus, signs, elevator, and books [3]. 

Louis Braille, a French teacher invented Braille in 1825. He 
formulated this concept by using the military secret codes. These 
secret military codes are known to be night writing. This technique 
is used by military soldiers at dark times to communicate with each 
other. These secret codes have twelve dot cell six dot height and 
two dots wide [9]. The only problem is Louis Braille was faced on 
when making the Braille system that visually impaired people 
cannot feel all the dots at one touch. Also, the finger doesn't have 
that much sensitivity for recognizing dots at on time. He made it 
to practical by making this cell 2 dots wide and 3 dots in height. In 
order to make it use as character set, made up of different 
combinations of raised dots (tiny palpable bumps) as above 
mentioned. In order to represent different characters or sequences 
of characters, the 3-by-2 (3 rows and 2 columns) arrangement was 
used [10, 11].  

Sinhala is known as the official native language of Sinhalese. 
According to the Sri Lankan context, there have been new to the 
braille system by comparing to other languages. The Sinhala 
language is often considered as two alphabets or an alphabet within 
an alphabet. It is because of the presence of two sets of letters. The 
core set, known as the “Suddha Sinhala” (pure Sinhalese) or “Eḷu 
Hoḍiya” (Eḷu alphabet) can represent all native phonemes [12]. In 
order to deliver Sanskrit and Pali words, the Misra Sinhala (mixed 
Sinhala), an extended set was introduced by ancient scholars. 
Current Sinhala alphabet uses 60 letters in the alphabet. There are 
18 vowels and 42 constants contain in today’s standard Sinhala 
alphabet. However, there are 57 characters are used in present [12].  

1.2. Sinhala language braille writing style 
Sinhala braille and English braille are two different alphabets. 

They can’t be combined. We can write only single alphabets letters 
only at once. Numbers are recognized from a pre identification 
character. The numbers are identified by the braille character “⠼”. 
If “⠼” appears before any of the braille character the following 
character series until space appears is considered as numeric 
characters 

Sinhala braille system has a different way of writing comparing 
to the normal Sinhala writing system. As previously mentioned 
with the combination of 2 by 3 arrangement of the braille dots we 
have 64 of different combinations use when braille writing. Braille 
diacritics are use made up with combining constant letters along 
with the vowels.  

In Sri Lanka, most of the blind people are not going through 
any kind of education mechanism. There are fewer education 
centers which having knowledge of Braille system in Sri Lanka. 
People who have knowledge of the braille system only can read 
the braille documents and understand what visually impaired 
people have written, what they try to express. Most of the normal 
people don't have any knowledge on how to read braille documents 
and as a society, we fail to understand what they express in the 
literal way of their feelings and knowledge. There are some people 
write their own braille books and exposed to the world. In Sri 
Lanka, most of the visually impaired people stay at home, and the 
parents don’t have knowledge of how to read or write Braille. Even 
if visually impaired people have to write braille, people who are at 
home cannot understand the braille documents. There is a clear gap 
between literal communication between sighted people and 
visually impaired people when it’s come to share their knowledge. 
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This identified gap is addressed through this research using the 
software prototype.  

There is a research conducted by Perera et. al, [13] that identify 
Sinhala Braille characters in single-sided Braille document and 
translates to the Sinhala language. This system was also capable of 
identifying Grade1 English Braille characters, numbers, capital 
letters and some words in Grade 2 English Braille system. 

The main objective is to make a platform to understand braille 
fonts and convert it to Sinhala fonts in order to formalize 
communication between visually impaired people and the rest of 
other normal people. If there is a system which can translate 
written braille to Sinhala, It will be an excellent communication 
tool for sighted people (who do not know Braille) with blind 
writing. And it will reduce the time and money which needed to 
translate such documents; also, it will secure blind people’s 
privacy in situations like filling application forms. In order to 
overcome above-mentioned problems research have to follow 
various researches and have found there are fewer studies have 
done come over to address these problems. By using latest Sinhala 
braille alphabet [14], documents are converted with high accurate 
and efficiency. 

2. Methodology 

The overall methodological framework is shown in the 
following figure 1. 

 
Figure 1: Methodological framework 

2.1. Dataset preparation 

As the first step in the research, the braille documents were 
collected. Both handwritten documents and typed documents were 
collected. The braille slate was used to write the handwritten 
document and braille typewriter was used for the typed documents. 
The size of the handwritten document was 9x12 inches and type 
documents were 8.5x11.8 inches and 9.5x12.5 inches.  

After Braille documents have been collected, scanning was 
performed. In Optical Braille Recognition (OBR) scanning braille 
documents enable us to perform digitization which produces a 
digital image of the scanned Braille document. A flatbed scanner 
has been used for the digitization process. This is because it has 

been found as a cheap alternative to scan Braille images [8]. Figure 
2 and Figure 3 shows the difference in light source distribution 
when grayscale. 

Horizontal resolution and vertical resolution of 300 dpi and of 
200dpi have been used for the scanning process. Most of the 
researches have been conducted in this area used 100 to 200 dpi 
resolution when scanning their documents so it is recommended to 
get quality images and the images are stored in JPEG format. 
Using this configuration Braille documents that are collected from 
different sources are scanned and prepared for subsequent 
processes.  

 
Figure 2: Braille Accusation Using Camera and After Grayscale 

 
Figure 3: Braille Accusation Using Scanner and After Grayscale 
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Braille document property description 

• Braille sheets: 12 

• Resolution: 200 dpi, 300 dpi 

• Digital format: Colour 

• Image sizes: 9 X 12 inches, 8.5x11.8 inches, 9.5x12.5 
inches 

• Braille type: Single-sided 

• Image format: JPEG  

2.2. Pre-processing 

Noise removal 

Before starts to do any compilation on the scanned digital 
image, it’s recommended to do pre-process part on the image. 
Before that, it’s necessary to compare some technical aspects 
before coming to a conclusion which needs to select. There are 
several techniques on noise removal such as mean filtering, 
Median filtering, and Gaussian blur are some of it. In here research 
got selected the Gaussian blur for noise removal and later here it 
discussed why select Gaussian algorithm [15]. 

If the window size is small the effect of filters will reduce 
because it is not capable remove noise much effectively. If the 
window size is got increased it will remove the noise, but as well 
it will blur the braille bots and also the edges of the documents. 
Which lead to reduce the detail of the image where do not contain 
noise also. 

There can be several ways of getting the braille document noisy. 
When considering the handwritten documents, according to the 
way of writer use the paper may lead to noise. Sometimes the 
environment may lead to noises. Another way of getting noise is 
paper may itself having some patches or print issues. However here 
below Figure 4 give a clear idea on how handwritten braille 
document have exposed for noise. Type documents are can be 
exposed to noise when they read by the visually impaired people 
because of the dust and other unnecessary things having on the 
fingers at the time of reading braille image [16]. Finally, in the end, 
there may be noise when getting through the scanner.  

 
Figure 4: Noise on Handwritten Image after Pre-Processing 

But in here its need to focus on both side at this stage. When 
using powerful noise removal algorithm to removing the noise it 
may affect to respective needed details on the documents which 
are not affected by the noise at high scale. With the above facts no 
need to use powerful noise removing algorithms because they may 
get the effect to somewhat on context [4]. 

Mean filter 

Mean filtering is done using read pixel by pixel of the image 
and assign the mean value of values for its pre-defined kernel’s 
structure center pixel. When the kernel is large, the center pixel 
may have a high effect through other pixel values. Even a pixel 
which does not contain noise also gets affected. Also, it should not 
affect the braille cell segmentation and features extraction. But this 
will lead to unnecessary complexity on future steps. 

Median filter 

This mechanism is a little bit ahead than the mean filter because 
the median filter is replacing a middle pixel with the median value 
of the kernel’s center pixel. Which leads to damage the edges of 
the characters and edges of the fields [17]. 

Gaussian blur 

Gaussian blur was used to remove the noise. Instead of utilizing 
other low pass filtering algorithms, Gaussian blur channel does not 
lessen braille dot details. However, it makes decrease noise in an 
incredible way. Figure 5 denotes how the Gaussian blur work on 
noise removing. As indicated by the Gaussian blur work it weighs 
more on closest pixels of the utilized kernel canter. Figure 6 shows 
how weight is distributed around the center pixel. Equation 1 
shows Gaussian blur for one dimension. 

 
Figure 5: Gaussian Blur Apply On Noised Document 

 
Figure 6: Pixel Weighting According To Kernel Center 

𝐺𝐺(𝑥𝑥) = 1
�2𝜋𝜋𝜎𝜎2

𝑒𝑒 −𝑥𝑥
2

2𝜎𝜎2
   (1) 

A filter using EmguCV was applied to the input in order to 
perform the smoothing function [18]. Equation 2 shows how 
EmguCV has done for the above mathematical operation (equation 
1). Equation output pixel’s value g (i, j) is determined as a 
weighted sum of input pixel values.  

𝑔𝑔(𝑖𝑖, 𝑗𝑗) = ∑ 𝑓𝑓(𝑖𝑖 + 𝑘𝑘, 𝑗𝑗 + 𝑙𝑙)ℎ(𝑘𝑘, 𝑙𝑙)𝑘𝑘,𝑙𝑙   (2) 
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The coefficients of the filter are the kernel which is represented 
by h (k, l). It helps to visualize a channel as a window of 
coefficients sliding over the image. Weighing of the pixel was 
done through f (i+k, j+l). Even though it is not the fasted filter it is 
good to filter for working with images. Gaussian filtering was done 
by convolving each point in the input array with a Gaussian kernel 
and then summing them all to produce the output array [18]. Table 
1 describes the above mention details as a summary.  

Table 1. Reasons Summary of Gray Scale, Mean Filter, and Gaussian Blur 

Median Filter Mean Filter Gaussian Blur 
Low 
Computational 
Cost 

High Computational 
Cost 

High Computational 
Cost 

Preserve Image 
Details 

Very Low Capabilities 
to Preserve Image 
Details 

High Capabilities to 
Preserve Image 
Details 

Low Memory 
Consumption 

High Memory 
Consumption 

Low Memory 
Consumption 

Simple 
Implementation Simple Implementation Simple 

Implementation 
Analytical 
Process Becomes 
Simpler  

Analytical Process 
Becomes Relatively 
Complex 

Analytical Process 
Becomes Relatively 
simple 

2.3. Grayscale 

The expectation of using gray scaling technology is not only 
for reducing noise but also several other results are expected. Since 
the resolution and quality of the image will higher according to the 
dpi of the input image. The time which takes for the process 
relatively large when quality is high, which is negatively affected 
for systems performance. But when do gray scaling it is an 
extremely small amount of time takes for the entire process. 

On the other hand to conduct analyzing processes such as edge 
detection, segmentation, and feature extraction and classification 
techniques effectively it is necessary to reduce the intensity of the 
image since inputs to the system are color images. Since gray 
scaling contains only 0-255 values on pixels it is useful to use gray 
scaling such that it is easy to conduct analytical processes [19]. As 
the second step, convert the color image into a grayscale image. 
Figure 7 shows the result when the input image goes through gray 
scaling.  

 
Figure 7: Gray Scale of Input Image 

2.4. De-skewing  

Rotation is used to de-skew braille documents in place of 
horizontal and vertical projection profiles.. In some cases the 

document may not have skewing errors but in general when braille 
documents are composed there is a possibility for skewing errors 
to occur. Instead of squandering increasingly computational 
capacity to de-skew documents, the work utilizes moderately fixed 
positions to de-skew the documents using rotation angle. Figure 8 
demonstrates De-skewed image Utilizing Rotation. 

 
Figure 8: De-Skewed Image Using Rotation 

2.5. Gamma correction 

Gamma correction was done on the gray image to enhance 
subtleties of the braille spots. Gamma correction can be utilized in 
non-direct connections and in encoding or interpreting the 
luminance in images. Equation 3 and 4 demonstrate the calculation. 

𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑉𝑉𝑖𝑖𝑛𝑛
𝛾𝛾     (3) 

𝛾𝛾 = 𝑑𝑑 log (𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜)
𝑑𝑑 log (𝑉𝑉𝑖𝑖𝑖𝑖)

     (4) 

As this connection is nonlinear, the impact won't be equal for 
each pixel and will rely upon their original value. Whenever γ<1, 
the first original dark regions will be brighter and the histogram 
will be moved to one side and vice versa with γ>1. Here work 
utilizes the gamma= 4.0 and Figure 9 depicts the eventual 
outcomes on a grayscale image. 

 
Figure 9: Gamma Correct on Gray Scale Image 

2.6. Morphological erosion 

Morphologic capacity disintegration is utilized to sharpen the 
edges of the braille spots. Unlike other methods, their morphologic 
capacities disregard the flaws which happen to the surface and state 
of the picture. Furthermore, administrators such as segregation and 
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joining of individual pixels and different pixels help locate the 
decorated braille dot. Disintegration impact as per the organizing 
component was utilized. In contrast to paired disintegration, 
grayscale disintegration improves the dot subtleties [9]. Indicating 
a picture by f(x) and the grayscale organizing component by b(x), 
where B is the space that b(x) is characterized, the grayscale 
disintegration of f by b is given as in the equation (5). Image after 
Morphological Erosion is shown in Figure 10. 

(𝑓𝑓𝑓𝑓𝑓𝑓)(𝑥𝑥) = 𝑖𝑖𝑖𝑖𝑓𝑓
𝑦𝑦∈𝐵𝐵

[𝑓𝑓(𝑥𝑥 + 𝑦𝑦) − 𝑓𝑓(𝑦𝑦)]  (5) 

 
Figure 10: Image after Morphological Erosion 

2.7. Feature extraction 

Feature extraction is an illustrative system of the Braille image. 
The principle function of this procedure is to extract the Braille 
dots from the binaries image. The image capturing, pre-handling 
and division stages cause the image to be appropriate for various 
element extraction calculations. Some component extraction 
calculations are only concerned with the forms of the image while 
a few calculations ascertain each pixel of the image. Conversely, 
the underlying image might be noise influenced or obscured by 
different reasons..[7]. 

Simultaneously, the nature and the yield of the image pre- 
processing and division steps are determined by the picture feature 
and the extraction strategy. Feature extraction phase can be 
considered as the most important part of braille character 
translation because the accuracy of the translated character heavily 
depends on the extracted features of the cells. 

Thresholding 

Before the segment, the braille cell into six equal 
compartments, need perfect detection of braille dots. For this work 
have experimented on various thresholding techniques. First 
attempt was using straightforward thresholding strategies like 
Binary, To Zero thresholding and Binary inverse thresholding etc. 
The most intricate task was to recognize limit esteem in light of the 
fact that the reports have various hues and when checking, pixel 
luminance may change. To overcome the issue, in this research 
versatile thresholding Otsu strategy was utilized. Since the attempt 
was to make binomial pictures along the way of preparing part and 
it is the greatest contribution to Otsu thresholding, Otsu 
thresholding calculation located the bimodal qualities and 
attempted to discover the boundary that limits the weighted intra- 
class change. Bimodal picture is a picture whose histogram has two 
pinnacles. From the calculation, it takes the center of those 
histogram crests and computes the intra-class fluctuation.. Figure 
11 shows the result of Otsu thresholding. 

 
Figure 11: Image after Otsu thresholding 

It actually finds a value of t which lies in between two peaks 
such that variances to both classes are minimum. After making 
thresholding, cell segmentation done using the standard braille 
dimensions. 

The vertical as well as horizontal (however not corner to corner) 
separation between two focuses of neighboring dots in a specific 
cell is 2.5 mm. The separation between focus to focal point of 
relating spots in vertically contiguous cells is 5.0 mm, in the 
interim it is 3.75 mm for the horizontal neighboring cells. 

2.8. Transcription 

As presented in Figure 12 braille cells are sectioned and 
checked for the normal white pixels over 60%. On the off chance 
that the normal of white pixels is over 60%, it's perceived as 
substantial braille dot and marked as 1. If it's not, it is considered 
as there is no braille spot, which means the rate ascribed is 0. 

 
Figure 12: Cell transcription to binary values 

Here below algorithm written for the binaries cell. 
Inputs: erodeimg1, erodeimg2, 
projection_x, projection_y; img, 
resolutiondpi_x 
For counter = projection_x to 
projection and counter less than 
height of erodeimg1 then  
For counter = projection_x to 
projection x + resolutiondpi_x and 
less than width of erodeimg1 then 
For counter = 0 and less than height 
of img1 then 
For counter =0 and less than width 
of img1 then  
do calculation:  
Check row 1, column 1; 
Check row 1, column 2; 
Check row 2, column 2; 
Check row 3, column 1; 
Check row 3, column 2; 
End for 
End for 
End for 
End for 
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When binaries string array is extracted from the above way, the 
mapping to Sinhala Unicode is done using SQL Server. All the 
particular related string array contain it’s Unicode in the database. 
The database connects to the system via Entity Framework in C#. 

As a summary, for an example, Sinhala quote “ן ş �   ٍ �  שּךּ
Ŕּר  רּ ” is mapped as “ן � � נ  � � שּךּװ ף רּ נ רּ  ”. And for 
the above Sinhala phase braille mapping is as follows; 

 
3. Result and Discussion 

The Final result depends on many processes. Mainly 
segmentation, feature extraction, and classification. These 3 
processes have to perform accurately as possible so the final 
outcome will be more accurate.  

The transformation from Braille documents into Sinhala 
content is a trending research area where much research has not 
been taken so far. The proposed framework has utilized some new 
strategies to perceive Braille cells utilizing a standard scanner. The 
framework has been tried with a wide range of sizes and diverse 
shading single-sided checked Braille documents written in Sinhala, 
and examined with various scanners.  

The framework exploits the ordinary separating between 
Braille dabs inside a cell and the standard dividing between cells. 
The Braille documents can be embossed on a scope of media and 
with various particulars, for example, page size, dot size, bury 
Braille dot separation and, entomb Braille cell separation. Other 
than to accurately perceive Braille documents with numerous 
artifacts, an algorithm that effectively fragments the Braille 
pictures into cells is critical in Braille recognition.  

Because of the idea of Braille documents, it is relied upon for 
most documents to have a few deformities, for example, slight 
varieties in background shading and few dull spots. Moreover, 
picture quality relies upon the degree of examining artifacts, for 
example, the impact of non-uniform light. These issues, for the 
most part, cause the softness of the feature some portion of Braille 
spots to be considerably less particular from the page background 
and could be misidentified as the feature or shadow portions of 
dots. 

Additionally, the presence of light and dark areas that are not 
parts of Braille spots may prompt wrongly recognized spots on the 
off chance that they happen to satisfy the conditions set for true 
dots. Anyway, it is difficult to recognize noise regions and 
legitimate ones. Another factor which influences the exhibition of 
braille character recognition is the situation of the dots of a 
character in the picture. At present, if a legitimate spot lies outside 
the normal limits of the Braille character it won't be accepted as a 
component of that character. Thus, the character won't be 
accurately perceived. 

The way that Braille characters don't have distinct contrasts in 
shape between them does not improve recognition. On the off 
chance that there is at least one spot at legitimate positions, at that 
point, the relating character will be perceived. It is hard to pass 
judgment on whether there is an additional dot or whether a spot is 
absent. Henceforth, on a solitary character premise, it is beyond the 
realm of imagination to expect to survey the rightness of the 

recognition result. In any case, it is conceivable to recoup from 
certain mistakes by performing background examination. 

Generally, most of the errors can be credited to the nature of 
the picture of the Braille document. Additionally, it ought to be 
called attention to that the nature of the Braille document itself is 
significant. Extremely old document with a portion of the 
projections crushed because of substance use will offer ascent to 
all the more mistakenly perceived characters. 

As in Table 2, it shows character-wise accuracy of the proposed 
programming model. With these outcomes here it demonstrates all 
the character recognition is above on 80% of accuracy. Table 3 and 
4 indicate punctuation identification and numerical identification 
respectively. For that, there ought to pre-sign need to distinguish 
and afterward convert those into numerical. With the outcomes, 
numerical are additionally constantly distinguished at above 88% 
precision. By utilizing neural systems administration or some other 
profound learning calculations the precision rate can be upgraded 
via preparing those characters for word expectation and discover 
characters. 

Various methods were carried out to improve the performance 
of the system. Experiments include scanning at different 
resolutions and color and grey level ranges.  

However, in this system, it does not require expensive or 
complicated hardware. It uses a flatbed scanner, which can be 
shared with other applications.  

The implemented method has been tested with a variety of 
scanned Braille documents written using standard Sinhala Braille. 
Documents were scanned using commercially available different 
scanners with 200 dpi and 300 dpi resolutions. The processing was 
performed on a PC with an Intel core i5, 4GB RAM, under 
EmguCV and.Net implementation environment.  

Table 2: Character Wise Identification with Accuracy Rate 

Cha-
rac-
ter 

Symbol 
# of 
sam-
ples 

# of 
samp-
les 
corre-
ctly 
identi-
fied 

Perce-
ntage 
(%) 

අ ⠁ (braille pattern dots-1)  26 25 96.15385 
ආ ⠜ (braille pattern dots-345)  90 90 100 
ඇ ⠷ (braille pattern dots-12356)  22 20 90.90909 
ඈ ⠻ (braille pattern dots-12456) 10 10 100 
ඉ ⠊ (braille pattern dots-24)  101 96 95.0495 
ඊ ⠔ (braille pattern dots-35)  18 18 100 
උ ⠥ (braille pattern dots-136)  35 33 94.28571 
ඌ ⠳ (braille pattern dots-1256)  15 15 100 
එ ⠑ (braille pattern dots-15)  22 21 95.45455 
ඒ ⠢ (braille pattern dots-26)  23 22 95.65217 
ෙඵ ⠌ (braille pattern dots-34)  11 10 90.90909 
ඔ ⠭ (braille pattern dots-1346)  10 10 100 
ඕ ⠕ (braille pattern dots-135)  13 11 84.61538 
ඖ ⠪ (braille pattern dots-246)  11 10 90.90909 
ක ⠅ (braille pattern dots-13)  47 45 95.74468 
ඛ ⠨ (braille pattern dots-46)  11 10 90.90909 
ග ⠛ (braille pattern dots-1245)  30 30 100 

http://www.astesj.com/


S. Vasanthapriyan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 221-229 (2019) 

www.astesj.com    228 

ඝ ⠣ (braille pattern dots-126)  10 10 100 
ඬ ⠬ (braille pattern dots-346) 11 9 81.81818 
ච ⠉ (braille pattern dots-14)  14 14 100 
ඡ ⠡ (braille pattern dots-16)  10 9 90 
ජ ⠚ (braille pattern dots-245)  18 16 88.88889 
ට ⠾ (braille pattern dots-23456)  20 20 100 
ඨ ⠺ (braille pattern dots-2456)  10 9 90 
ඩ ⠫ (braille pattern dots-1246)  13 13 100 
ඪ ⠿ (braille pattern dots-123456)  10 10 100 
ත ⠞ (braille pattern dots-2345)  55 53 96.36364 
ථ ⠹ (braille pattern dots-1456)  10 10 100 
ද ⠙ (braille pattern dots-145)  30 30 100 
ධ ⠮ (braille pattern dots-2346)  17 16 94.11765 
න ⠝ (braille pattern dots-1345) 72 70 97.22222 
ප ⠏ (braille pattern dots-1234) 28 28 100 
ඵ ⠱ (braille pattern dots-156) 11 10 90.90909 
බ ⠃ (braille pattern dots-12)  22 21 95.45455 
භ ⠘ (braille pattern dots-45)  12 11 91.66667 
ම ⠍ (braille pattern dots-134) 73 71 97.26027 
ය ⠽ (braille pattern dots-13456)  65 59 90.76923 
ර ⠗ (braille pattern dots-1235)  80 79 98.75 
ල ⠇ (braille pattern dots-123)  48 46 95.83333 
ළ ⠸ (braille pattern dots-456) 12 12 100 
ව ⠧ (braille pattern dots-1236)  70 70 100 
ශ ⠯ (braille pattern dots-12346) 11 7 63.63637 
ෂ ⠩ (braille pattern dots-146)  13 11 84.61538 
ස ⠎ (braille pattern dots-234)  80 77 96.25 
හ ⠓ (braille pattern dots-125)  30 30 100 
ෆ ⠋ (braille pattern dots-124)  11 9 81.81818 
ණ ⠵ (braille pattern dots-1356)  17 15 88.23529 
ඟ  ⠆⠛ (braille pattern dots-

23)(braille pattern dots-1245)  
11 9 81.81818 

ඬ ⠆⠫(braille pattern dots-
23)(braille pattern dots-1246)  

11 10 90.90909 

ඳ ⠆⠙(braille pattern dots-
23)(braille pattern dots-145)  

12 10 83.33333 

ඹ ⠆⠃(braille pattern dots-
23)(braille pattern dots-12)  

11 10 90.90909 

ඥ ⠟ (braille pattern dots-12345)  10 9 90 
� ⠈ (braille pattern dots-4)  118 113 95.76271 
කං ⠄ (braille pattern dots-3)  40 34 85 

 
Table 3: Punctuation Wise Identification Results and Accuracy Rate 

Punc-
tuati-
on 

Symbol 
# of 
sam-
ples 

# of 
samples 
correctly 
identified 

Perce-
ntage 
(%) 

. ⠲ (braille pattern dots-256)  23 21 91.30435 
, ⠂ (braille pattern dots-2) 11 10 90.90909 
; ⠆ (braille pattern dots-23)  12 12 100 
: ⠒ (braille pattern dots-25)  10 10 100 
! ⠖ (braille pattern dots-235)  12 11 91.66667 
[] ⠶ (braille pattern dots-2356)  20 18 90 

“ ⠦ (braille pattern dots-236)  10 9 90 
” ⠴ (braille pattern dots-356)  10 9 90 
/ ⠤ (braille pattern dots-36)  21 21 100 
Space (no braille dots) 76 73 96.05263 

 
Table 4: Identified Numerals Results with Accuracy Rate 

# Symbol # of 
sam-
ples 

# of 
samples 
correctly 
identified 

Perce-
ntage 
(%) 

1 ⠼ (braille pattern dots-3456) 
 ⠁ (braille pattern dots-1)  

25 25 100 

2 ⠼ (braille pattern dots-3456) 
 ⠃ (braille pattern dots-12)  

17 16 94.11765 

3 ⠼ (braille pattern dots-3456) 
 ⠉ (braille pattern dots-14) 

16 16 100 

4 ⠼ (braille pattern dots-3456)  
⠙ (braille pattern dots-145)  

16 15 93.75 

5 ⠼ (braille pattern dots-3456)  
⠑ (braille pattern dots-15)  

17 15 88.23529 

6 ⠼ (braille pattern dots-3456) 
 ⠖ (braille pattern dots-124)  

20 18 90 

7 ⠼ (braille pattern dots-3456) 
 ⠛ (braille pattern dots-1245)  

21 21 100 

8 ⠼ (braille pattern dots-3456) 
 ⠓ (braille pattern dots-125) 

22 22 100 

9 ⠼ (braille pattern dots-3456) 
 ⠊ (braille pattern dots-24)  

21 21 100 

0 ⠼(braille pattern dots-3456) 
 ⠴ (braille pattern dots-356)  

70 68 97.14286 

 

3.1. Threats to validity 

With several approaches have done related to the work there is 
many limitations have found. Image acquisitions using different 
types of equipment would have an effect on results receiving. 
While the acquired image is not with the minimum dpi will affect 
results. With the lightning disturbances without equally spread on 
documents make the threat to results which observed. Cropping 
document with the desired way of the human pattern will lead to 
making half braille characters and direct effect on results we obtain. 

4. Conclusion and Future Works 

The Braille framework is a tactile technique broadly utilized by 
visually impaired individuals to read and write or peruse and 
compose. Braille documents contain lines of characters, where 
each character has six spots masterminded in three lines and two 
segments (three rows and two columns) and each dot can either be 
raised or be level as indicated by the corresponding character. 
Braille is reasonably understandable by visually impaired 
individuals; notwithstanding, sighted individuals need not have the 
option to comprehend these codes. Braille recognition system can 
connect the correspondence communication gap between visually 
impaired and sighted individuals. A ton of exertion has been made 
worldwide by specialists to connect this gap. In this investigation, 
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an endeavor has been made on the element extraction and 
characterization modules of Sinhala Braille acknowledgment as 
indicated by the Sri Lankan context. 

This proposed programming model is fit for extracting Braille 
characters from a Braille document pursued by decoding them into 
Sinhala characters and after that standardization of the decoded 
Sinhala characters into readable Sinhala content. The 
transformation from Braille documents into Sinhala content is 
another zone where much research has not been completed. 

An algorithm to distinguish dots in a picture of embossed 
Braille material obtained by an optical scanner was proposed. 
Despite the fact that the Braille dots have a similar shading as the 
foundation, they cast delicate shadows when checked with a 
standard flatbed scanner. These shadows are utilized to find the 
dots on the page. 

In general, the methodology indicates achievability as a 
practical, cost-effective, quick and simple strategy to identify dots 
in Braille records. It doesn't require costly or complicated 
equipment. It utilizes a flatbed scanner which can be shared with 
different applications. Robustness to adapt to low-quality scans 
and imperfect reports are worked in at various levels. The 
outcomes got were promising during trials performed on single-
sided embossed records, with over 95% accuracy. 

The recognition rate for character recognition has the 
opportunity to get better. One approach to improve it is to actualize 
a Sinhala spell check algorithm. Any misrecognized image can be 
recognized since the word and sentence that the character has a 
place which would never again make sense. 

It is important that every one of the examples in the 
investigations are sensibly all well-formed. A conceivable future 
upgrade in this undertaking is utilizing various allegations with 
numerous gadgets like cell phones. This may incorporate adding a 
few algorithms to progressively change different edges for various 
pieces of the framework, to represent fluctuation, for example, the 
shade of the paper. On account of slanted pictures, a few 
components to deal with the revolution will be automated. Indeed, 
even there are severe principles about the size of the spots utilized 
just as the dispersing between them, size of the braille specks in 
the wake of filtering is vary from record to report as indicated by 
its shading. If the feature extraction algorithm automatically 
adopted according to its color of the document there will be a much 
better extraction of features for classification. 
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 In this paper, we propose a new Perceptually Optimized Embedded Zero Tree Image Coder 
EVIC and its improved version MEVIC. The coder presents a new perceptual model to 
weight wavelet coefficients to enhance SPIHT embedded coding. The new visual coder aims 
to improve the visual quality obtained by the reference SPIHT coder for a given targeted 
bit rate. In addition, the paper presents three-evaluation approaches (Objective, Subjective 
and Quantitative) based all on a quality score PS given by the objective visual quality 
metric named MWVDP which is an optimized version of Daly Visible Difference Predictor 
VDP. It incorporates the human visual system HVS properties, correlates largely well with 
the mean opinion score known as MOS and provides an important feature in image coding 
quality assessment. The visual coders EVIC/MEVIC are fully dependent to the HVS 
properties, from which, they include various masking effects and visual models. Based on 
this model, the visual coders weight the original wavelet coefficients and reshape their 
spectrum to optimize the perceptual quality coding for a given observation distance and bit 
rate. The visual weighting model processes within all wavelet sub-bands: 1) the contrast 
sensitivity filter CSF to mask invisible frequencies, 2) the threshold elevation to correct the 
luminance and elevate the contrast, 3) the Just Detectable Distortions JND to quantize 
visually the wavelet coefficients according to their corresponding thresholds.  The visual 
coder EVIC and its optimized version MEVIC have the same software complexity as their 
reference SPIHT. However, they perform qualitatively and quantitatively excellent results 
experimentation and features improvement either in image coding and quality assessing.  
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Human Visual System HVS, 
Discrete Wavelet Transform, 
Contrast Sensitivity Function, 
Just Noticeable Difference, 
Luminance & Contrast masking, 
SPIHT embedded Coder, 
Objective Quality Metric, 
Subjective Quality Metric, 
Mean Opinion Score MOS 

 

 

1. Introduction 

Recently increasing works effort made in embedded wavelet 
based image coder [1], which not only improves features in image 
compression, but also has the ability to truncate the bit stream at 
any desired bit budget and still capable to decode and reach an 
enhanced quality image. Embedded Wavelet Zero Tree coding 
(EZW) initiated first by J. M. Shapiro [2] and optimized next by 
A. Said and W. A. Pearlman [3] performs an algorithm that Sets 
Partitioning In Hierarchical Trees (SPIHT) the wavelet 
coefficients. These embedded coders have proven to be a very 
effective image compression and distortion measurement using 
spatial metrics like PSNR. Reducing such spatial errors does not 
necessarily guarantee the preservation of good perceptual quality 

of the decoded images and may result in visually annoying artifacts 
despite good PSNR measures. This is naturally true in low binary 
budget applications where we aim eliminating increasingly more 
redundant information while still minimizing visual distortions. 
Consequently, these exigencies obliged us to provide more efforts 
to develop a new wavelet based perceptual quality metric named 
MWVDP. This metric inspired from the Daly model known as 
Visible Difference Predictor and related to a psychometric 
function computes the probability of detecting errors in frequency 
domain and yields a score called PS serving for quality evaluation. 

In computer vision, great successes are obtained by a class of 
wavelet based embedded visual image coders, such as PEZ, EZW, 
SPIHT and many others. Some coders did not compress the 
original wavelet coefficients with respect to the Just Noticeable 
Distortion JND thresholds like the optimal ones proposed by 
Watson model. The model experiments a psycho-visual tests 
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applied to the 9/7 biorthogonal wavelet basis [4] which offers an 
optimal quantization threshold that ensures a visually lossless 
compression quality improvement [5-8]. In other works, the use of 
many interesting HVS features were not adopted like, contrast 
sensitivity function CSF [9-12], luminance and Contrast Masking 
[13-16] whose special aim is to mask spatially the image spectrum 
invisible frequency contents according to HVS features. 
Implementing these properties, we may control image contrast, 
reduce considerable invisible information, quantize visually its 
frequency contents, and still efficiently improve its coding quality.  

In this work, we propose a new visual optimized version 
MEVIC, which is a Visually Optimized version of EVIC [17] 
relative to its older version POEZIC introduced in [18] and its 
foveal one POEFIC presented in [19]. This scheme is fully 
dependent to the HVS properties, which, before coding the original 
wavelet coefficients it previously applies perceptual weights 
according to their visual importance. The visual model weights the 
original wavelet coefficients, reshapes their spectrum to optimize 
the final quality coding for a targeted viewing and bit budget 
conditions and finally assesses its reached quality to its reference 
SPIHT version. Although the latter reduces effectively the MSE, it 
is not explicitly deployed to compensate perceptual distortions that 
match the HVS capacities. The visual weighting model processes 
within all wavelet sub-bands: Contrast Sensitivity Function, 
Luminance and Contrast Masking and Threshold Elevation 
according to its perceptual thresholds JND that we employ to 
reduce the human observer detect ability of compression errors.   

We organize the paper as follow: in section two, we will 
develop the visual coder scheme and flow diagram and will explain 
briefly its main components. Then in section three, four and five, 
we will detail the deployed visual models and demonstrates their 
important role in reshaping the original wavelet coefficients 
spectrum so that it keeps and encodes the necessary information 
and eliminates as much as possible all redundant ones. Next in the 
sixth section, we will introduce a new wavelet-based image quality 
assessor; itself is based on visual models, which takes an 
interesting role in optimizing and measuring objectively the image 
coding quality. Our new wavelet assessor, named Modified 
Wavelet based Visible Difference Predictor MWVDP and its 
versions employ all a psychometric function used to compute the 
probability of detecting errors in frequency domain and provide a 
score called PS aiming for quality assessment. Finally, in section 
seven, we will discuss in more detail the obtained results with 
respect to the qualitative, quantitative and subjective approaches 
and will compare them to the mean opinion score known as MOS 
derived experimentally from subjective tests. 

2. Visual Wavelet Based Image Coding Flow Diagram 

In this paper, we propose a visual coder as shown in figure 1 
combines the following stages, successively: Discrete Wavelet 
Transform DWT, Contrast Sensitivity Filter CSF, Luminance 
correction, contrast adaptation known as threshold elevation more 
detailed in Figure 2 and set-up according to optimal wavelet visual 
thresholds JND, and finally SPIHT embedded coding. The visual 
coder MEVIC’s flow diagram, in the first step, based on 
Daubechies biorthogonal wavelet filter (Watson model) 
decomposes discretely the candidate image to perform a cortical-
like representation [20] despite its channel limitation. Having some 
special mathematics features, this wavelet ensures a perfect 
reconstruction, which urges the image compression standard 

JPEG2000 committee to recommend the filter to be the most used 
in image vision lossless-based compression.   

The perceptual model Setup reshapes the original wavelet 
coefficients spectrum in order to eliminate much more redundant 
information and keep only important one regarding to some 
entered constraints exclusively the targeted bit budget with respect 
to a given observation distance. These constraints play an 
important role in evaluating objectively and subjectively both the 
image coder and the quality assessor. The weighting model as 
schematized in Figure 2 and detailed next, apply the contrast 
sensitivity filter, within all spatial-frequency sub-bands, to 
maintain perceptible frequencies and eliminate all invisible ones 
according to the SVH properties (Section III). In addition, we 
apply the wavelet-based perceptual thresholds JND that we derive 
from Watson experimental model to compute the wavelet 
coefficients threshold elevation. Applying these thresholds, the 
quantization distortions are under visibility control and the targeted 
perceptual lossless compression is achieved (section IV).  

 

 
Figure 1: Visual-based Embedded Wavelet Image Coder Flow Diagram. 

 In the second stage, we compute the contrast masking known 
as the contrast thresholds elevation. Its process begins first on 
calculating the luminance masking related the image filtered 
wavelet coefficients. Then it deploys the perceptual thresholds 
required for contrast correction computation, known as contrast 
threshold elevation. This operation shadows invisible contrast 
components and elevates perceptible ones with respect to the level 
of the Just Noticeable Difference JND thresholds (Section IV). 

 
Figure 2: Wavelet-based weighting model diagram. 

The main purpose of this optimized visual-based weighting 
model employed exclusively to MEVIC (optimized version of 
EVIC [17]) is the ability to tune none linearly the image spectrum 
shape depending on the observation distance. In this optic, as the 
observation distance grows from low level to the greatest ones the 
shape intends to cover the important frequencies. For low distances 
the visual models cover much more the low frequencies. In the 
opposite way -higher observation distances- the visual weighting 
model covers this case much more frequencies. 

In the final step, we apply an embedded coder to encode 
progressively with scalable resolution the visual based wavelet 
coefficients until reaching the targeted resolution related to a given 
bit rate. In our paper, we have adopted the standard SPIHT 
embedded coding. The latter itself is an optimized version that 
belongs to the set of the wavelet-based embedded Zero Tree EZW 
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image coders initiated exclusively by Shapiro and optimized 
thereafter by A. Said and W. A. Pearlman.  

3. Contrast Sensitivity Filtering Approaches 

Rather than coding directly the image wavelet-based 
coefficients spectrum and optimize the perceptual quality of its 
reconstructed version, we apply the contrast sensitivity function 
CSF [9-12] benefits. This filter implies, quantitatively, how much 
the HVS perceives a pattern located spatially in image region of 
interest. It sets the contrast perception related to spatial frequency 
usually represented in cycles per optical degree. This feature 
makes the CSF filter spectrum shape, as plotted in Figure 3, 
specifically independent to the observation distance. Common to 
classical compression techniques focus efforts in optimizing their 
coding efficiency and reducing computational complexity, which 
is not sufficiently complete in improving its perceptual quality.   

The mathematical property of the CSF filter reshapes the 
spectrum of the wavelet-based transformed image to perceptual 
domain, which gives the ability to remove significantly all 
imperceptible frequencies regarding the human cortical domain. In 
the context, we suppose that the viewing conditions (spatial 
resolution: r, and observation distance: r) are fixed. In reality, this 
is not a fortiori true, because an observer can see the image from 
any distance. Nevertheless, specifying the spatial resolution r and 
observation distance v is mandatory to apply a visual weighting. 
Therefore it is observed, that modifying slightly the CSF frequency 
spectrum shape and the assuming the ”worst case of viewing 
conditions”, a CSF masking filter that works perfectly for varying 
viewing conditions and scalable resolution devices must be 
conform to JPEG2000 adopted model we plotted in Figure 3.  

In lossless compression applications, the CSF filter weights the 
original wavelet coefficients to reshape their previous spectrum, 
and code weighted version. In the opposite way, in non-visual 
coding algorithms, encoder codes classically the perceptible 
frequencies and many other redundant residues proved to be 
unusual to the human visual system, which consumes additional 
coding bits budget and increases significantly computational time. 

 
Figure 3: Mannos contrast Sensitivity filter in the left, and Daly in the right. 

To implement the CSF and apply it to wavelet image spectrum, 
there exits many strategies. Conventional implementation weights 
all wavelet coefficients belonging to one sub-band adopting a 
single invariant weighting factor [11]. This strategy named 
Invariant Single Factor (ISF). It assigns one weight factor across 
wavelet channel. This strategy is very simple and still an excellent 
weighting approach. Filtering implementation weights the original 
wavelet spectrum matching exactly the shape of the CSF. This 
approach keeps the possibility of an orientation dependent 
weighting inside the sub-band and is adapted locally to image 
contents properties. Adaptive approach mixes both strategies. We 
apply the ISF approach to low frequency spectrum and we match 
the rest (higher frequencies) using adaptive strategy. 

4. Luminance Masking and Threshold Elevation 

The main step adopted in our visual coding process is the 
contrast masking-weighting filter, which we exclusively adopt in 
this work. In fact, we apply this operation to the original wavelet 
spectrum. Its conception is based on three psychophysical 
properties we model to implement and setup the visual weighting 
filter, successively: first, we determine the perpetual thresholds 
JND experienced by Watson, then we apply light adaptation [13-
14] (also known as, luminance masking), Contrast correction [15-
16] known as threshold elevation. Once computed, the model is 
applied to wavelet coefficients after ensuring a cortical-like 
decomposition, then compared to the real model processed by the 
famous Human Visual System cortical decomposition which we 
finally verify their perfect correlation.   

To reach this aim, we first compute the JND thresholds using 
a base detection related to wavelet sub-bands. We derive its model 
from the psychophysical experiments processed by Watson. The 
experienced model corresponds exclusively the Daubechies 
biorthogonal wavelet filter. Modeling thresholds in image 
compression, depends on the mean luminance over a selected 
region in the image. To calculate the contrast sensitivity we take 
into account its variation that we may tune using luminance 
masking correction factor. In our paper, we adjust the luminance 
masking with a factor exponent of 0.649, based on the power 
function, adopted seemly in JPEG2000 image coder.  

In addition, contrast correction or contrast threshold elevation, 
is a second factor that affects significantly the detection threshold. 
This elevation keeps in mind the idea that the visibility of one 
image pattern component changes significantly with the presence 
of an image masker compound [13-16]. Contrast masking corrects 
the variation of the detection threshold of a pattern component as 
a function of the masker compound. The masking result refers to 
us as contrast function of a target threshold versus a masker. In this 
paper, wavelet coefficients represent the masker signal he input 
image to code visually, while the quantization distortion represents 
the target signal. In figure 4, we display the final wavelet based 
visual weighting model process. We plot in 3D dimension the 
shape of the visual models.  The figure presents successively the 
visual masking effects, applied to the image spectrum, the original 
image wavelet coefficients, their corresponding weights, and their 
weighted visual-based version.  

In the beginning, the process decomposes the original image to 
provide wavelet coefficients -first step-. Then calculates their 
corresponding perceptual thresholds JND -second step-. These 
later stages rely both to Daubechies biorthogonal filter. Next, it 
computes the contrast sensitivity function CSF filter to reshape the 
image wavelet spectrum by weighting their coefficients –third 
step-. After that, it adapts the image corresponding luminance -
fourth step-, and elevates the contrast according to perceptual 
thresholds. Finally, -fifth stage-, it applies the designed filter to 
weights the wavelet coefficients and progressively encode them 
according to SPIHT embedded coding philosophy.  

We illustrate in 3D plotting demo, the visual weighting process 
applied to Lena test image with respect to a given viewing distance 
V=4. This process shows how we reshape the image wavelet 
spectrum with our designed visual weights, and shows how the 
filter affects the wavelet distribution across sub-bands. It reshapes 
considerable medium and low frequencies that constitute naturally 
the main image contents. Note that, one may tune and refine the 
spectrum shape dependently to a varying observation distance. 
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5. Wavelet Visual-Based Weighting Model Process 

 

 

 

 

 
Figure 4: Visual weighting model stages process designed for LENA test image. 
We display from the top to bottom, its components as follow: Original Wavelet 

Coefficient DWT, Wavelet perceptual thresholds JND, Contrast Sensitivity 
Function CSF, Threshold Elevation (Contrast Masking), and the Visually 
Weighted Wavelet Coefficients to encode progressively by SPIHT coder. 

 

6. Wavelet Visual Based Objective Quality Assessor  

To assess the image coding quality and evaluate compression 
techniques we compare reliably measure the image compression 
quality according subjectively the mean opinion score (MOS) 
reference factor. The use of mathematical model such as the mean 
squared error (MSE) and its optimized version the peak signal to 
noise ratio (PSNR) are simple and computed spatially. However, 
these metrics correlate poorly with the mean opinion score MOS 
depending on advantages that offer the HVS properties.   

 
Figure 5: Modified Wavelet Visible Difference Predictor Flow Diagram. 

Recently, we apply a cortical-like metrics based on the HVS 
properties to optimize the correlation factor with the Mean Opinion 
Score MOS. it predict the introduced errors in a degraded image 
naturally invisible to human observer [21-33]. The VDP metric 
[28] behaves like such assessors, which inspired on cortical models 
provides an indication degree of visual errors as a function of 
image location. Adaptive metrics based on wavelet transform 
becomes efficient in image coding, because of its similarity to 
human cortical channels. Despite their channels limitation, the 
wavelet-based assessors still provide an excellent quality measure 
and contribute in optimizing the image compression schemes.  

In this paper, we have developed a new wavelet based image 
quality metric; named Modified Wavelet-based Visible Difference 
Predictor MVDP shown in figure 5. This visual metric is an 
optimized version of the WVDP we used in [34-36]. The later 
computes the visible errors summation using the Minkowski unit 
to reach the visible difference map and yields of course the quality 
factor PS using the psychometric function. The former, first, 
weights both the original image and its visual image using the same 
visual model we deployed in section 3. This way it eliminates all 
invisible information and compare only the important ones. Then 
it transfers these errors to the Minkowski summation unit to reach 
the visible difference map and the quality factor PS using the 
psychometric function. This factor contributes efficiently in 
visual-based image encoders aiming to enhance their performance. 
It expresses the ability of perceiving distortions within wavelet 
channels. In the following formula, we express detection 
probability: 

( , , , )( , , , ) 1 exp
( , , , )

D i jP i j
JND i j

λ θλ θ
λ θ

 
= − − 

   
Where 𝐷𝐷(𝜆𝜆,𝜃𝜃, 𝑖𝑖, 𝑗𝑗)  is the quantization distortion detection, is the 
location (𝜆𝜆,𝜃𝜃, 𝑖𝑖, 𝑗𝑗) ,  𝐽𝐽𝐽𝐽𝐷𝐷(𝜆𝜆, 𝜃𝜃, 𝑖𝑖, 𝑗𝑗)  is the perceptual thresholds, β 
denotes a refining parameter the correspondence location(𝜆𝜆,𝜃𝜃, 𝑖𝑖, 𝑗𝑗), 
and P the probability summation. Inspired from Minkowski 
summation, we sum within all wavelet sub bands all computed 
probabilities to reach the evaluation score. The final objective 
score is computed as follow:  

( )exp ( , , , )P P i jλ θ= −∑  
Note that as more and more this factor approaches the unit the 

quality becomes better. In addition, this factor ranges from ‘0’ for 
poor quality to ‘1’ for excellent coding quality.  
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7. Quality Results Discuss  

In vision, the visual coders are fully dependent to visual quality 
metrics which theoretically and practically correlate well with 
visual reference known as the mean opinion score MOS. In this 
paper, we tested the visual EVIC and its optimized version MEVIC 
coders using 8 bits monochrome test images. We assessed their 
quality using the wavelet visual-based objective metric WVDP for 
the former and its modified version MWVDP for the later. In this 
purpose, we compare EVIC and MEVIC quality coding with 
respect to their reference, respectively SPIHT for the former and 
EVIC for the later. In this optic, we deployed three evaluation 
approaches: OBJECTIVE, SUBJECTIVE, and QUANTATIVE, 
both according to bit budget and viewing distance conditions. 

The first approach depends in the factor quality PS values are 
obtained from the evaluation of the visual quality coding EVIC vs 
SPIHT and MEVIC vs EVIC applied to ZELDA and GOLDHILL 
test images. As shown in figures 5 and 6, the results are given for 
increasing bit rates varying from 128:1 which corresponds to 
0.0078125bpp till 1:1 synonymous to 1bpp and a fixed viewing 
distance of values V=1, 3, 6 and 10. As a results, all approaches 
approve that for very low binary budget (less than 0.0625bpp), 
many spatial patterns are hardly perceivable in SPIHT coded 
image, however visual coders EVIC and MEVIC exhibit much 
more interesting information in those regions. Similarly, at 
medium bit rate less than 0.25bpp, the reference still providing 
blurred images, while the concurrent EVIC/MEVIC coders show 
significant quality across the whole image. On the other hand, for 
bit rates around 0.5bpp, the concurrent EVIC/MEVIC quality still 
always superior than its reference SPIHT. Finally, when the bit-
rate reaches very high bit rate more than 1bpp, visual coder 
approaches uniform resolution and all mentioned coders (reference 
SPIHT, visual EVIC, and its optimized version MEVIC) decode 
indistinguishable images difference. 

The second strategy performs an averaged subjective 
assessment notation scores applied to both reference visual coders. 
As shown in Figures 7-8, we evaluate subjectively the EVIC versus 
SPIHT and MEVIC versus EVIC coding qualities of ”Barbara” 
test image for varying bit budget and still observation distance V 
and approve the subjective quality notation to the objective values 
related to the measured probability score PS. The second approach 
approves that, at low binary budget, visual coders EVIC/MEVIC 
maintain considerable quality across the whole image. Similarly, 
for intermediate binary budget, the gazed patterns are weakly 
recognizable in reference coded images; however those regions are 
strongly perceivable in visual coders and exhibits much more 
interesting information across image. At higher binary budget and 
viewing distance, the visual coder behaves perfectly over all image 
contents whereas the standard one becomes significant. 

 The last strategy (QUANTITATIVE approach), the quality 
gain provided by the visual coder relative to the reference coder 
SPIHT is calculated according to these formulas: 

100*(PSEVIC - PSSPIHT)/PSSPIHT 

100*(PSMEVIC – PSEVIC)/PSEVIC 

 We can conclude as filled in tables 1, 2 and 3, that with 
increasing binary budget and viewing observation conditions the 
quality gain grows progressively up. This constitute the aim of our 
visual coder and its intimate quality assessors, which are able of 
enhancing coding performances and avoiding errors introduction. 

 

 

 
Figure 5: Visual coder EVIC vs standard SPIHT, WVDP-based visual quality 

metric applied to test images ZELDA (top) and GOLDHILL (bottom) for 
varying targeted bit rate and a given viewing distances 1, 3, 6, and 10. 

 

 
Figure 6: Visual coders MEVIC vs EVIC Quality measures, MWVDP-based 
visual quality metric applied to test images ZELDA (top) and GOLDHILL 

(bottom) for varying targeted bit rate and a given viewing distances 1, 3, 6, and 
10. 
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a. PSEVIC = 0.1954                                    PSSPIHT = 0.0323 

        
b. PSEVIC = 0.2647                                      PSSPIHT = 0.2364 

       
c. PSEVIC = 0.4754                                       PSSPIHT = 0.4232 

       
d. PSEVIC = 0.5670                                         PSSPIHT = 0.5039 

       
e. PSEVIC = 0.7079                                           PSSPIHT = 0.6514 

Figure 7: Barbara EVIC visual coding images (left column) versus the standard 
SPIHT coding images (right column) and their quality scores PS using visual 

WVDP assessor given for varying bit rate and fixed observation distance. The bit 
rate varies, respectively as follow: a. 0.0313 bpp, b. 0.0625 bpp, c. 0.15 bpp, d. 

0.25 bpp, and e. 0.5 bpp. Moreover, the viewing distance is tuned to V= 4. 
ISAECT19 ORIGINAL RESULTS 

 
a. PSEVIC = 0.0006                                    PSMEVIC = 0.0101 

 
b. PSEVIC = 0.0726                                      PSMEVIC = 0.2216 

 
c. PSEVIC = 0.4487                                      PSMEVIC = 0.6180 

 
d. PSEVIC = 0.7928                                         PSMEVIC = 0.9111 

 
e. PSEVIC = 0.9327                                           PSMEVIC = 0.9590 

Figure 8: Barbara visual coding images EVIC (left column) versus its optimized 
version MEVIC (right column) and their quality scores PS using visual MWVDP 

assessor given for varying bit rate and fixed observation distance. The bit rate 
varies, respectively as follow: a. 0.0313 bpp, b. 0.0625 bpp, c. 0.15 bpp, d. 0.25 

bpp, and e. 0.5 bpp. Moreover, the viewing distance is tuned to V= 4. 
ASTESJ EXCLUSIVE RESULTS 
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Figure 9: MEVIC vs EVIC Quality measure for varying binary budget and given 
observation distance 4 for images BARBARA (top) and ZELDA (bottom). 

Table 1: EVIC vs SPIHT WVDP-based metric quality gain for varying bit rates 
and still viewing conditions. ISAECT19 ORIGINAL RESULTS 

Targeted Bit 
Rate 

Quality Gain (%) 
LENA BARBARA MANDRILL BOAT 

BPP = 0.0625 6.4562 0.7250  24.6382 17.3908 
BPP = 0.25 3.8569     19.6639     32.9948 48.4490    
BPP = 1 5.2489       2.9949 9.8373 1.8828    

Table 2: EVIC vs SPIHT WVDP-based metric quality gain applied to images: 
LENA, BARBARA, MANDRILL and BOAT for varying viewing distances and 

static binary budget. ISAECT19 ORIGINAL RESULTS 

Observation 
Distance 

Quality Gain (%) 
LENA BARBARA MANDRILL BOAT 

V = 1 15.1549     29.6901  45.1232 78.9933  
V = 3 7.6339     12.1079    18.0167 24.8798    
V = 6 4.7876     10.9930     14.7008    12.1474     
V = 10 6.1027  8.8758 10.1884 8.2992 

Table 3: MEVIC vs EVIC MWVDP-based metric quality gain applied to images: 
LENA, BARBARA, MANDRILL and BOAT for varying viewing distances and 

static binary budget. ASTESJ EXCLUSIVE RESULTS 

Observation 
Distance 

Quality Gain (%) 
LENA BARBARA MANDRILL BOAT 

V = 1 166 2367  1687 3420  
V = 3 2972     59    344 8862    
V = 6 6     5     15    50    
V = 10 9 8 7 15 

8. Subjective quality metric 

In this section, we will introduce a new method of assessing 
coding quality. This method is based on a subjective approach as 
it was used in the previous section. It provides a quality factor 
called MOS (Mean Opinion score) which averages the subjective 
measures applied on images coded by MEVIC for different 
compression rates. The measurements are collected on the basis of 
a study established by a group of observers of different class, sex 
and age on a subjective scale ranging from very poor to excellent 
quality. We applied the MOS factor to validate the use of the 
MEVIC visual coder and that of the MWVDP visual metric.  

8.1. Conditions to be met in Subjective Quality Metrics 

The subjective quality evaluation is normalized by the CCIR 
recommendations [33-38], originally designed for television 
images without taking into account the introduced degradations in 
the original image. We aim to evaluate the detected distortions 
between degraded image and its reference and adopt comparative 
measures tests. In addition, we suppose that the images can be 
edited, zoomed and viewed from nearest observation distance. 
Therefore, we assume that the evaluation conditions experienced 
by Fränti, as recommended in the CCIR and defined in Table. 4, 
are partially respected. In addition, we normalize the evaluation 
range so that we avoid introducing additional errors that depends 
naturally to the environment tests. To reach an excellent 
environment, we must avoid additional light sources unless those 
initially used for the room lighting. In worst case, significant 
degradation will the image quality. In addition, the screen monitor 
position must avoid external light source, and the observer's vision, 
or disturb the monitor reflections.  

Test Images Standard Test Images 
Viewing Conditions Environment of Normal Desk 

Observation Distance V This parameter is left to the observer's choice 
Viewing Duration Unlimited 

Observers Number From 15 up to 39 
Quality Scale Range Varies from 0 up to 10 

Table 4: Conditions to met when using Subjective Quality Evaluation 

8.2. Subjective versus Objective Metrics Correlation Score  

To compute the correlation factor between the objective 
measures (vector X) and the subjective measures (observation 
vector Y), we apply the correlation’s score defined as follow:  

( )
( ) ( )

( ) ( )

n

1

2 2n n

1 1

 
, i ii

i ii i

X X Y Y
X Y

X X Y Y
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= =

− −
=
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Where iX  and iY , i = 1 to n, denote respectively the vector 
components of X and Y. n denotes the number of components. X  
and Y  perform, respectively, the average of the vectors X and Y 
values, with respect the following formula: 

1

1 n

i
n

X X
n =

= ∑  

And determines the variance value, as follow: 
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8.3. Subjective Metric MOS Assessment Experimental Results 

To experiment the MOS calculation, the test images are 
displayed on a CRT screen of a Personal computer PC, according 
to 10.5cm x 10.5cm size (512x512 image resolution) [33-38]. The 
MOS factor varies from 0 up to 10 (2: very annoying degradation, 
4: annoying, 6: a little bit annoying, 8: perceptible, but not 
annoying, 10: Imperceptible). In addition, we allow the observers 
to adjust their obtained scores and note their marks by half-values. 
To compute the subjective score for a given distorted image, we 
average all noted marks provided by the observers. Finally, we 
perform a correlation coefficient for a single kind of image. The 
index n it adjusted to 8 (JPEG2000, 512x512 images). 

Figure 10 shows the MOS subjective measures vs the 
probability scores PS given by the MWVDP metric applied to 
some test images degraded by the reference JPEG2000 image 
coder. Let assume that the probability score PS evaluate according 
to MOS score applied especially to highly textured images at lower 
bit rates. This proves a better correlation between objective and 
subjective measures. The correlation factor reaches 0.9529 and 
0.9396 respectively for “Barbara” and “Mandrill” test images. 

 

 
Figure 10: Subjective notes MOS vs Objective scores PS applied to “Barbara” 

(top) and “Mandrill” (bottom) according to the following setup: 512x512 coded 
images JPEG2000, observers=24, image-degraded versions=24, .V=4. 

9. Conclusion  

We proposed in our paper a new visual image coder named a 
Modified Embedded Visual based image coder MEVIC based on 
its previous version Embedded Visual based image coder EVIC. 
We derived the proposed coders from their predecessor POEZIC 
and its foveal version POEFIC. We also introduced a new visual 
image coding quality metric named Modified Wavelet Visible 
Difference Predictor MWVDP. Both of visual coder and quality 
assessor applies a battery of perceptual tools, and exploits both 
various visual weighting masks according to the human 
psychophysical properties HVS. The visual based weighting 
model incorporates successively the CSF filter, the perceptual 
thresholds JND, the Luminance adaptation and the thresholder 
contrast elevation. The provided model reshapes the original 
wavelet coefficients spectrum, keeps the important information 
and eliminates all invisible and redundant ones. 

By doing so, we encoded and assessed the useful information, 
which according to a given binary budget and observation 
distances we reached more enhanced image quality compared to 
its reference version that coded directly the original wavelet 
spectrum. The visual coder and quality assessor compute both a 
cortical-like decomposition, which despite its frequency channels 
limitation enhances the image decomposition, minimizes 
perceptually more relevant distortion, reaches the targeted bit rate 
and optimizes the visual quality compared to its reference SPIHT. 
It also has the ability to tune non-linearly the image spectrum shape 
depending on the coding and viewing conditions. In this optic, as 
the observation distance grows up from low level to the greatest 
ones the shape intends to cover the important wavelet channels. 

Moreover, we developed in this present work, a new wavelet-
based image quality assessor named MWVDP, which applies the 
designed visual weighting model, provides a probability score PS, 
which takes an important place in optimizing and evaluating 
objectively the image coding quality. The provided factor deploys 
a Minkowski probability summation according to a psychometric 
function across wavelet channels. We applied this to the reference 
SPIHT, also to its visual version EVIC and MEVIC to predict the 
perceptual differences between each other. Note that the greatest 
this factor is, the best the coding quality is. Also, note that this 
metric plays an important role in our visual based coders, whose 
experimental results show very exciting performance and powerful 
quality improvement. In addition, we gathered, discussed and 
compared the obtained results with different evaluation strategies 
we meant objective, subjective and quantitative approaches to 
approve and validate our work. 

To finalize our modest work, note that either visual coder and 
its quality intimate evaluator constitute both an interesting single 
task belonging a research work that designs a real time embedded 
system that we will integrate in an Automotive Embedded ARM-
based System On Chip -SoC- applied to artificial intelligence AI-
based antonymous driving assist and security systems –ADAS-.  
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 Clustering is one of the well-known unsupervised learning methods that groups data into 
homogeneous clusters, and has been successfully used in various applications. Fuzzy C-
Means(FCM) is one of the representative methods in fuzzy clustering. In FCM, however, 
cluster centers tend leaning to high density area because the sum of Euclidean distances in 
FCM forces high density clusters to make more contribution to clustering result. In this 
paper, proposed is an enhanced clustering method that modified the FCM objective 
function with additional terms, which reduce clustering errors due to density difference 
among clusters. Introduced are two terms, one of which keeps the cluster centers as far 
away as possible and the other makes cluster centers to be located in high density regions. 
The proposed method converges more to real centers than FCM, which can be verified with 
experimental results. 
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1. Introduction  

Clustering, one of the representative unsupervised learning 
methods, is a method for partitioning data into groups of similar 
objects and is one of the major techniques in pattern recognition. 
Since Zadeh [1] proposed the fuzzy set that represents the idea of 
partial membership described by a membership function, fuzzy 
clustering has been widely studied and applied in various areas [2]. 
Clustering combined with deep learning also has attracted much 
attention in recent years [3]. 

 In clustering, Fuzzy C-Means (FCM), generalized by Bezdek 
[4], is one of the most well-known methods. Although FCM is a 
simple and effective method, one of the shortcomings is that low-
density cluster center moves towards high-density clusters because 
of the sum of Euclidean distances used in FCM. In real world data, 
it is more common that the data consist of clusters having different 
densities. Preventing the cluster distortion due to density 
difference is, therefore, one of the main problems to be solved in 
clustering especially in real world applications. 

If the centers of some clusters are distorted, test data may 
belong to wrong clusters, which affects, in particular, the data 
points placed near the cluster boundary, and may cause a decrease 
in overall performance even with a small number of mis-clustered 
points. 

There have been several variants of FCM that use cluster 
density, but most of the methods introduce an additional step to 
estimate cluster density and density estimation is performed 
independently from clustering, which has a disadvantage of 
additional computation [5, 6]. Even worse the estimation itself 
cannot be accurate as real world data do not follow any known 
distribution in general. 

In this paper, a new clustering method that can solve the bias 
of cluster centers due to density difference is proposed. The 
proposed method has little increase in computational complexity 
and density estimation proceeds simultaneously with clustering. 
The proposed clustering method adds two terms to the objective 
function of FCM to reduce the sensitivity to cluster density. The 
first term represents the sum of distances between two cluster 
centers. This reduces the phenomenon that a low-density cluster 
center is attracted to a high-density cluster center by keeping 
cluster centers as far away as possible. However, if the centers are 
simply scattered and placed on the feature space boundary, the first 
term may have a small value. Therefore, the second term that 
represents the sum of the distances between data points and cluster 
centers is added so that cluster centers are located in high density 
regions.  

Clustering error decreases with a large value in the first term, 
while it decreases with a small value in the second term. 
Experimental results show that FCM-CDI (FCM with Cluster 
Density Immunity), the enhanced FCM with two additional terms, 
is more likely to converge to real cluster center than FCM does. 
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In the next section, fuzzy clustering, especially FCM is 
summarized. Section 3 is devoted to develop an enhanced new 
clustering method through the introduction of new terms in the 
objective function of FCM. Experimental results are given in 
Section 4 and discussion in Section 5. 

2. Fuzzy C-Means 

Clustering is a method to make data belong to a specific cluster 
based on the concept of similarity. Fuzzy clustering is a way to 
extend this further, introducing the concept of incomplete 
membership in fuzzy so that data can be partly belonged to more 
than one clusters. Various methods for clustering has been 
proposed for a long time and one of the representative methods is 
FCM proposed by Bezdek [4]. FCM can be represented as a 
constrained optimization problem [7, 8]. Given N d-dimensional 
data points 𝑋𝑋 = {𝑥𝑥𝑖𝑖|1 ≤ 𝑖𝑖 ≤ 𝑁𝑁, 𝑥𝑥𝑖𝑖 ∈ 𝑅𝑅𝐷𝐷}, the objective function 
of (1) should be minimized to divide data points into C clusters. 

 𝐽𝐽𝐹𝐹𝐹𝐹𝐹𝐹 = ∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑚𝑚�𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1 = ∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑚𝑚𝑑𝑑𝑖𝑖𝑖𝑖2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1  (1) 

where uij is the membership of the ith data point xi to the jth cluster, 
vj is the center of the jth cluster, m is a fuzzifier constant, usually 2 
(1 < m). dij is the distance between the ith data point xi and the 
center of the jth cluster vj. In this paper, Euclidean distance is used 
to calculate the distance between a data point and a cluster center. 

One data point xi can be belonged to more than one cluster in 
FCM. However, the degree of belonging to each cluster, that is, the 
membership is different from each other, and the degree of 
belonging to C clusters should satisfy the constraint that the sum 
of total membership should be one, often called sum-to-one 
constraint. 

 ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝐹𝐹
𝑖𝑖=1 = 1 (2) 

The membership values and cluster centers that minimize the 
objective function of (1) while satisfying the constraint of (2) can 
be obtained by iterative optimization method using the update 
equations in (3) and (4) derived from a Lagrange equation. 

 𝑣𝑣𝑖𝑖 =
∑ 𝑢𝑢𝑖𝑖𝑖𝑖

2 𝑥𝑥𝑖𝑖
𝑁𝑁
𝑖𝑖=1
∑ 𝑢𝑢𝑖𝑖𝑖𝑖

𝑚𝑚𝑁𝑁
𝑖𝑖=1

 (3) 

 𝑢𝑢𝑖𝑖𝑖𝑖 =

1

�𝑣𝑣𝑖𝑖−𝑥𝑥𝑖𝑖�
2

∑ 1

�𝑣𝑣𝑘𝑘−𝑥𝑥𝑖𝑖�
2

𝐶𝐶
𝑘𝑘=1

 (4) 

FCM has been successfully used for many problems in its 
original or modified form for a given problem since it was firstly 
introduced, but the existence of numerous variants is a proof that 
FCM is not good for all problems. This paper also proposes a 
modified FCM to solve the problem of finding wrong cluster 
centers when FCM is applied to the data composed of clusters with 
different densities. 

3. FCM with Cluster Density Immunity 

In the presence of clusters with different densities in FCM, 
some cluster centers moves toward a high density cluster because 

FCM is based on the sum of Euclidean distances (or variations) 
between cluster centers and data points [9, 10]. That is, each data 
point 𝑥𝑥𝑖𝑖(1 ≤ 𝑖𝑖 ≤ 𝑁𝑁)  has the same effect on FCM objective 
function. There are methods of assigning different weight to each 
data point according to its density, but estimating densities of all 
data points require a lot of computation and it is not possible to 
estimate the density accurately. Therefore, in this paper, two terms 
are added to the objective function of FCM so that the density can 
be effectively reflected with small increase in computation 
compared to FCM. 

The first one is the term that makes the distance between two 
cluster centers as far away as possible. The objective function of 
adding the sum of distances between two cluster centers is shown 
in (5) [11]. 

 𝐽𝐽1 = ∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖2 �𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1 − α∑ ∑ ‖𝑣𝑣𝑎𝑎 − 𝑣𝑣𝑏𝑏‖2𝐹𝐹

𝑏𝑏=1
𝐹𝐹
𝑎𝑎=1  (5) 

where α (> 0) is a constant indicating the rate at which the center 
sparsity is included in the objective function. The second term in 
(5) is the sum of the distances between two cluster centers. The 
larger the distance is, the smaller the objective value becomes. The 
cluster centers obtained by optimizing the objective function J1 are 
located as far away as possible, but there can be one problem. As 
the value of α increases, cluster centers may move away from the 
actual cluster centers, and in the extreme case, cluster centers may 
be located in data-independent regions. 

In order to reduce the side effect of the second term in (5), there 
is a need for a method defines candidate regions where cluster 
centers can come in addition to making cluster centers far away. In 
this paper, it is assumed that the candidate regions’ densities are 
high. However, as mentioned before, the computational 
complexity is high and the accuracy is low in direct density 
estimation, sum of distances between a data point and a cluster 
center is used to estimate the density indirectly. As cluster center 
moves to a high density region, the sum of distances between a 
cluster center and a data point becomes small. The new objective 
function where the sum of distances between a cluster center and 
a data point is added to the objective function of FCM can be 
written as (6) [12]. 

 𝐽𝐽2 = ∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖2 �𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1 + β∑ ∑ �𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�

2𝐹𝐹
𝑖𝑖=1

𝑁𝑁
𝑖𝑖=1  (6) 

where β (> 0) represents the ratio of reflecting the degree to which 
cluster centers are located in high density regions to the objective 
function. The second term, added to the objective function of 
FCM, is the sum of distances between a cluster center and a data 
point. The smaller the distance is, the smaller the objective 
function becomes. The cluster centers obtained by optimizing the 
objective function J2 are located in high density regions, but there 
is one problem. In the extreme case, if all the cluster centers are 
located at one position with the highest density, (6) can be 
minimized. 

As explained above, it is difficult to effectively remove the 
influence of cluster density difference by using only one of the two 
proposed terms. Therefore, this paper proposes FCM-CDI (FCM 
with Cluster Density Immunity) using two terms together. The 
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objective function of FCM-CDI is shown in (7), which allows 
cluster centers to be located in high density regions while keeping 
cluster centers as far away as possible. 

𝐽𝐽𝐹𝐹𝐹𝐹𝐹𝐹−𝐹𝐹𝐷𝐷𝐶𝐶 = ∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖2 �𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1   

(7) 
 −α∑ ∑ ‖𝑣𝑣𝑎𝑎 − 𝑣𝑣𝑏𝑏‖2𝐹𝐹

𝑏𝑏=1
𝐹𝐹
𝑎𝑎=1   

 +β∑ ∑ �𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1   

=  ∑ ∑ (𝑢𝑢𝑖𝑖𝑖𝑖2 + 𝛽𝛽)�𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1   

 −α∑ ∑ ‖𝑣𝑣𝑎𝑎 − 𝑣𝑣𝑏𝑏‖2𝐹𝐹
𝑏𝑏=1

𝐹𝐹
𝑎𝑎=1   

The Lagrange equation [13] can be obtained from (7) and the 
sum-to-on constraint in (2). 

𝐿𝐿 = ∑ ∑ (𝑢𝑢𝑖𝑖𝑖𝑖2 + 𝛽𝛽)�𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1   

(8)  −α∑ ∑ ‖𝑣𝑣𝑎𝑎 − 𝑣𝑣𝑏𝑏‖2𝐹𝐹
𝑏𝑏=1

𝐹𝐹
𝑎𝑎=1   

 −∑ 𝜆𝜆𝑖𝑖�∑ 𝑢𝑢𝑖𝑖𝑖𝑖 − 1𝐹𝐹
𝑖𝑖=1 �𝑁𝑁

𝑖𝑖=1   

where λ = [λ1, λ2, … , λ𝑁𝑁]  is a Lagrange multiplier vector. By 
taking a partial derivative with respect to uij, one can obtain 

 𝜕𝜕𝐿𝐿
𝜕𝜕𝑢𝑢𝑖𝑖𝑖𝑖

= 2𝑢𝑢𝑖𝑖𝑖𝑖�𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�
2 − 𝜆𝜆𝑖𝑖 (9) 

One can obtain (10) by equating (9) to zero and solving it for 
uij. 

 𝑢𝑢𝑖𝑖𝑖𝑖 = 𝜆𝜆𝑖𝑖
2�𝑣𝑣𝑖𝑖−𝑥𝑥𝑖𝑖�

2 (10) 

(10) must satisfy the constraint in (2). Substituting (10) into (2) 
and solving it for λ𝑖𝑖  gives (11). 

 𝜆𝜆𝑖𝑖
2

= 1
∑ 1

�𝑣𝑣𝑖𝑖−𝑥𝑥𝑖𝑖�
2

𝐶𝐶
𝑖𝑖=1

 (11) 

Using (10) and (11), one can obtain (12), which is the update 
equation for uij in FCM-CDI. 

 𝑢𝑢𝑖𝑖𝑖𝑖 =

1

�𝑣𝑣𝑖𝑖−𝑥𝑥𝑖𝑖�
2

∑ 1

�𝑣𝑣𝑘𝑘−𝑥𝑥𝑖𝑖�
2

𝐶𝐶
𝑘𝑘=1

 (12) 

The update equation in (12) is the same as the one in FCM. In 
FCM-CDI, the membership is determined based on the Euclidean 
distance between a cluster center and a data point, as in FCM. 

The Lagrange equation can be partially differentiated with 
respect to vj to obtain the update equation for a cluster center. 

 𝜕𝜕𝐿𝐿
𝜕𝜕𝑣𝑣𝑖𝑖

= 2∑ (𝑢𝑢𝑖𝑖𝑖𝑖2 + 𝛽𝛽)�𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�𝑁𝑁
𝑖𝑖=1 − 2𝛼𝛼∑ �𝑣𝑣𝑖𝑖 − 𝑣𝑣𝑏𝑏�𝐹𝐹

𝑏𝑏=1
𝑏𝑏≠𝑖𝑖

 (13) 

(13) can be converted into (14) with the introduction of 
2𝛼𝛼�𝑣𝑣𝑖𝑖 − 𝑣𝑣𝑏𝑏� which values zero. 

 𝜕𝜕𝐿𝐿
𝜕𝜕𝑣𝑣𝑖𝑖

= 2∑ (𝑢𝑢𝑖𝑖𝑖𝑖2 + 𝛽𝛽)�𝑣𝑣𝑖𝑖 − 𝑥𝑥𝑖𝑖�𝑁𝑁
𝑖𝑖=1 − 2𝛼𝛼∑ �𝑣𝑣𝑖𝑖 − 𝑣𝑣𝑏𝑏�𝐹𝐹

𝑏𝑏=1  (14) 

 (14) is more simple to use than (13) as a condition 𝑏𝑏 ≠ 𝑗𝑗 is 
removed. One can obtain (15) by equating (14) to zero and solving 
it for vj. 

 𝑣𝑣𝑖𝑖 =
∑ (𝑢𝑢𝑖𝑖𝑖𝑖

2 +𝛽𝛽)𝑥𝑥𝑖𝑖
𝑁𝑁
𝑖𝑖=1 −𝛼𝛼 ∑ 𝑣𝑣𝑏𝑏

𝐶𝐶
𝑏𝑏=1

∑ (𝑢𝑢𝑖𝑖𝑖𝑖
2 +𝛽𝛽)𝑁𝑁

𝑖𝑖=1 −𝛼𝛼 ∑ 1𝐶𝐶
𝑏𝑏=1

=
∑ (𝑢𝑢𝑖𝑖𝑖𝑖

2 +𝛽𝛽)𝑥𝑥𝑖𝑖
𝑁𝑁
𝑖𝑖=1 −𝛼𝛼 ∑ 𝑣𝑣𝑏𝑏

𝐶𝐶
𝑏𝑏=1

∑ (𝑢𝑢𝑖𝑖𝑖𝑖
2 +𝛽𝛽)𝑁𝑁

𝑖𝑖=1 −𝛼𝛼𝐹𝐹
 (15) 

When compared (15) with (3), cluster center update equation 
in FCM, it can be seen that the two new terms are applied in 
denominator and numerator respectively. The update equation 
obtained when β = 0 in (15) corresponds to the update equation for 
the objective function J1 in (5). In addition, the update equation 
obtained when α = 0 in (15) corresponds to the update equation for 
the objective function J2 in (6). That is, the objective functions in 
(5) and (6) correspond to special cases of FCM-CDI. 

FCM-CDI can be expressed as shown in Figure 1 using the 
update equations in (12) and (15). The convergence condition in 
Figure 1 is that the maximum difference of two center positions 
between two successive iterations is smaller than or equal to 𝜖𝜖1(=
10−3) and the maximum difference of two membership values 
between two successive iterations is smaller than 𝜖𝜖2(= 10−4). 

U : membership (𝑢𝑢𝑖𝑖𝑖𝑖 , 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁, 1 ≤ 𝑗𝑗 ≤ 𝐶𝐶) 
V : cluster center (𝑣𝑣𝑖𝑖 , 1 ≤ 𝑗𝑗 ≤ 𝐶𝐶) 

1: initialize V and U with random values 
2: initialize t = 0 
3: do 
4: t ← t + 1 
5: calculate U using (12) 
6: calculate V using (15)  
7: while ∃�𝑢𝑢𝑖𝑖𝑖𝑖,𝑡𝑡−1 − 𝑢𝑢𝑖𝑖𝑖𝑖,𝑡𝑡� > 𝜖𝜖1 or ∃�𝑣𝑣𝑖𝑖,𝑡𝑡−1 − 𝑣𝑣𝑖𝑖,𝑡𝑡� > 𝜖𝜖2 
8: return U and V 

Figure 1: FCM-CDI Algorithm 

4. Experimental Results 

Although there are various FCM variants, there is no way to 
reduce the clustering error due to density difference through the 
modification of FCM itself. Therefore, in this paper, FCM and 
FCM-CDI are compared, and three different objective functions in 
(5), (6) and (7) are used to demonstrate the effect of each term on 
clustering result. 

Figure 2 shows the typical results of FCM and FCM-CDI. The 
data were randomly generated with Gaussian distributions with the 
centers provided in advance. The cluster on the upper right has 500 
data points and the other 2 clusters have 100 data points to make 
density difference. 

As shown in Figure 2-(a), the cluster center is shifted toward a 
high density cluster in FCM, but the cluster center is approaching 
to the actual cluster center in FCM-CDI. Since clustering is an 
unsupervised learning method, it is difficult to quantitatively 
compare the results. Therefore, in this paper, an error function is 
defined as the sum of distances between the actual cluster center 
used for data generation 𝑉𝑉𝑅𝑅 = {𝑣𝑣𝑅𝑅,𝑖𝑖|1 ≤ 𝑗𝑗 ≤ 𝐶𝐶}  and the cluster 
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center obtained through clustering 𝑉𝑉𝐹𝐹 = {𝑣𝑣𝐹𝐹 ,𝑖𝑖|1 ≤ 𝑗𝑗 ≤ 𝐶𝐶}  as in 
(15). 

 
(a) FCM 

 
(b) FCM-CDI 

Figure 2: Clustering results with data having 3 clusters 

 𝐸𝐸 = ∑ �𝑣𝑣𝑅𝑅,𝑖𝑖 − 𝑣𝑣𝐹𝐹 ,𝑖𝑖�
2𝐹𝐹

𝑖𝑖=1  (15) 

The objective function in (7) requires two constants α and β to 
be determined. In order to determine these constants, ① the α value 
with the smallest average error was experimentally determined 
with the objective function J1 in (5) first. After that ② the β value 
with the smallest average error was experimentally determined 
with the objective function JFCM-CDI. In the second step, the α value 
was fixed to the value obtained in the first step. ③ When J2 is used 
as the objective function, the value obtained in the second step is 
used as the β value. 

Figure 3 shows the average error obtained by varying α value 
for the data in Figure 2. The values shown in Figure 3 are obtained 
by averaging 50 experimental results with the same value of α. 

 

Figure 3: Clustering error with respect to α  on the data having 3 clusters 

As shown in Figure 3, the error decreases as the value of α 
increases. However, if the value of α becomes larger than some 
value, the cluster centers pushed to the place where no real cluster 
centers as well as data points exist and the error increases. The α 
value with the smallest error for the data in Figure 2 was 5.8. 

Figure 4 shows the average error obtained by varying the β 
value. The values shown in Figure 4 are also averages over 50 
experiments. 

 

Figure 4: Clustering error with respect to β on the data having 3 clusters 

Figure 4 also looks similar to Figure 3. As the β value 
increases, the error decreases, but when the β value becomes 
larger, the cluster center shifts to the higher density region. 
Although the candidate region where the cluster center can be 
located is a high density one, high density only is not enough to be 
a candidate for center. The β value with the smallest error for the 
data in Figure 2 was 0.0016. 

Table 1 summarizes the results of applying four objective 
functions to the data in Figure 2. The average error is the error 
averaged over 500 experiments using randomly generated data. 
For α and β, the values obtained in the previous experiments were 
used. 

Table 1: Clustering results with data having 3 clusters 

Method Objective Function Average Error 
FCM JFCM 3.3142 

FCM-CDI 
J1 2.8012 
J2 3.4021 

JFCM-CDI 2.6934 

In FCM-CDI, the first term to make the cluster centers far away 
and the second term to place the cluster center in a high density 
region are introduced. As can be seen from Table 1, FCM-CDI 
showed better results than FCM in data consisting of clusters with 
large difference in density. However, FCM-CDI showed a larger 
error than FCM when only the second term (α = 0) was used. This 
is because cluster centers were randomly initialized [14, 15]. When 
one randomly initialized cluster center is close to another, the two 
cluster centers tends to move to the same position due to the second 
term. Therefore, a larger average error was obtained when only the 
second term was used. However, when both terms were used, the 
best results were obtained among the four methods. In addition, as 
the comparison with respect to initialization methods is completely 
different from the topic covered in this paper, only random 
initialization is considered. 
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Figure 5 shows clustering results applying FCM and FCM-CDI 
to the data composed of four clusters. In the data, the upper right 
cluster has 400 data points and the remaining 3 clusters have 100 
data points. 

 
(c) FCM 

 
(d) FCM-CDI 

Figure 5: Clustering results with data having 4 clusters 

Table 2 summarizes the results of applying four objective 
functions to the data having four clusters as in Figure 5. As before, 
the average error is the error averaged over 500 experiments using 
randomly generated data. 

When there are four clusters, the randomly initialized cluster 
centers are more likely to be close to each other. Therefore, 
compared to FCM, the result with the second term only was much 
worse than that of the previous one. 

Table 2: Clustering results with data having 4 clusters 

Method Objective Function Average Error 
FCM JFCM 1.5130 

FCM-CDI 
J1 1.3012 
J2 1.7218 

JFCM-CDI 1.1026 

5. Conclusion 

In this paper, proposed is a new clustering method to reduce 
the deviation of a cluster center from the actual center due to the 
density difference. The proposed clustering method is based on the 
fact that the centers should be as far away as possible and that the 
cluster center should be located in a high density region. Two new 
terms reflecting these considerations are added to the objective 
function of FCM, which results in more convergence to real 
centers. 

It is true that the proposed method is robust against cluster 
density compared to FCM, but the existence of two constants α and 
β can be an obstacle to its application. Since the ground truth is 
known in this paper, the optimal value was found experimentally. 
However, since clustering is a kind of unsupervised learning, it is 
difficult to evaluate the performance by clustering itself and it 
should be indirectly evaluated by the performance of the whole 
system. Therefore, a method that can determine the optimal α and 
β according to the data given is needed and this is under study. In 
addition, cluster center initialization affects the performance as 
shown in the result, initialization method for the proposed method 
should be examined carefully, which is left as a future study. 
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technologies. The main idea is the dynamic synthesis of the complex functionality required 
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invocation details. A sample scenario of such dynamic orchestration is covered and 
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1. Introduction 

This paper is an extension of work originally presented at the 
2018 IEEE First International Conference on System Analysis & 
Intelligent Computing (SAIC) [1]. Since then the original research 
has been continued in the direction of development of service-
oriented e-Health application. This paper covers more details of 
dynamic service orchestration and how it can be applied to the e-
Health software design. 

2. Problem Overview 

Modern network applications widely use web service 
interaction to retrieve or update data. There may be a lot of 
interconnected services of different types (like SOAP or REST) 
interacting with each other and external third-party services, thus 
forming so called “service ecosystem”. The interaction of these 
services may be implemented in different ways (see Figure 1):  

• “Hard-coded” interaction: direct invocation of the service 
at specific URL is fixed in source code with all the 
invocation details. In this case even simple relocation of 
services to another URLs requires changing (and 
consequent recompiling, redeployment, retesting) of all 
dependent software modules (other web services, for 
instance). 

• Services could use service discovery mechanism by means 
of some registry (in its simplest case by using some “name 
server” to translate service name to concrete URL. UDDI 

registry is an advanced example). This makes it easier to 
modify and scale the service ecosystem, but services are 
still tightly coupled by data formats and interaction patterns. 

• Service choreography approach (e.g. “publisher-subscriber” 
model) could be implemented by means of some message 
broker. This event-driven service architecture consists of 
loosely coupled services that can be dynamically connected 
to each other through a subscription to different message 
types. 

• Service orchestration approach: all interactions are 
controlled by external orchestration software. In such 
system services could be truly agnostic to their 
environment while publishing only their interface 
description. 

It must be noted that in many real-life systems composed of 
hundreds of services all of these approaches may be implemented 
within a single service ecosystem (forming “heterogeneous” 
service ecosystem). 

In any case it is only skilled developer who is capable to 
organize the inter-service communication to bring some 
functionality to the system. It is almost never possible for the end 
users to create new functionality without skills and knowledge in 
programming. This problem is partly solved by so called 
“workflow management systems” (like scientific workflow 
systems [2] or engineering ones [3]). Most of service-oriented 
workflow systems typically rely on the orchestration approach. 
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Figure 1: Some existing service interaction patterns (client could be implemented 

as another service as well) 

2.1. Problem Definition 

This paper focuses on a slightly different issue: how to make it 
possible for both users and program agents to request and execute 
the desired functionality without any service-level knowledge 
(existence of specific services and their interfaces’ details)? In 
other words, dependencies between the clients and web services 
are forcing developers to update clients when service ecosystem 
changes. This costs time and extra QA efforts. We propose an 
approach that helps to avoid the update of the clients in case of 
changes in service ecosystem and thus makes it easier to maintain 
and improve the overall system.  

Instead of making calls to specific services, or even 
“constructing workflows of services”, software clients can issue 
“functionality requests” to some broker. While these requests can 
be fulfilled, the clients need no updates. The fulfilment of these 
requests could be organized using the orchestration approach, if 
there is no single service capable to provide the requested 
functionality. This is what we call here a “dynamic semantic-based 
orchestration”: the automatic synthesis of a service workflows to 
provide the requested functionality (including some goal and 
output data). One of the main benefits of the dynamic orchestration 
is that service clients and services themselves are not coupled in 
any way except the functionality semantics. There is no need to 
keep track of web service interface changes on each client, it’s only 
a knowledge base about services (which binds functionality 
semantics with service invocation details) that should be kept 
updated instead. 

3. Possible Application Scenarios 

There are a lot of application fields for dynamic semantic-
based orchestration. Some of them are listed below.   

Scientific and engineering workflows 

There are a lot of existing ‘Scientific workflow systems’ and 
many of them support invocation of the remote services (Taverna 
workflows [4], Apache Airavata [5] etc.). The main problem there 
is a high complexity of constructing the service workflows for non-
IT-domain specialists and scientists, because the workflow 
elements are bound to concrete services, their operations, and data 
formats. With the dynamic semantic-based orchestration the end 
users could just set the goals of the orchestration and receive the 
automatically built workflow. No need to deal with service-level 
details for the end users. 

Performance monitoring dashboards 

This feature can be implemented in medical (see further), 
scientific, engineering, industry production, financial and other 
domains. Given the ecosystem of services to fetch different 
parameters of the objects to monitor (patients’ health data, the 
status of lab equipment or industrial equipment etc.). User needs a 
tool that can be used to easily construct and customize the KPIs. 
Possible solution: a user describes the functionality he needs in 
terms of some knowledge base, and new dashboard indicator will 
get its values from the dynamically orchestrated services providing 
the functionality requested. 

Business analytics and data mining 

Same as previous kind of scenario but it also involves the 
services for mining new knowledge from existing data helping to 
improve existing business processes. These workflows are more 
complex, compute intensive and provide valuable information 
(insights). It is a service-oriented analytics solution for business 
enterprises of different scale. In [6] a workflow management 
system for ‘big data’ mining is described. But its workflows are 
still composed manually by the end user. 

Smart house and IoT 

The dynamic semantic-based service orchestration can be used 
in controlling IoT devices, e.g. as a part of smart house. For 
example, anyone in the smart house environment can easily add 
new automation scenario, e.g. to control lighting, climate or 
heating or water supply in a smart way, just by describing the 
desired functionality. In a similar way this approach can be applied, 
say, to control production processes on factories or for stock 
management. The PROtEUS++ [7] is a promising example of a 
specialized workflow engine for IoT tasks, and by the way it 
supports dynamic service discovery using the semantic service 
description. 

Workflows for e-Health 

Workflows for patient’s diagnostics and treatment (DTWf) 
could also be implemented with the help of automatic semantic-
based service orchestration. The DTWf typically can contain 
invocation of basic services for diagnostics (like service to check 
blood pressure, controlling blood pressure data received from 
devices or manually entered by the patient), services of patient’s 
health status prediction (based on the data provided by other 
services) and so on [8]. This application field will be mainly 
referred further as it is studied by authors in scope of 
implementation of the project of the mobile e-Health platform 
development. 
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4. Implementation 

The main idea of the proposed solution is to hide as much low-
level service interface specifics as possible from the client 
(functionality consumer), allowing the client to operate only with 
its goals and data. It is similar to how declarative programming 
languages (like SQL or SPARQL) differ from imperative ones: 
when working in a declarative style you need to specify what goal 
to reach but not how it should be reached. You actually don’t worry 
about implementation details. Ideally the client just declares the 
new computational goal (e.g. “to get specific output results from 
specific input data” etc.) without referencing particular services. 
He only operates with terms and facts from the knowledge base 
that can help him to express his goal. The rest process is automated 
by means of automatic service discovery and automated 
orchestration. 

The solution proposed is based on the following three main 
components (also implemented as services), as shown on Figure 2: 

• Service for execution (SE) of functionality requests, which 
serves as a kind of broker and the single point of access for 
clients. It does not only find some concrete web services 
able to fulfil the client’s request, but also is responsible for 
execution of any service operations and results provision. 
In other words, clients don’t ask SE to find some services, 
they ask to do some actions, provide input data and wait for 
output. In order to fulfill client’s request SE communicates 
with other two components. 

• Service registry (SR). This service searches for available 
services that could provide the requested functionality 
(according to registered service’s semantic annotations). In 
fact, it is an interface to the knowledge base containing 
facts about services and their functions. The second 
mission of SR is to find the possible service orchestration 
scenario if no single service matches the requested 
functionality. Then this scenario is passed to the Service 
orchestrator. 

• Service orchestrator (SO). This service is responsible for 
execution of service workflows, created by SR. Workflows 
actually can consist either of a single service, or describe 
the orchestration scenario involving multiple services. This 
service complies with a SaaS model: new workflows can 
be deployed in a cloud infrastructure and can be interacted 
via the REST interface (invoked, queried about status and 
results, canceled, disposed etc.).  It should be noted that 
today there are a lot of orchestration tools available. The 
orchestrator engine is a core part of SO and it can be 
implemented on top of many of existing tools, for example: 
BPEL engine, Taverna Workflows, Netflix Conductor (a 
microservices orchestration engine). 

4.1. Service Registry and Knowledge Base 

The SR has an extended functionality compared to UDDI 
registries. Instead of binding to standard fields and database 
schema, it is based on flexible knowledge base. Administrator-
level users can add new facts or modify existing facts about 
services registered and extend the ontology with new classes. The 
SR can be queried about services in a similar way like Triple stores 
are queried with SPARQL queries. But the functionality of SR is 

not limited by simple querying the triple store. It includes the 
matchmaking logic helping to construct the complex service 
workflow according to the goals set and inputs provided. To do 
this the SR should contain the formalized knowledge on web 
service interaction details (protocols, procedures, interfaces), and 
the knowledge on basic data formats used and how to extract and 
transform the data from them (xml, JSON, CSV etc.). That’s why 
the knowledge base should consist of domain ontology (to set 
goals, to describe services functionality and operations, inputs and 
outputs), service ontology (to allow automatic invocation, see 
Figure 3), and data formats ontology (to allow automatic data flow 
building).  

 
Figure 2: Main components of the proposed solution 

 
Figure 3: Service ontology (fragment) 

4.2. Service Matchmaking 

Existing standard solutions in service registration like UDDI 
are not enough for advanced semantic search. Instead it is proposed 
to rely on service ontologies, similar to OWL-S ontology [9], 
which will give more relevant results. Service matching can be 
done using the semantic proximity of the service ontology 
elements (from registry knowledge base and those from the 
“request for functionality” query) [10]. In order to compare these 
ontology elements, the following elementary proximity 
estimations are needed to be computed: proximity of classes, 
proximity of classes and instances, proximity of instances, 
proximity of predicates. Some service A can be called ‘relevant’ to 
some search query R only in case the proximity estimate is higher 
than some threshold value MT (see further). 

Another aspect is to choose what information should be 
included into comparison. It is proposed to use the following 
information categories: C (context), IOPE (inputs, outputs, 
preconditions, effects) and QoS. 

The context C form search query can be formally defined as 
any information that could implicitly and explicitly impact the 
query generation by user (it can be profile-oriented, history-
oriented, process-oriented, other context). An explicit context is 
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directly provided by user, while implicit one is that being gathered 
by any automated tool. 

The service functionality can be matched by use of IOPE 
attributes. The hasInput, hasOutput, hasPrecondition and 
hasEffects query attributes (R) are matched against the 
corresponding ones from each service’s description (A). Matching 
can be estimated as a one of following outcomes: “exact match”, 
“plug-in” match when R is a subclass of A, “subsume” when R and 
A have common partial match, “failure” is A and R have nothing 
common. 

QoS attributes include service price, performance, reliability, 
stability, scalability, security etc. The total match level estimation 
combines those estimations mentioned above: 

M(R, A) = KC MC + KI MI + KO MO + KP MP + KE ME + 

+ KQoS MQoS > MT 

If we group IOPE and C requirements as functional 
requirements (FR) and QoS we refer to as non-functional 
requirements (NFR), and if we use mismatch-level (or level of 
matching error) as an indicator of matching failure (for practical 
reasons: to be able to use mismatch penalties instead of proximity 
estimations), then we’ll have the following general matching error 
function: 

E(R, A) = KFR EFR + KNFR ENFR < ET 

Both measures M and E could be used combined. First, we look 
for the single service with the highest M(R,A). If M(R,A) > MT 
then we accept it as a service providing requested functionality. If 
M(R,A) < MT then we need to compose a workflow of services 
with less possible E(R,A) < ET. In order to estimate E for a 
workflow of services {A} we can use this general approach:  

E(R, {A}) = KFR EFR* + KNFR ENFR*, 

where * marks summary values for a workflow, for instance, 
internal inputs and outputs that are connecting services are 
excluded from error estimation. 

During the practical implementation of a e-Health product with 
less than hundreds of service operations and without third-party 
services we found it sufficient to consider only IOE requirements 
(E for effects in form of functionality requested), without NFR. So, 
we used the following brief construct for the functionality request: 

R = (F, {I}, {O}), 

where F (function) – action to perform, I (input) – available 
inputs specification, O (output) – requested outputs specification. 
In a practical implementation we used JSON format, flexible 
enough to express complex I and O descriptions (see Figure 4). 
Here is a simple example of request to SE to get user name by ID: 

{   
   "operation":"get", 
   "input":[   
      {   
         "name":"user", 
         "properties":[   
            {   
               "name":"id", 
               "value":"user001" 

            } 
         ] 
      } 
   ], 
   "output":[   
      {   
         "name":"user", 
         "properties":[   
            {   
               "name":"firstname" 
            }, 
            {   
               "name":"lastname" 
            } 
         ] 
      } 
   ] 
} 
 

 
Figure 4: Inputs and outputs specification format 

4.3. e-Health Application 

The are many research papers studying the use of service-
oriented architecture for medical software [11,12], and some of 
them mention service orchestration as a part of medical software, 
but this paper focuses on slightly different things, related to 
orchestration mechanism itself. 

Workflow composition or, in other words, automatic semantic-
based orchestration scenario synthesis, makes is easier to extend 
existing functionality of the system. It could be possible to get this 
new functionality even without development of new services: 
when the new functionality request could be satisfied with an 
orchestration scenario involving existing services. Before 
describing an example of such scenario, let us briefly describe the 
e-Health application that uses the proposed approach. 

The e-Health application we develop is a system providing a 
virtual office for doctors and patients as an online point of their 
communication. It is useful in conditions when the nearest medical 
center is far from patient’s home. In this situation the initial 
diagnostics can start online, and in many cases, it could be enough 
to help patient without real-life visit to the hospital. Also, the 
virtual doctor’s office remembers all the patient treatment history 
and can provide some intelligent tool helpful for doctors and 
patients, like prediction of the crisis state of patients’ health based 
on ordinary indicators like blood pressure, glucose level or 
complains about pain. This is an example of extended functionality 
that can be built by re-using the existing functions. The general 
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architecture blocks of this e-Heath application are presented on 
Figure 5. 

 
Figure 5: Virtual doctor’s office using the dynamic semantic-based 

orchestration 

Most of the office’s functionality is not implemented just by 
back-end logic querying the database. There is a separate layer 
called “applied services” which is actually an API to do everything 
on patient’s record. Conversations with doctors, diagnoses, 
treatment prescriptions, health indicators, reports – all of this is 
implemented with atomic REST services (we can call them 
microservices). The back-end logic’s responsibility is to serve 
front-ends’ requests and gather all necessary data for displaying to 
the user. Any call to operate patient’s data is made as a 
“functionality request” with function, inputs and outputs provided 
to SE. This way we can truly separate back-end development and 
microservice API development, and only need to reflect important 
changes in a knowledge base of SR. 

4.4. Service Workflow Composition Example 

One of the examples where the dynamic orchestration takes 
place is the prediction of diabetes, heart problems and so on based 
on the last entered health indicators. This prediction is just a hint 
for the doctor and should only attract his attention to some possible 
problems (by displaying a warning), so there was no need to 
achieve very high accuracy of prediction. To develop such 
“intelligent” hint test datasets were analyzed, prepared and used 
for neural network training. This ended up as a separate service 
with one single output (binary warning flag) and a number of 
inputs (like weight, insulin and glucose level and much more) 
developed by separate team with machine learning background. In 
order to get the diabetes warning flag, the back-end developers just 
made a simple request: “given patient’s ID and current date, run 
diabetes prediction and return warning flag”. At the same time the 
SR’s knowledge base contains information about inputs and 
outputs of all services, including the diabetes predictor. 

Let’s take a look at the process of execution of that request 
mentioned above. After JSON describing this request is accepted 
and parsed by SR, the SR itself starts to search for single service 
capable to satisfy the request. It founds the service operation with 
function briefly described like “Diabetes prediction”. But this 
service operation has a lot of inputs, despite it has the output and 
function matching the request. So, no single service is found, and 
SR tries to build the workflow. It finds a lot of combinations of 
atomic services, but the best one (according to matching error 
penalties) is presented on Figure 6. It is executed, and the result is 
returned to the back-end caller (the client).  

The Figures 7 and 8 shows two screens of a mobile client 
developed using the described diabetes prediction workflow to 
display a warning icon (the application’s language is Ukrainian). 
The first screen is a menu screen for a doctor with a following 
action on a selected patient: indicators, chat, log, complains, 
diagnosis, treatment. The second screen shows some sample 
conversation between a doctor and his patient in a chat mode. 

When a doctor selects someone of his patients, the diabetes 
prediction workflow is called, and the client displays or hides the 
warning icon (a circle with Ukrainian letter “D” inside) at the top 
of the screen related to that patient (seen on both screens on Figures 
7 and 8). In a similar way any other predictor (e.g. for heart 
problems) is called via the dynamic semantic-based orchestration.  

4.5. Evaluation of Results 

The performance penalties for this sophisticated process of 
services invocation (compared with direct REST services calls) 
could be estimated through the workflow execution time Texec : 

Texec = TM +  TV + TWF + TS 

 where TM is a matchmaking time, TWF is a workflow execution 
related overhead (depends on workflow execution engine speed), 
TS is a total time for the execution of the longest sequence of 
service invocations in a flow (web services execution time). There 
is also TV which is a validation time of the composed workflow. 
Currently we don’t use any validation technique, and fully rely on 
the consistency of the knowledge base during the automated 
workflow synthesis (TV = 0). But there is a risk of the incorrect 
behavior of the composed workflows (like infinite loops) even if 
they were constructed without any inconsistency with the 
knowledge base, so we need formal modeling techniques. Petri 
nets [13] and process calculus [14] could be successfully used to 
model web service workflows and related tools will be further 
integrated to the system to improve its reliability.  

 
Figure 6: Diabetes prediction workflow (inputs and output are marked bold) 
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When comparing hard-coded scenario execution (Texec’ =  TS) 
with dynamic orchestration Texec, the dynamic and flexible 
approach lasts longer by Texec - Texec’ = TM + TWF, which was 3 to 
5 seconds in case of small service registry (about 30 service 
operations) we used for diabetes prediction scenario. It should be 
noted that this time is seriously affected by the knowledge base 
facts quantity and quality (seriously impacts TM).   

 In order to avoid same process of workflow synthesis each time 
a doctor needs a hint, the resulting workflow is cached in SR’s 
knowledge base. The overhead is minimal and almost equal to 
(TWF + TS) because in this case Texec’’ = TC + TWF + TS, where TC is 
a cache search time and TC << TM). But in case of any changes in 
the knowledge base the cache should be cleared. This is a trade-off 
we get instead of updating the clients: the knowledge base update 
leads to reasoning on the updated facts and repeating the service 
matchmaking again from scratch. But found these knowledge base 
related activities less time-consuming then updating, redeploying 
and QA of all client applications.   

 

Figure 7: A ‘patient menu’ sample screen of the mobile e-Health application 
with diabetes warning icon at the top. 

 

Figure 8: Chat screen of the mobile e-Health application, with diabetes 
warning icon at the top. 

5. Conclusions and Future Work 

 This paper presented a description of a software architectural 
approach that aims to bring more flexibility to service-oriented 
systems and make service dependencies weaker. The main idea is 
to provide additional “abstract request layer” to the well-known 
service orchestration mechanism. The abstract request for 
functionality is being matched with the knowledge base of 
available web services to perform actual calculations. 

 The approach described has been successfully applied to the e-
Health system, and it gives promising results for this application 
field, since e-Health applications typically have a lot of functions 
and data sources that could be accesses with the web service 
interfaces.  

 In our opinion this approach has the following benefits not only 
for e-Health domain but for other application fields as well: 

• Service clients and web services are fully separated and 
could be developed independently by the teams of 
different development tools and background. The only 
dependency is the knowledge base (and service registry 
that uses it). Service ecosystem can be easily updated 
without changes to its clients. Only the knowledge base 
needs to be updated. 

• It is possible to develop the UI for users to allow them 
easily construct the functionality requests and thus extend 
the functionality without help from software developers. 
This is one direction for our future work. It includes the 
development of workbench where users can test their 
requests and development of UI editor to control the 
displaying of requested results. 

• In case of small service registries, the matchmaking 
process and workflow synthesis will not harm 
performance. This is true in case of avoiding usage of some 
existing heavyweight tools for orchestration like BPEL 
engines as the core for service orchestrator.  The problem 
is that these tools like BPEL engines were basically 
designed for static workflows, not dynamic ones. 

   Of course, this vision has its drawbacks: 

• The e-Health software must be very robust. But it has to be 
noted that the absence of hard-coded reference to concrete 
services there is a non-zero probability that SR will find 
wrong services or does not find anything thus producing 
wrong results returned by SE. From this point of view the 
only way in assuring the correct behavior is continuous 
testing of functions used by clients. When client gets 
updated with new functionality request call, this call 
should be added to the test plan. The improvements in QA 
of the solution presented are planned for our further work. 
At the same time formal models like Petri nets or process 
calculus can help to test the behavior of the dynamically 
generated workflows automatically. 

• Another option to make sure correct services are matched 
to a request is to make only strict logical assertions by SR. 
No partial matching possible, service or workflow is either 
matching the request or not. In this case the clients will 

Diabetes warning icon is on 
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need to use only strict request constructs and only correct 
ontology terms it their requests, thus making the new 
programming language to express the functionality 
requests. This will make it harder to add the new requests 
and make them work by end users and even programmers. 

• In case of large registries of services, the matchmaking 
process could be time-consuming, since a lot of services 
could be “paired” according to their inputs and outputs and 
their functionality. So this solution will not work as 
expected in a system with hundreds of service operations 
and third-party services. And there will be problems if 
there are too many fine-grained microservices in the 
ecosystem even if it does not include external third-party 
services. In this case the matchmaking process should be 
restricted of simplified since e-Health software should 
operate without lags. 

• Another problematic issue is the correct management of 
the knowledge base. Each time a new service is developed 
and should be registered in the system, there are a lot of 
work to do in the knowledge base. In fact, the knowledge 
base is the most important component of such system and 
requires very accurate updates, permanent logging of 
changes and intensive QA. Together with service registry 
it forms the fragile bottleneck of the system. 

• Such complex interaction patterns could bring additional 
problems in security and data privacy. This is very 
important for e-Health applications working with personal 
medical data. But this aspect is out of scope of this paper.  

Other possible directions for the future work are: research on 
the specifics of orchestrating services that control IoT devices and 
moving orchestrator service to the cloud infrastructure. 
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1. Introduction  

This paper is an extension of work originally presented in 
Eleventh International Conference "Management of large-scale 
system development" (MLSD 2018, IEEE Russian section) [1] . 

In  the scientific literature  the nominal and real exchange rate 
models are widely represented in conditions of  the dynamic 
general equilibrium (DSGE-models), the founders of which is the 
model Obstfeld-Rogoff [2] of monopolistic competition of two 
open economies. At the same time, the previous approaches to 
fundamental factors modeling were developed by Mussa [3] and 
Dornbush [4] in conditions of  both the monetarist and Keynesian 
approaches.  

Many  authors emphasizes the effectiveness of fundamental 
factors models of nominal and real exchange rates (e.g., [5]). 

Conditions  for the existence of the equilibrium rates were 
allocated in 1945 by R. Nurkse [6], which paid considerable 
attention to the balance of payments equilibrium, the lack of 
restrictions on export-import operations and capital flows and 
internal stability of the economy.  

However, from the standpoint of structural modeling, the 
known models of economic theory cannot provide adequate results 
for assessing of the equilibrium real or nominal rates level. In  a 
significant majority the exchange rates are not expressed in terms 
of the equilibrium of the financial market, but in terms of the 

theory of purchasing power parity (PPP).  Structurally, the 
exchange rate analysis is limited by the current balance. Herewith, 
it should be emphasized the role of the exchange rates in the 
process of regulating the external balances and the role of the 
indicator of competitive advantages in foreign trade flows. 

To solve these problems, we propose to use the author's 
approach, based on the principles of the international flows 
equilibrium exchange rate (IFEER) modeling [1, 7].  

2.   Conceptual Bases of Modeling 

It  should be noted, that in this article we develop the  IFEER-
approach and the new equilibrium exchange rate model will be 
presented as a result.  

Initially, we suppose that the world consists of two equal rights 
open economies and international trade flows take into account the 
trading competitive position of these countries. In this context, 
international trading bilateral competitive position is determined 
by the real exchange rate. It  should be noted here, that approach 
"small open economy - the rest of thе world" under  IFEER-
concept was used by the author in modeling of the Russian ruble 
exchange rate (e.g., [7]). 

We consider all real market transactions at  nominal exchange 
rates , (1, )ie i L∈ on the domestic currency market that occurred 
in a certain period of time. 
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Then iii RDe ,,  in i-th transaction are: the bilateral nominal 
exchange rate, the amount in the determined foreign currency and 
the amount in the national currency respectively.  

In  this context, these variables are linked by ratios: 

iii RDe = ,   and therefore, iii DRe /= . 

So, we define the synthetic value of the bilateral nominal 
exchange rate in conditions of varying degrees of free floating for 
the certain period as the sum of exchange rates, weighted by 
amounts in determined foreign currencies: 

1

1

L
i

iL
i

j
j

De e
D=

=

≡ ×∑
∑

,   (1) 

Using the definition of the exchange rate in i-th transaction, we 
get from (1):  
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Next, on a conceptual level, we can disaggregate balance of 
payments flows: 
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where tI  - the demand in the national currency on imports,  

tE  - the supply in the foreign currency from exports,  

tK +  -  the capital inflows in the foreign currency, 

 tK − - capital outflows in the national currency. 

 This formula takes into account such important components as 
export revenue, demand for imports, demand for foreign assets and 
so on. 

Therefore,we are developing two-period model in the 
dynamics in times t and t-1.  

Herewith, at time t  value of the functions of export-import 
operations and capital flows will be directly determined by the 
international competitive position represented by the real exchange 
rate at the time t-1:  

*
1

1 1
1

R t
t t

t

Pe e P
−

− −
−

= ,                         (4) 

where  *
1tP− - the exernal prices index,  

tP  - the internal prices index.  

For the model verification the price indices can be represented 
by  consumer prices index (CPI), GDP-deflator and so on. 

In  the analysis of exchange rates, many authors (e.g., М. 
Bahmani-Oskoee and G. Goswami [8])  determine the terms of 
trade, reflecting the effectiveness of export-import operations in 
world trade, as one of the determining factors of the dynamics.   

For  example, F. Caramazza [9]  explored the expectations of 
investors of German mark against French franc dynamics – one of 
the main cross-rates in the world at that time. He  explained the 
change in parity by largely fundamental macro-variables, 
including terms of trade and relative inflation differential. L. 
Bartolini [10]  similarly revealed the relationship between market 
expectations of devaluation and CPI-indicator of trading 
international advantages. 

In the author's model of the ruble exchange rate  [11], the use 
of trade terms by micro-agents as the main determinant of foreign 
trade operations is proved and justified on the statistical series of 
import and export of Russia. However, they are expressed in 
adjusted nominal exchange rates at price levels, including actual 
export prices. 

3. Exchange Rate Modeling: Medium-Term Equilibrium 
Dynamics 

In  the domestic foreign exchange market at time t export 
earnings as part Ek of the average real gross domestic output 

1
1 1

1( )
x

x x
t tQ Q δ+ +

−  in foreign prices ∗
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of producers-exporters and the state of international trade 
conditions 1

R
te − at time t-1: 
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where   ,Ek const=   

tQ - real gross domestic output.  

In a function (5) 
δ)( 111

1
+−+ x
x

txtE QQk  says, that the 
produced exports are part of averaged real gross domestic output 
(e.g., real GDP).  

Due to the stability tQ , the averaging method does not give a 
significant contribution to the fluctuations of the functional 
dependence (5).  

The parameter z is the response to change in international 
trading position and the index x is associated with indexes z and y 
in the functions (5) and (6):  x=(z-y).  

In a functional dependence (5) the parameter δ  reflects the 
fact that the growth rate of export exceeds the growth of gross 
domestic product because of a limitation of domestic demand: 

1≥δ . 

In the framework of the simulation because of equal rights and 
symmetry of flows the export of a country is an import of 
counterparty.  

By  analogy with a functional dependence (5):  
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where constkI = .  

The parameter у also is the response to change in real 
international trading position. 

So, using the formula (4) and ∗=
t

t ee 1 , functional 

dependency (6) can be rewritten 
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. 
As can be seen from formula (3), capital flows and export-

import operations  directly affect the exchange rate dynamics.  

It should be noted that many well-known models of economic 
theory have serious difficulties with formalizing of the impact of 
capital flows on the exchange rates. However, within the 
framework of the proposed IFEER-concept, we can directly 
determine these functional dependencies.  

At  the same time, the mechanism of formation of functional 
dependencies of capital flows is very similar to the mechanisms of 
formation of export-import operations regarding the chosen factor 
system. More  details can be found in the author's work [1]. For 
example, at time t we suppose that non-residents buy part of the 
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where constkK =+ , 0≥θ . 

Capital inflows are capital outflows of its counterparty: 

yR
t

x
x

t
x

tKtt eQQkPK −
−

+∗
−

+∗+∗
−= )*()( 1

1
1

1
1

ρ ,         (8) 

 where constkK =− . 

We can rewrite a functional dependence (8): 
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Let’s substitute dependences (5) - (8) in (3):  
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Further, it can be rewritten as:  
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So after regrouping we get: 
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After  intertemporary separation of the fundamental economic 
variables in formula (10): 

1 1 .t x x
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And  after the designation 1+=′ x
θθ   and 1+=′ x

θρ for 
convenience, we get:  
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( ( ), ( ), ( ), *( )) .t
t t t
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4. Setting the Model Parameters and Verification  

The starting point of the study of the medium-term exchange 
rate dynamics should be characterized by stability, both internal 
and external economic situation. More  details can be found in the 
author's work [1]. 

We  suggest that setting of the parameters ρ′  and θ ′can use 
the least squares method with a normalized differences of the 
nominal theoretical  ( , )te θ ρ  and nominal market exchange rates 
under constraints 0ρ′ ≥  and 0θ ′ ≥ :  

( , ) (nominal)( )
(nominal)

t t
t

t

e eND e
e

θ ρ −
= .         (12) 

At the starting point of the selected period it must be put: 
P(start)=1, Q(start)=1, P*(start)=1, Q*(start)=1. Coefficient  k 
must be equal to the nominal market exchange rate at the starting 
point. 

 Next, the sum of normalized squared deviations (12)  
minimizes: 

( )










≥′
≥′
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0
0

)(min 2

,

ρ
θ

ρθ t
teND

 .                      (13) 

In order to verify the model, it is advisable to consider the 
results in the context of the known results of economic theory of 
determination of the exchange rates. 

For  these intentions, let us rewrite formula (11) in logarithms: 

log log ( ) ' log 'log
log ( ) ' '

t t t t t

t t t t

e k Q Q
k q q

π π ρ θ

π π ρ θ

∗ ∗

∗ ∗

= + − + − =

= + − + −
.  (14) 

Using the I.Fischer equation PQ=MV, where M is the money 
supply, V is the velocity of money, we present this in logarithms: 

qvm −+=π . 

Assuming in the medium term the rate of the velocity of money 
is constant and substituting (14) symmetrically for both countries, 
we obtain (with  loga k const= = ) 

 

log log (
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( ) ( ' 1) ( ' 1)
( ) '' '' .

t t t

t t t t

t t t t

t t t t

e k m v q
m v q q q

a m m q q
a m m q q

ρ θ

ρ θ

ρ θ

∗ ∗ ∗ ∗

∗ ∗

∗ ∗

= + + − −

− + − + − =

= + − + + − + =

= + − + −

  (15)  

Verification  of dependencies of a similar type (15), having the 
same system of fundamental macroeconomic factors, has been 
successful within the framework of verification of the monetary 
model. Of  the works on this topic it should be noted econometric 
studies of models of fundamental determinants of B. R. Clarida et 

al. [12], J. Cheung, M. Chinn, and A. Pascual [13], I. Chowdhury 
[14]. 

It is also interesting to consider predictive abilities of 
dependencies of a similar type. One of the most famous is the study 
of J. Chen and N. Mark [15]. The  forecasts for the formula of type 
(15) at '''' θρ =  on different time horizons  gave a significantly 
better result than in accordance with a random walk. And it was in 
the medium and long term.  

5. Results and Conclusion 

Exogenous variables are the total products Q and Q* and the 
levels of external and internal prices P*, P in the countries of the 
bilateral exchange rate in this model. Other  basic intermediate 
determinants, such as export-import operations, capital flows, the 
terms of trade in the modelling process have been eliminated. 

It  should be noted here, that  author’s IFEER-concept of 
Equilibrium Exchange Rate (EER) correlates with the widely 
known economical concepts: behavioural EER (BEER) [16, 17] 
and fundamental  EER (FEER) [18].  

Using national consumer price and real domestic product 
indices and oil prices, the main research formula (11) was applied 
by the author to the study of the dynamics of the Russian ruble 
against the US dollar in the period 2013-2015. The results of 
econometric verification showed a very high quality of the model. 

Thus, we can state the high practicality of models of 
fundamental determinants in relation to different currency pairs, 
based on both "real" (Russian ruble, US dollar, Canadian dollar, 
etc.) and "past" (German mark, French franc) currencies. 
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With the advancement in the field of Internet-of-Things (IoT), event monitor-
ing applications have rapidly evolved from a simple event data acquisition
towards predictive event analytics involving multi-sensory data aggregation
in a distributed environment. Existing event monitoring schemes are mainly
relying on inefficient centralized processing mechanism, which may lead to
the common single-point of failure for the entire system. In addition, there is
no proper method for verifying the event data generated by the monitoring
system. In this paper, we present a distributed event monitoring scheme
using a Hierarchical Graph Neuron (HGN) distributed pattern recognition
algorithm. HGN is a single-cycle learning graph-based recognition scheme
that is modelled for in-network deployment. In this work, event data re-
trieved from multi-sensory IoT devices within a distributed event monitoring
network is converted into pattern. To address the event data verification
problem, we integrate our proposed scheme with blockchain technology.
Combining this IoT event monitoring capabilities with blockchain-based
data storage and verification could leads towards a scalable event detection
and monitoring model for large-scale network. The results obtained from
our simulation shows that the proposed scheme offers high event detection
accuracy and capable of minimizing the event storage requirements on
blockchain network.

1 Introduction
Since a decade ago, Internet-of-Things (IoT) has been exten-
sively explored as a common platform for event monitoring.
In industrial manufacturing applications, IoT plays an im-
portant role in monitoring and controlling processes. The
monitoring systems designed for such applications require
seamless interoperability between heterogeneous distributed
IoT sensor devices and processing nodes, as well as an ability
to analyze different types of sensor data.

The importance of such systematic interoperability may
be conceptualized through an industrial scenario, wherein
the plant maintenance is automatically scheduled by coordi-
nating and synchronizing different sub-systems including dis-
tributed engineering, control, and maintenance sub-systems.
Once a maintenance event is detected, the system can directly
generate suitable downstream process controls, computed
according to the applications requirements as to generate a
correct response within the entire system.

A conventional way of performing event detection and

monitoring usually involves a set of interconnected sensor de-
vices that are linked to a centralized processing node (sink).
These sensor devices made up the IoT infrastructure, en-
abling data acquisition process. With this method of imple-
mentation, common issues are related to communication and
processing latency. Edge computing [1] is a form of comput-
ing model that enables data acquisition and processing to be
performed within the close proximity of IoT devices.

Event monitoring involving critical applications such
as environmental and disaster monitoring usually requires
spatio-temporal data analysis for detecting unusual events or
incidents. Machine learning and neural network algorithms
are commonly being applied for such use cases. Neverthe-
less, these approaches involve complex computational pro-
cedures to be performed on resource-abundant processing
nodes. In the context of large-scale and highly distributed
IoT network, these approaches may not be suitable due to the
resource-constrained specification of most IoT devices. Fur-
thermore, massive data transmission may occur between the
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sensor nodes and the processing node, due to large volume
of data to be processed continuously.

A number of approaches have been carried out to enable
complex machine learning and neural network algorithms
to perform in a fully-distributed manner. However, most
of the existing schemes suffer from the tightly-coupled pro-
cessing mechanism in detecting and classifying event/non-
event. Distributed algorithms that implement a graph-based
approach show a promising way towards achieving purely-
distributed processing mechanism.

Graph Neuron (GN) [2] is a distributed pattern recog-
nition algorithm that follows the principles of graph the-
ory with (vertex, edge) representation. GN algorithm has
been implemented in several different case studies, including
event recognition in wireless sensor networks (WSNs). GN
performs a single-cycle in-network processing in its learning
mechanism. As such, this improves its scalability against
other graph-based pattern recognition schemes.

This paper is an extension of work originally presented in
ICIAS 2018 [3]. In this paper, we extend our proposed idea
on integrating a distributed pattern recognition algorithm and
blockchain technology for event monitoring in IoT network.
GN-based algorithm known as Hierarchical Graph Neuron
(HGN) [4] is chosen as the distributed pattern recognition
algorithm to be incorporated in the proposed IoT-blockchain
infrastructure, enabling event detection and monitoring to
be performed in a distributed manner, close to the event data
acquisition point. Integrating blockchain network and IoT in-
frastructure allows the event signal or data from IoT devices
to be stored and verified by blockchain nodes in the form
of transaction using the distributed ledger mechanism. This
approach provides a way to collect and preserve significant
series of events that were captured and monitored by the
IoT devices. Within this infrastructure, distributed pattern
recognition could be implemented by identifying patterns of
multiple sensor activation on IoT devices, and thus allowing
complete transactions of event data to be recorded within the
blockchain network.

The outline of this paper is as follows: Section 2 provides
an overview on the current approaches towards distributed
event monitoring. Section 3 focuses on the Graph Neuron
(GN) based approach for event detection in a distributed envi-
ronment. The model for integrated IoT-Blockchain platform
for event monitoring is presented in Section 4. The proposed
IoT-blockchain scheme with distributed pattern recognition
for event monitoring is presented in Section 5. This section
also includes description of the simulation works that have
been performed. Finally, Section 6 concludes the paper.

2 Distributed Event Monitoring
A typical setup for distributed event monitoring network is
shown in Figure 1. In this model, each IoT device act as an
observer, which observe a stream of events. These obser-
vations would then be used for analysis involving either a
simple function as collecting the number of observations or
other complex computations such as identifying anomalies
in the input distributions. Such computations usually being
carried out by the coordinator node, who is overseeing the
entire observations within the network.

Figure 1: Distributed event monitoring setup with series of IoT devices as
observers and processing node as coordinator.

There are a number of related works that demonstrate the
distributed event monitoring activities carried out in different
kinds of applications. These include the work by Wu et al.
[5] and Ahmad Jan et al. [6].

In the survey conducted by Cormode [7], there are two
approaches in deriving useful computations for the obser-
vations obtained from the sensor/IoT network. The first
approach involves all the observers to simply send all the
observations to a single and centralized coordinator. A draw-
back of such approach is such that it burdens the communi-
cation network between the coordinator and the observers.
A second approach implements a periodic polling, in which
at a particular time interval, the coordinator polls each ob-
server for information on the observations and collates this
information to get a snapshot of the current status since the
last poll. A limitation of this approach is that it does not
fit well, when considering event analysis using a non-linear
computational model as in the continuous event monitoring
applications.

The current centralized event monitoring systems that
implement such coordinator-observer model can be seen in
the works recorded by Ahmad Jan et al. [6] usually suf-
fer from several limitations. Firstly, centralized event data
processing can lead towards single-point of failure whereby
failure of centralized node basically fails the entire event
monitoring activity. Secondly, magnitude of data transmis-
sion to a central repository would be significantly increased
as a result of massive number of IoT devices connected. This
phenomena creates a connection gridlock from IoT devices
to the centralized server.

Apart from the coordinator-observer model, other
scheme such as presented by Basirat and Khan [8] utilizes
the in-network processing capabilities that enable each IoT
device to perform computation on observations within the
body of the network, without relying on a centralized data
processing node. With the in-network processing model,
each IoT node is responsible for collecting the observations,
as well as performing data aggregation. Analysis is carried
out within the collaborative effort by each node, in exchang-
ing critical information obtained from the observations.

Event monitoring with pattern recognition approach is
widely applied in different application fields such as health
informatics, manufacturing automation, and structural mon-
itoring. Distributed pattern recognition algorithms such as
Graph Neuron (GN) [9] and Vector Symbolic Architecture
(VSA) [10] offer better schemes towards improved event
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monitoring capability that runs on a distributed processing
environment.

The proposed Graph Neuron (GN) based approach for
event monitoring utilizes the in-network processing model
that enables event identification to be conducted within the
body of the network, rather than complex analysis and com-
putations being performed at the processing node (coordi-
nator). Discussion on how GN implements such processing
model will be discussed in the next section.

3 GN-Based Approach for Event
Monitoring

Graph Neuron (GN) is a single-cycle learning distributed
pattern recognition algorithm that utilizes the in-network
processing model [11]. The main characteristic of any dis-
tributed pattern recognition is such that it requires recogni-
tion of patterns to be implemented in a decentralized manner.
Graph Neuron with similar feature, has been designed for
fully-decentralized event detection scheme.

GN algorithm utilizes the graph-like pattern representa-
tion with each element of the pattern is represented with a
(value, position) format. A variation of GN algorithm with
hierarchical structure, known as Hierarchical Graph Neuron
(HGN) was later developed by Nasution and Khan [4] that
eliminates the crosstalk issue in GN implementation. In this
paper, we present our proposed approach of utilizing HGN
algorithm for distributed event monitoring on multi-sensor
IoT devices.

3.1 Hierarchical Graph Neuron (HGN)
Hierarchical Graph Neuron (HGN) algorithm extends the
functionality of Graph Neuron (GN) algorithm by increasing
the pattern matching accuracy for highly-distorted patterns.
HGN has been proven to eliminate the crosstalk issue found
in GN implementation. The neuron firing in GN relies on
the comparative function between stored and input elements
on each neuron, which is called bias entry. These entries
composed of (value, position) pairs that represent pattern
elements. The approach is completely different from con-
ventional neural network schemes whereby firing of neuron
is based upon weight adjustment and calibration. Figure 2
shows a typical HGN network composition.

Figure 2: HGN network composition in a pyramid-like formation. Each neu-
ron at the base layer corresponds to each input element within the sensory
domain.

As shown in the figure, neurons composition in HGN
network are arranged in a pyramid-like structure with base
layer neurons act as input neurons to the network.

3.2 HGN Learning Mechanism

The neurons composition in each HGN network, nhgn is
represented by the following equation:

nhgn =

(
p + 1

2

)2

(1)

Where p represents the number of input elements within
the sensory input domain.

Following the graph-based structure, each neuron in
HGN network composition forms a vertex that contains pat-
tern element information (value or identification (ID)) while
the adjacent inter-neuron communication is represented by
the edge of a graph.

The HGN learning mechanism involves finding matched
indices between input and stored patterns. In performing
this comparison, each neuron compares its input pattern with
the inputs obtained from its adjacent neurons. Adjacency
information for each neuron is represented using the (left,
right) formation. This adjacency information is known as
bias entry and each neuron maintains an array of such entries.
Each neurons bias array only stores the unique adjacency
information derived from the input patterns. The pattern
storage process involving N bias array sizes is represented
in the following equation:

EB = (〈x, y〉; x ∈ N, y ∈ N) (2)

Where EB, comprises the sets of two-element ordered
pair respectively, while x and y are the inputs within each en-
try. EB can also be formed as one- or three-element ordered
pair, depending upon the neuron location within the HGN
hierarchical structure.

In retrieving matched bias entry, a linear search method
is used on the adjacency information obtained for a given
input pattern within each neuron through the bias array com-
position. The bias array entry is unique. Thus, the following
equation shows a function to estimate the required number
of comparisons for each input entry Ci, given nbEnt number
of bias entries in the array and r number of occurrences for
each entry:

Ci =
nbEnt + 1

r + 1
(3)

In principle, HGN implements a single-cycle learning
for recognizing patterns, through implementation of a graph-
matching scheme on its pattern representation. Within HGN
network composition, each neuron performs a forward prop-
agation of index values obtained from the matching pro-
cess as shown in Figure 3, from the base layer neurons
towards the top neuron. The top layer neuron will decide on
the event/non-event status based on the entire pattern recall
search on the bias array composition. The procedures only
involved a one-pass cycle for each input pattern, without any
iterations involving value alteration as to obtain a recognition
output.
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Figure 3: Neuron firing mechanism within the HGN network composition.
Neuron activation is achieved through value comparison between adjacent
neurons.

3.3 HGN for Event Monitoring
With distributed and lightweight features of HGN, an event
detection scheme for IoT network can be carried out at the
IoT device level. It could act as a front-end middleware that
could be deployed within each IoT nodes in the network,
forming a network of event detectors. Hence, the processing
scheme minimizes the processing load at the sink and pro-
vides near real-time detection capability. Preliminary work
on distributed HGN integration for distributed networks such
as wireless sensor network (WSN) has been conducted by
Muhamad Amin and Khan [12].

In integrating HGN within event monitoring, we have
considered mapping each HGN processing cluster into each
IoT node, with the assumption that each node is having more
than one sensor inputs. Our proposed scheme is composed
of a collection of IoT nodes and a sink. We consider a de-
ployment of IoT network in two dimensional plane with M
sensors, represented by a set M = (m1,m2, ...,mn), where mi

is the ith sensor. The placement for each of these sensors is
uniformly located in a grid-like area, A = (x × y), where x
represents the x-axis coordinate of the grid area and y repre-
sents the y-axis coordinate of the grid area. Each IoT node
is assigned to a specific area of the grid as shown in Figure
4. The location of each sensor node is represented by the
coordinates of its grid area (xi, yi).

Figure 4: Cartesian grid layout used to identify location of IoT nodes in a
two-dimensional space.

For communication model, HGN uses a single-hop mech-
anism for data transmission from IoT node to the sink. The
use of autosend approach has been selected following the
work by Saha and Bajcsy [13], to minimize error due to

the loss of packets during data transmission. HGN event
processing scheme involves minimal transmission of event
data from IoT nodes to the sink, due to the ability for the
front-end processing.

4 Integrating Blockchain in Dis-
tributed Event Monitoring

In this section, we present an overview of blockchain and its
integration with the distributed event monitoring framework
on IoT network.

4.1 Blockchain Technology
Blockchain provides a capability for verification of creden-
tials and transactions using a distributed ledger mechanism.
Such capability is of interest, especially when considering
its integration with event monitoring system in IoT network.

Implementation of blockchain is not strictly limited to
cryptocurrencies. In fact, there are many differences between
cryptocurrency implementation and blockchain for industrial
applications [14], including immutability and provenance.
Blockchain has also been a point of interest in the field of
shared economy applications (e.g. Uber, AirBnB) [15]. Nev-
ertheless, past implementations of blockchain come with
several limitations, including slow block generation period
as mentioned in the Ethereum White Paper [16] and lack of
loop implementation (Turing incomplete) [17]. Blockchain
enables a decentralized mechanism for verification that allow
participating nodes in the network to validate unique trans-
actions through a distributed ledger (block). Figure 5 shows
the decentralization approach in blockchain, in comparison
with existing centralized approach.

Figure 5: A comparison between conventional IoT network with IoT-
Blockchain distributed network.

One of the important requirements for IoT integration
on blockchain network is such that it requires fast validation
and verification to be performed on blockchain network. Ex-
isting blockchain network such as Ethereum [18] has made
this possible. Ethereum offers a smart contract deployment,
as shown in Figure 6. It captures details of transactions in-
cluding the value and its corresponding state. Developers
can write a program that runs on top of Ethereum. With
Ethereum as a blockchain platform, we can configure IoT
devices to connect to this main network. This infrastructure
would allow authentication of IoT devices through public key
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infrastructure. IoT devices can utilize Ethereum platform for
updating their action and behavior.

Figure 6: Smart contract deployment on Ethereum platform that captures
details about transactions and events.

4.2 Device Synchronization

One of the important issues to be addressed in IoT network
implementation within the IoT-Blockchain environment is
device synchronization. As the number of devices increased,
the need for proper synchronization mechanism is impor-
tant. A work presented by Huh et al [19], demonstrated
the synchronization of IoT devices on Ethereum blockchain
network can be obtained using smart contract feature, which
specify certain action and behavior of IoT devices. The
smart contract can be used to place a code to indicate the
detection of event by the IoT device.

In this paper, we demonstrate the use of blockchain net-
work for the purpose of event data monitoring and verifica-
tion. Blockchain offers immutability to the event data being
captured from IoT network. Within the proposed model,
sensor data are converted into activation patterns as shown
in Figure 7.

Figure 7: Inputs from sensor modules are treated as a pattern, to be pro-
cessed by the IoT node.

From the temporal perspective, this sensor data patterns
vary across time. Our aim is to capture unique event data
to be stored and verified on blockchain network. HGN dis-
tributed pattern recognition scheme is used to detect unique
event, prior to storage and verification on blockchain net-
work. In this work, similar data patterns would be treated
as non-event and will be discarded. The hypothesis for this
work is such that the block generation could be minimized
accordingly.

5 Proposed Infrastructure

In this section, we present our proposed IoT-blockchain with
distributed pattern recognition framework for event detection
and monitoring. In addition, this section will also include
details on the simulation works and corresponding results
involving forest fire detection using HGN distributed pattern
recognition scheme.

5.1 System Model

The proposed event monitoring infrastructure incorporates a
distributed pattern recognition on IoT- blockchain network.
Hierarchical Graph Neuron (HGN) has been selected as
the distributed pattern recognition algorithm to be used in
our model. In this implementation, assumption is made as
such that each IoT node is capable of performing event data
collection. Each IoT node is linked to a blockchain-edge
(BC-Edge) node that hold a distributed ledger, as part of the
blockchain network. Figure 8 shows the proposed infrastruc-
ture for HGN deployment in IoT-blockchain network.

Figure 8: IoT-Blockchain network infrastructure for distributed event moni-
toring.

Note that the proposed scheme considered the use of
multi-sensory IoT devices. Event monitoring is basically car-
ried out at the device level, in which each device is capable
of performing event detection using the HGN distributed pat-
tern recognition algorithm. Figure 9 shows the detail event
detection and verification procedures on IoT-blockchain net-
work.

The network configuration used in this work is based
upon the premise that all the nodes acquired communication
capability with low latency in a full-mesh network structure.

In the proposed design, an IoT node N will establish
its identity, and broadcast it to the BC-Edge nodes, B. For
a given specific time interval T , the IoT nodes will com-
municate the event data (result from event activation using
HGN scheme). This will then be processed by the BC-Edge
node as event data for T . The analysis produces an output in
the form of combined pattern index, event status, and event
pattern as shown in the examples in Table 1. The event status
contains information on the event, whether it is classified as
new or recalled. Using this approach, only newly-recorded
event will be stored and verified in the blockchain network.

As shown in Table 1, at T2, event detected by IoT node
X02 is recalled and will be discarded. Similarly, at T3, event

www.astesj.com 260

http://www.astesj.com


A.H.M. Amir et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 256-264 (2019)

(a) Event data monitoring and detection. (b) Unique event storage and verification on blockchain network.

Figure 9: Event monitoring with HGN distributed pattern recognition on integrated IoT-blockchain network.

Table 1: Outputs recorded by BC-Edge node, retrieved from the IoT nodes. Note that only unique event pattern will be stored in the blockchain network

Timestamp IoT Node ID Event Pattern Index Status
T1 X01 10101 1 new
T1 X02 11111 1 new
T2 X01 10111 2 new
T2 X02 11111 1 recall
T3 X01 10111 2 recall
T3 X02 11110 2 new

recorded by X01 is recalled. Only unique event pattern will
be captured and stored in the distributed ledger.

5.2 Event Monitoring Simulation

To demonstrate our proposed distributed event monitoring
scheme, we designed a simulation work on event data analy-
sis using the HGN algorithm. The analysis was conducted
on the data related to forest fire, which contains 517 records
as reported by Cortez and Morais [20]. Each event pattern
detected was stored and verified using the SHA-256 secure
hash algorithm on blockchain network.

We extracted five important features that contribute to-
wards possibility of fire ignition, namely the ISI index, tem-
perature, relative humidity (RH), wind and rain. For the
purpose of simulation, the dataset is transformed into a bi-
nary representation using an interactive binning method. The
range of values for each bin was specified according to the
potential event (binary value 1) and non-event (binary value
0) as shown in the Table 2.

Table 2: Data values in different range used to identify each parameter as
event.

Parameter Data Range 1 Data Range 2
ISI x ≥ 42.075 x ≤ 14.025

Temperature x ≥ 23.325 x ≤ 7.775
Relative Humidity (RH) x ≥ 63.75 x ≤ 21.25

Wind x ≥ 6.75 x ≤ 2.25
Rain x ≥ 4.8 x ≤ 1.6

Our assumption is such that the event data is continuous

and recorded in a timely manner from T0 till T516, respec-
tively.

5.3 Results and Discussion

In this section, we present the results of our simulation
on event pattern recognition using the Hierarchical Graph
Neuron (HGN) approach. The proposed scheme capable
of detecting 19 unique events from the total of 517 event
records. Consequently, the number of data blocks generated
is reduced by 97%. This was made possible by identifying
unique event patterns from the dataset. Figure 10 shows
the event count distribution based on the 19 unique events
detected using the proposed HGN distributed pattern recog-
nition scheme.

Table 3 shows samples of event data for each corre-
sponding unique event detected using our proposed HGN
recognition scheme.

Apart from implementing the event data classification
using HGN approach, we extended our analysis to examine
the accuracy of our proposed recognition scheme on the
simulated dataset. Based on the observation made, there
were 40 event data that were misclassified as false positive
(duplication of indices). As a result, the recognition accuracy
for HGN in this simulation is at the rate of 92.3% with error
rate of 7.7%. Further details on the misclassification can be
seen in [21].

The simulation work that has been carried out demon-
strate a high recall accuracy for HGN distributed pattern
recognition implementation. The error rate for the event
classification obtained is considerably low, as it only indi-
cates value around 7.7%.In addition, the results prove that
the number of unique events detected is significantly reduced.
This is critical for ensuring efficient data block generation
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Figure 10: Unique event patterns detected using HGN distributed pattern recognition algorithm from the total of 517 event data recorded.

Table 3: Samples of forest fire event data that has been classified as unique event using HGN distributed pattern recognition algorithm.

Event ID ISI Index Temperature (◦C) Rel. Humidity (RH) (%) Wind (km per hour) Rain (mm per m2)
1 5.1 8.2 51 6.7 0
2 7 21.3 42 2.2 0
3 5.8 23.4 22 2.7 0
4 6.2 12.9 74 4.9 0
5 17 20.1 40 4 0
6 7 21.6 33 2.2 0
7 8.9 18.4 42 6.7 0
8 15.9 25.9 24 4 0
9 10.7 10.3 74 2.2 0

10 7.8 17.4 24 5.4 0
11 3.8 15.2 51 2.7 0
12 8.1 29.6 27 2.7 0
13 6.7 18.4 25 3.1 0
14 14.3 19.1 53 2.7 0
15 14.1 33.1 25 4 0
16 10.8 26.4 35 2.7 0
17 14 30.8 30 4.9 0
18 17.7 26.4 34 3.6 0
19 14.3 27.3 63 4.9 6.4
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within the blockchain network.

5.4 Future Work
Based on the simulation work that has been carried out, it
was clearly indicated that the HGN distributed pattern recog-
nition scheme is able to provide accurate classification of
unique events. Our future work is basically to fully integrate
the event classification module with blockchain network for
event data storage and verification. The use of open-source
hyperledger fabric platform [22] under the Linux Foundation
Projects will be considered.

We intend to expand our research into effective scheme
for data storage on blockchain. As the amount of data arises
from events monitored on IoT network, the need for efficient
data storage mechanism is important. At a preliminary stage,
we propose a two-type storage mechanism, comprising event
digest and event data. Event digest will be permanently
stored in the blockchain network in the form of recorded
blocks (on-chain), while the event data will be stored in
conventional databases (off-chain). In implementing this
scheme, it is expected that the storage requirement for event
data could be further reduced.

In addition to the storage optimization, we would also
aim to study on different consensus mechanisms for data ver-
ification on blockchain network. These include the proof-of-
work (PoW) and proof-of-stake (PoS). The consensus mech-
anism enables peers and users within the network to verify
the authenticity of the data that is stored on the blockchain
network. Results of the study would assist us in implement-
ing more efficient IoT-blockchain infrastructure for event
monitoring on ioT network.

6 Conclusions
In this paper, we presented our on-going work on distributed
event monitoring using a distributed pattern recognition al-
gorithm on integrated IoT-Blockchain network. The pro-
posed scheme implements a HGN recognition algorithm
that performs a distributed event detection. Accuracy of
HGN pattern recognition may improves the efficiency of
distributed ledger storage mechanism in blockchain network.
This enables unique event data to be stored and verified
in a distributed environment. The simulation work being
carried out shows that HGN algorithm exerts high recall ac-
curacy with one-cycle learning. Furthermore, the algorithm
is highly-suitable for in-network deployment.

HGN recognition approach also minimizes the needs for
storing large amount of continuous event data on blockchain
network. The detection mechanism in the proposed scheme
also consider the entire state of the IoT network, rather than
examining individual sensor input values.

For our future development, we intend to look into sev-
eral aspects of IoT-blockchain integration, including the
efficiency and effectiveness of the proposed scheme, through
the scalability factor of the system in implementing multi-
heterogeneous IoT-blockchain network. Apart from this,
different consensus mechanisms in blockchain technology
will be reviewed to analyze their effectiveness in the pro-
posed IoT-blockchain scheme.

References
[1] Weisong Shi, Jie Cao, Quan Zhang, Youhuizi Li, and Lanyu Xu. Edge

computing: Vision and challenges. IEEE Internet of Things Journal,
3(5):637–646, 2016.

[2] Mohamed Baqer, Asad I Khan, and Zubair A Baig. Implementing a
graph neuron array for pattern recognition within unstructured wire-
less sensor networks. In International Conference on Embedded and
Ubiquitous Computing, pages 208–217. Springer, 2005.

[3] Anang Hudaya, Muhamad Amin, Nazrul Muhaimin Ahmad, and
Subarmaniam Kannan. Integrating distributed pattern recognition
technique for event monitoring within the iot-blockchain network. In
2018 International Conference on Intelligent and Advanced System
(ICIAS), pages 1–6. IEEE, 2018.

[4] Benny B Nasution and Asad I Khan. A hierarchical graph neuron
scheme for real-time pattern recognition. IEEE Transactions on Neu-
ral Networks, 19(2):212–229, 2008.

[5] Kangheng Wu, Xiaokang Xiong, Bert W. Leung, Jihyoun Park, and
Zhibin Lei. Event processing of monitoring data of large hi-tech
manufacturing equipment: Debs grand challenge. In Proceedings of
the 6th ACM International Conference on Distributed Event-Based
Systems, DEBS ’12, pages 387–392, New York, NY, USA, 2012.
ACM. ISBN 978-1-4503-1315-5. doi: 10.1145/2335484.2335535.
URL http://doi.acm.org/10.1145/2335484.2335535.

[6] Mian Ahmad Jan, Priyadarsi Nanda, Xiangjian He, and Ren Ping
Liu. A sybil attack detection scheme for a forest wildfire moni-
toring application. Future Generation Computer Systems, 80:613 –
626, 2018. ISSN 0167-739X. doi: https://doi.org/10.1016/j.future.
2016.05.034. URL http://www.sciencedirect.com/science/
article/pii/S0167739X16301522.

[7] Graham Cormode. Continuous distributed monitoring: a short survey.
In Proceedings of the first international workshop on algorithms and
models for distributed event processing, pages 1–10. ACM, 2011.

[8] Amir H Basirat and Asad I Khan. Graph neuron and hierarchical
graph neuron, novel approaches toward real time pattern recognition
in wireless sensor networks. In Proceedings of the 2009 International
Conference on Wireless Communications and Mobile Computing:
Connecting the World Wirelessly, pages 404–409. ACM, 2009.

[9] Asad I Khan and Patrik Mihailescu. Parallel pattern recognition com-
putations within a wireless sensor network. In Proceedings of the
17th International Conference on Pattern Recognition, 2004. ICPR
2004., volume 1, pages 777–780. IEEE, 2004.

[10] Simon D Levy and Ross Gayler. Vector symbolic architectures: A
new building material for artificial general intelligence. In Proceed-
ings of the 2008 Conference on Artificial General Intelligence 2008:
Proceedings of the First AGI Conference, pages 414–418. IOS Press,
2008.

[11] Ram Kumar, Vlasios Tsiatsis, and Mani B Srivastava. Computation
hierarchy for in-network processing. In Proceedings of the 2nd ACM
international conference on Wireless sensor networks and applica-
tions, pages 68–77. ACM, 2003.

[12] A. H. M. Amin and A. I. Khan. Parallel pattern recognition using
a single-cycle learning approach within wireless sensor networks.
In 2008 Ninth International Conference on Parallel and Distributed
Computing, Applications and Technologies, pages 305–308, Dec 2008.
doi: 10.1109/PDCAT.2008.47.

[13] Sunayana Saha, Peter Bajcsy, et al. System design issues in single-hop
wireless sensor networks. Proc. of 2nd IASTED ICCIIT 2003, 2003.

[14] Gideon Greenspan. Four genuine blockchain use cases. MultiChain
[blog], 10, 2016.

[15] Steve Huckle, Rituparna Bhattacharya, Martin White, and Natalia
Beloff. Internet of things, blockchain and shared economy applica-
tions. Procedia computer science, 98:461–466, 2016.

[16] Vitalik Buterin et al. Ethereum white paper. GitHub repository, pages
22–23, 2013.

www.astesj.com 263

http://doi.acm.org/10.1145/2335484.2335535
http://www.sciencedirect.com/science/article/pii/S0167739X16301522
http://www.sciencedirect.com/science/article/pii/S0167739X16301522
http://www.astesj.com


A.H.M. Amir et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 256-264 (2019)

[17] Vitalik Buterin. Toward a 12-second block time. Ethereum Blog,
2014.

[18] Gavin Wood et al. Ethereum: A secure decentralised generalised
transaction ledger. Ethereum project yellow paper, 151:1–32, 2014.

[19] Seyoung Huh, Sangrae Cho, and Soohyung Kim. Managing iot
devices using blockchain platform. In 2017 19th international confer-
ence on advanced communication technology (ICACT), pages 464–
467. IEEE, 2017.

[20] Paulo Cortez and Anı́bal de Jesus Raimundo Morais. A data mining
approach to predict forest fires using meteorological data. 2007.

[21] Anang Hudaya Muhamad Amin, Sujni Paul, Fred N Kiwanuka, Im-
tiaz Ahmad Akhtar, et al. Improving event monitoring in iot network
using an integrated blockchain-distributed pattern recognition scheme.
In International Congress on Blockchain and Applications, pages
134–144. Springer, 2019.

[22] Hyperledger fabric - hyperledger. https://www.hyperledger.
org/projects/fabric. Accessed: 2019-07-12.

www.astesj.com 264

https://www.hyperledger.org/projects/fabric
https://www.hyperledger.org/projects/fabric
http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 4, No. 4, 265-270 (2019)

www.astesj.com
Special Issue on Advancement in Engineering and Computer Science

ASTES Journal
ISSN: 2415-6698

A Novel Strategy For Prompt Small Cell Deployment In Heteroge-
neous Networks

Dorathy Abonyi*

Department of Electrical and Electronic Engineering, Enugu State University of Science and Technology, Nigeria

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 27 May, 2019
Accepted: 11 July, 2019
Online: 08 August, 2019

Keywords:
Heterogeneous networks
RSSI
Direction-of-arrival estimation

Popularity and affordability of smart phones and other data hungry devices
add exponentially to the traffic demand of existing cellular networks. Cell
densification and small cell deployment over existing macrocell has been
identified as an effective solution to high traffic demand predicted for future
wireless networks like 5G. Small cells are deployed over existing macrocells
in a Heterogeneous network to offload traffic, ensure balanced load and good
quality of service in the network. To achieve the purpose of HetNet, small cells
are deployed in locations of high user concentration. Operators are required
to be able to identify these locations for optimum small cell deployment.
Presently, this decision is based on long term traffic data which create latency
in small cell deployment especially in areas of unexpected hotspots. The work
presented in this paper is a new strategy that can practically help operators
to promptly identify locations for small cell deployment based on user cluster.
This strategy involves a monitoring system that can be easily incorporated
in a mobile cellular network base transceiver station (BTS) to monitor the
coverage area and periodically identify positions for prompt and optimum
small-cell deployment in HetNets. The monitoring system is a two element
array system that uses RSS data to resolve DoA, range, user cluster and
identify positions for small cell deployment. At any point in time, the network
operator can visualize cluster locations relative to the base station and is
able to identify hotspots. When small cells like micro-, pico-, or femto-cells
are promptly deployed in areas of higher user concentration, high data rates
and good quality of service in the network are maintained at all times. The
network coverage area is divided into a series of azimuthal and range sectors,
and users are located into the sectors where they belong. The strategy was
simulated in MATLAB environment for WiFi networks with thirty users and
results indicate 100% accurate DoA estimation and MAE in range estimation
of 6m for a known environment. Optimum positions for small cell deployment
based on user clusters were correctly determined. Simulation was validated
with experiment and result indicate close relationship between experiment
and simulation with MAE difference in range estimation of 1m.

1 Introduction

The exponential growth in data traffic demand on cellular
networks and the promising solution offered by heteroge-
neous network and small cell deployment has triggered a lot
of research interest in this area. It is obvious that homoge-
neous networks involving macro- only cells are insufficient
in solving the capacity requirement of the present and future
networks like 5G. This is due to high cost of macrocell BTS

and the unavailability of cell sites especially in city centers.
Small cells like micro-, pico- and femtocells are therefore
deployed within the existing macrocell and integrated as a
heterogeneous network. These small cells are cheaper to
implement and site acquisition is also easier to get since
even an existing electric pole or building roof is a potential
site. Deploying small cells within existing macrocell gives
rise to a big umbrella cell with a number of small cells, each
positioned to serve a smaller coverage area within the big
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cell as shown in Figure 1.

Core network

macrocell

Fibre link

picocell

picocell

picocell

gateway

Figure 1: Heterogeneous network showing an umbrella macrocell with
deployed picocells forming a 2-tier HetNet

Three main aim of heterogeneous network are (1) To of-
fload traffic from macrocell, (2) Ensure balanced load in the
network and (3) Ensure good quality of service to users. To
achieve these objectives, small cells are deployed in a well
targeted manager in most cases within locations of high user
concentration (HUC). This therefore requires the network
operators to be able to identify locations of HUC. Presently,
these locations are determined using collected traffic data
over a period of time and locations with high traffic demand
is taken as HUC and position for small cell deployment. This
approach does not give opportunity for prompt traffic offload,
balanced load and good QoS using small cells especially in
unexpected hotspot cases. This paper is an extension of
the work originally presented in International Workshop on
Computer Aided Modeling and Design of Communication
Links and Networks (CAMAD) [1] which introduced the
system based on simulation only. The work presented in
this paper presents the application of the previous work as
a strategy for prompt identification of optimum position for
small cell deployment. Both simulation and experimental
validation are presented to demonstrate the applicability of
proposed strategy.

Strategies for small cell deployment can broadly be clas-
sified as Random Deployment Strategy (RDS) and Deter-
ministic Deployment Strategy (DDS). RDS in most In RDS,
small cells are randomly deployed within the macrocell
while in DDS, the position for small cell deployment is
determined based on some standing factors. Network per-
formance for DDS and RDS was compared in [2] and their
result indicate that DDS is a better option. Well targeted
small cells has been shown to enhance QoS, offload traf-
fic from macro-cell [3], ensure balance network load [4],
improve energy saving capability and generally optimize
performance [5] of the network. DDS can further be clas-
sified into uniformly distributed strategy (UDS), Cell edge
strategy (CES) and user aware strategy (UAS). In UDS, a pre-
determined pattern of small cell deployment is followed for
all macrocells owned my the network operator [6]. For CES
approach, Small cells are arranged around the macrocell
edge [7]. In UAS, locations of users are considered for small
cell deployment based on usage or population. Normally,
these data are obtained from long term traffic information
[8] which does not provide prompt response to capacity re-
quirement of hotspots especially when they are unexpected.
Hotspots are locations of high demand characterized by high
user concentration. A mobile small cell deployment strategy

for unexpected hotspots which will ensure prompt response
to traffic was proposed in [9] but with the assumption that
network operators are able to promptly identify hotspot lo-
cations. To the best of our knowledge, there is no existing
small cell deployment strategy with hotspot identification
which is the contribution of this paper.

2 Problem Statement and Proposed
Strategy

Considering a macrocell of a cellular network with 360◦ cov-
erage. Looking at only 180 degrees coverage of this network
as illustrated in Figure2 with base station (BS) located as
indicated with red dot. Assuming there are so many users
causing traffic overload on the existing macrocell and low
quality of service (QoS) resulting to customer dissatisfac-
tion. Some locations in this network are characterized with
obvious clusters of users within the cell causing an overload
on the macrocell base transciever station servicing this area.
The strategy proposes a monitoring system to be deployed
on the BS tower to monitor the coverage area so that it di-
vides the area into azimuthal and range sectors as shown in
Figure 2. By locating users into the individual azimuth-range
classes, positions with HUC can be identified for small cell
deployment. With blind or random placement of small cells
in this network, the uncertainty of achieving the objective
of HetNet will be high but with a monitoring system, it is
almost certain that optimal placement of small cell based on
user concentration will be achieved.

Figure 2: The proposed strategy for prompt small cell deployment

λ/𝟐

1 2

Figure 3: The proposed strategy for prompt small cell deployment

Assuming a two element array system is used for mon-
itoring so that a directional main beam is produced on az-
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imuth and steered to other azimuth locations as shown in
Figure 3. This creates azimuth locations differentiated by
main beam positions for angle of arrival localization of net-
work users. By sharing the network coverage into range
classes relative to the BS and estimating user range, users
are located into different azimuth-range classes and users
clusters can be identified.

3 User Cluster Localization and Op-
timum Position for Small Cell De-
ployment

To localize users by cluster, the system first estimates the
DoA of each user. This is based on the azimuth position
from where the maximum RSS was calculated when com-
pared with measured RSS from other beam steered azimuth
positions. It should be noted that the estimated DoA is not a
precise estimate but considering the application, only a sec-
tor estimate is required. Second the system estimates range
of each user using a range estimation model that is based on
RSS-distance relationship. By fitting a curve in least square
sense, a mathematical model that is applied for user range
estimation is obtained. Combining estimated DoA and range,
users are classified into created azimuth-range classes of the
network.

3.1 Simulation
To test the proposed strategy, thirty users were randomly dis-
tributed within a simulated network coverage area as shown
in Figure 4. The aim is to determine locations of user cluster
and optimum positions for small cell deployment based on
number of users in each cluster.

Figure 4: Actual location of users before localization

Assuming the network channel to be FSPL environment,
the system acquires data for localization by calculating user
RSS from all four main azimuth positions. Figure 5 is a
plot of calculated RSS from all four main beam positions.
From the calculated RSS data, it can be seen that different
RSS values are measured from each azimuth position with a
unique maximum value for each user. Using the calculated
RSS, user DoA is calculated based on the azimuth position
with highest calculated RSS for each user. Estimated DoA
result of each user is shown in Figure 6.

Comparing the result of Figure 6 with the actual user
locations of Figure 4, it can be seen that all users were cor-
rectly located to the azimuth position where they belong.

Considering the accuracy of DoA estimation as the ability
to locate users into each of the created azimuth sectors, this
result gives 100% DoA estimation accuracy.

Figure 5: System simulated RSS from user devices in four main azimuth
positions showing possibility of classifying DoA based on maximum RSS

Figure 6: Estimated user DoA showing correct azimuth position localization
of all users in the Network

To test the range estimation, four different environments,
FSPL, HATA, ITU and WINNER defined by their empirical
pathloss models of Equations 1, 2, 3 and 4 respectively were
considered.

PLFS PL = −27.5 + 20 log( f ) + 20log(d) (1)

PLHAT A = −35.4 + 20 log( f ) + 26log(d) (2)

PLITU = −28 + 20 log( f ) + 20log(d) (3)

PLWINNER = −29.8 + 20 log( f ) + 21.5 log(d) (4)

where f is radio wave frequency in MHz, d is distance be-
tween BTS and user in meters. These environments were
modeled and range estimation model developed for each
environment. Using the measured RSS from FSPL environ-
ment, the four range estimation models for FSPL, HATA,
ITU and WINNER were applied to estimate user range. Fig-
ure 7 shows the actual user range with the result of estimated
range using these range models. To determine which of
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the network location area is the optimum position for small
cell deployment, users are classified into each of the sectors
based on the estimated DoA and range. By counting the
number of users in each class, user population per class is
determined. Based on a preset threshold of number of users
for small cell deployment depending on the type of small
cell for the network, the optimum position for small cell
deployment is determined. Assuming a micro-picocell net-
work where a picocell is deployed in positions with atleast
six users, optimum positions for small cell deployment in
the simulated network are obtained as shown in Figure 8.

Figure 7: Estimated range of users using all four environment range estima-
tion models for calculated RSS in FSPL environment

Figure 8: User cluster localization and optimum small cell deployment
position identification

The range estimation result of Figure 7 gives a mean
absolute error (MAE) of approximately 6m, 16m, 10m and
7m using FSPL, HATA, ITU and WINNER range models
respectively. FSPL environment has given the least error
in estimation because RSS was calculated in FSPL environ-
ment. This means that if the environment is known, the sys-
tem is able to determine range estimation up to an accuracy
of 6m but if the environment is unknown, the error in range
estimation can increase up to 16m. By visually observing
the result of Figure 7 and considering range estimated using
FSPL range estimation model, it can be seen that users with
ID numbers 1 to 10 and 23 to 30 located at azimuth positions
+II and -II respectively were located with error in range esti-
mation lying between 0 and 1m. Users with ID 11 to 14 and
20 to 22 located at azimuth positions +I and -I respectively
were located with range estimation error between 1m and

37m. This is an indication that in a switched beam based
localization systems, range estimation is azimuth position
dependent. This will further be investigated in future work.
Result of Figure 8 shows that user cluster and positions for
small cell deployment can be determined.

3.2 Experimental Validation

Experiment was performed outdoor in the open field space
of Ponderosa park in Sheffield, UK using a network of WiFi
nodes as users. Figure 9 is a picture of the experimental
setup. Figure 10 shows a model of the experimental environ-
ment with deployed users in their actual positions.

Figure 9: Outdoor experimental setup showing some of the distributed users
on red and deployed observer system on yellow

Figure 10: A model of the actual user position before localization

Ten RSS of these users were measured from a reference
point where the monitoring system was positioned. Mean
of the experimental measured RSS for each user from four
main azimuth positions were obtained and plotted as shown
in Figure 11. Using the measured RSS, DoA of users were
estimated and result shown in Figure 12. Using the same
measured RSS, user range were estimated using four range
models representing four different environment scenarios.
Result of Figure 13 shows actual, ITU simulated and ex-
perimental estimated range of users using all environment
models. Next is to locate user clusters and identify locations
for small cell deployment based on set threshold. Since only
few (thirteen) users were used in this experiment, it was
assumed that locations with up to two users are qualified for
small cell deployment. Due to the small experimental area,
coverage area was shared into three range sectors. Combin-
ing the estimated DoA and range, users are classified into
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clusters by counting the number of users in each azimuth-
range sectors of the coverage area. Figure 14 is result of
experimental localized user clusters.

4 Result Analysis and Discussion

Comparing the actual user azimuth positions and the DoA es-
timation result of Figure 12, it can be seen that all users were
correctly localized to their azimuth positions. Result has
shown 100% accuracy for the used sample of users which
validates the simulation DoA estimation result.

Result of range estimation shown in Figure 13 gives a
mean absolute error (MAE) between actual and experiment
of 2.51m, 3.56m, 2.19m and 2.54m for FSPL, HATA, ITU
and WINNER open space range models respectively. This
shows that the environment of RSS measurement is closely
related to ITU model than other used range models. Com-
paring simulation and experiment, MAE in range estimation
between experiment and simulation in ITU environment is
1.36m. This means that the mean deviation of experiment
from simulation is approximately 1m and 2m from actual
range. This shows that range estimation is achievable with
manageable error levels. Apart from HATA which has a
model that is well deviated from others, all other models
are on the average, about 2.5m close to actual range. Devia-
tion of experiment from simulation is just approximately 1m
which means that this strategy is applicable and would work
as modeled in simulation with a mean difference of ≤ 1.5m
of range estimation in most known environments.

Comparing result of Figures 14 with the actual user po-
sitions, four small cell deployment locations were identified
instead of two. This is due to over estimation of two of the
users as a result of noise in measurement. This error may
have been caused by the drizzling weather condition during
this experiment. Also with few users and small number of
users for small cell deployment as used here, this is expected
but with a practical higher number of users required for small
cell deployment in a real cellular network, this discrepancies
will be reduced. The possibility of user cluster and small
cell deployment position identification is promising with the
results obtained from this experiment.

Figure 11: Measured RSS from user devices at all azimuth positions

Figure 12: Experimental estimated DoA of users

Figure 13: Experimental range estimation showing actual, simulated and
experimental estimate

Figure 14: Experimental user cluster localization and optimum small cell
deployment position identification

5 Conclusion
The work presented in this paper describes a novel and prac-
tical strategy for prompt small cell deployment in a hetero-
geneous network. This strategy involves using a monitoring
system to periodically monitor the network coverage area
of a wireless network and identify locations for small cell
deployment based on user cluster localization. The entire
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network coverage area is shared into azimuth and range lo-
cations for user cluster localization. By applying DoA and
range estimation, user relative position is estimated. Number
of users in each class is determined to identify optimum
positions for small cell deployment. Both simulation and ex-
perimental results have shown that this strategy is applicable
and user clusters can be correctly identified with minimal
error.
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 Vehicles are rollover when steering at high speed, this phenomenon is limited by increasing 
the anti-roll moment of the suspension system. This research focuses on analyzing and 
establishing the dynamic model of vehicle when steering and describes the dependence of 
the vehicle body’s roll angle on other factors. Research has shown that when equipped a 
stabilizer bar it will significantly reduce the roll angle of the vehicle body. Besides, this 
research shows the outstanding advantages of active stabilizer bar with other stabilizer 
bars. Therefore, most of the vehicle should be equipped active stabilizer bar to ensure 
stability and safety when moving. 
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1. Introduction   

1.1. Rollover of the vehicle 

When the vehicle goes on the road with high speed and the 
driver suddenly changes the direction, the centrifugal force 
appears. This force tends to go out of the rotating arc, cause the 
center of sprung mass to change, the moment causes the rolled 
vehicle will appear, denoted by M1 [1]. 

              1 F PM = M + M                                   (1) 
Where:  

  MF: Moment of centrifugal force. 

  MP: Moment of gravitation. 

Assume that M2 is the anti-roll moment of the vehicle, this 
moment is caused by the suspension system.  

If:  

M2 < M1 ≤ M2max: The vehicle body is tilted. 

M1 > M2max: The vehicle is rollover. 

Therefore, to limit the rollover of the vehicle is necessary to 
reduce the moment M1. In fact, this value can’t control, the 
alternative solution is to increase the value of anti-roll moment M2 
by adding an extra elastic part [2].  

The problem of horizontal instability of the vehicle has been 
studied by foreign scientists as well as proposed many options, 
one of the solutions offered is to use stabilizer bar [3, 4]. However, 
previous studies often concentrate on the passive stabilizer bar on 
the vehicle with a linear single-track model and a half model [5]. 
This paper focuses on establishing space dynamic vehicle model 
equipped active stabilizer bar to limit the roll angle of the vehicle 
when steering. 

1.2. Equipped stabilizer bar on the vehicle 

To increase the value of the anti-roll moment M2 is necessary 
to increase the stiffness of the suspension system. Today, vehicles 
are often equipped the stabilizer bar to link the two wheels of an 
axle [6]. The stiffness and size of the stabilizer bar are 
proportional to the vehicle’s mass, the larger vehicle requires a 
stabilizer bar with a larger diameter and harder. Therefore, it will 
have a significant impact on the smoothness of the vehicle when 
moving on the road. 

With the above problem, instead of using normal mechanical 
stabilizer bar, some middle-class and high-class vehicles were 
equipped stabilizer bar with electric or hydraulic control. The 
active stabilizer bar has the advantage of reducing the roll angle 
when steering and limiting the impact to the smoothness when 
moving on the bumpy road.  
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Figure 1: Active stabilizer bar 

2. Dynamic vehicle model 

2.1. Dynamic vehicle model 7 DOF 

Consider the model of the vehicle to show in Figure 2. This 
section, the oscillation includes the vertical oscillation (z) and the 
horizontal oscillation (ϕx) because the vehicle steers at a stable 
velocity and the road surface are considered to be flat, it is 
possible to ignore longitudinal oscillation of the vehicle (ϕy). 

Suppose that: 

1 C11 K11 C21 K21F = F + F + F + F  

2 C12 K12 C22 K22F = F + F + F + F  

Using the method of separation of objects, according to [7] 
equations describing vertical displacement and roll angle of 
suspended mass: 

                                         1 2mz = F + F                                     (2) 

                     ( ) ( )2
x 1 x 1 2 1 SBI + mh = F - F b + M - Mϕ             (3) 

Where: 

M1: Moment of roll vehicle. 

                           ( )2
1 y x x 1M = a cos + gsin mhϕ ϕ               (4) 

MSB: Moment of the stabilizer bar. 

                                   SB 1 xM = mgh sinϕ                             (5) 

Ix: Moment of inertia around the x-axis. 

h1: The distance from the center of gravity to the roll axis. 

The equation describes the vertical displacement of unsprung 
mass:  

                                   ij ij KLij CLij Kijm = F - F - Fξ                       (6) 

According to [8, 9] 

The elastic force of spring: 

                                ( )Kij ij ij xF = K - z ± bξ ϕ                      (7)  

 

 
Figure 2: Dynamic vehicle model 7 DOF 

The resistive force of damping: 

                                ( )Cij ij ij xF = C - z ± bξ ϕ                              (8)                                                

The elastic force of tire: 

                                 ( )KLij Lij ijij
F = K h - ξ                          (9)  

2.2. Double track dynamic vehicle model 

The body vehicle is tilted caused by lateral acceleration when 
steering. Place the dynamic vehicle model 7 DOF on the road 
plane (Oxy), the vehicle performs 3 movements include 
longitudinal movement (x), lateral movement (y) and movement 
around the vertical axis (ϕz). For each of the above unknowns, 
there will be a corresponding equation describing the movement 
of the vehicle.  

 
Figure 3: Double track dynamic vehicle model 
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Assume that the steering wheel angle δ is very small and 
ignore Mz at the wheel. According to [10] the equation describes 
the movement of the vehicle in the case of constant velocity in the 
form: 

                                 ( )y z x y1 y2M v + v = F + Fϕ                    (10) 

                                        z z y1 1 y2 2I = F l - F lϕ                          (11) 

With: 

y1 y11 y12

y2 y21 y22

F = F + F

F = F + F
 

If the deformation wheel is considered in the linear domain, 
the lateral force of the wheel is determined by the following 
formula:  

                                          yF = -Cαα                                     (12) 

Where: 

Cα: Side stiffness of the tire. 

α: Slip angle of the tire. 
Table 1: Specifications of the vehicle 

Description Symbol Value 

Distance from center to front axle l1 
1110 
(mm) 

Distance from center to rear axle l2 
1655 
(mm) 

Base width 2b 1500 
(mm) 

Distance from center of gravity to 
roll center h1 

480 
(mm) 

Sprung mass m 1700 
(kg) 

Unsprung mass mij 
45 

 (kg) 
 

3. Simulate the oscillation of the vehicle  

3.1. The dependence of the roll angle on the velocity 

Steering angle I as shown in Figure 4, the simulation is carried 
out when the vehicle is moving with velocities v1 = 60 km/h and 
v2 = 90 km/h. 

From the graph in Figure 5, it can be seen that at v = 60 km/h, 
when the equipped with passive stabilizer bar, the roll angle 
decreases from 3.80 to 3.10. If the velocity increases to 90 km/h, 
this value, in turn, decreases from 5.20 to 4.30. Therefore, it can 
be concluded that the vehicle’s roll angle depends on velocity. 

3.2. The dependence of the roll angle on the central height 

For vehicles with a high center of gravity, the distance from 
the center of gravity to roll center is changed, this affects the 
vehicle’s roll angle when steering. In the condition of the vehicle 
moving at the velocity v = 60 km/h, the steering angle is as shown 

in Figure 4, the correlation between the roll angle ϕx and the 
distance h1 is described through the graph below. 

 
Figure 4: Steering angle I 

 
Figure 5: Roll angle depends on velocity 

 
Figure 6: Roll angle depends on h1 

In the graph in Figure 6, when the vehicle is equipped the 
stabilizer bar is the vehicle’s roll angle ϕx decreases from 3.80 to 
3.10 with the distance h1 = 0.48 m. When the height of vehicle 
increases, the distance between the center of gravity and roll 
center h1 = 0.6 m, the corresponding angle value is 4.90 and 3.90. 
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Therefore, large-sized vehicles are often unstable when steering 
at high velocity.  

3.3. The dependence of the roll angle on the steering angle 

In the condition of driving with a larger angle δ as shown in 
Figure 7 at v = 60 km/h, the dependence between the vehicle’s 
roll angle and steering angle is shown in Figure 8. 

 
Figure 7: Steering angle II 

When the value of steering angle δ increases, it also means 
that the roll angle of the vehicle ϕx increases. If the vehicle has 
the stabilizer bar, it will greatly reduce this value. 

 
Figure 8: Roll angle depends on steering angle 

From the graph in Figure 5, Figure 6 and Figure 8, it can be 
seen that when the vehicle has a stabilizer bar, the vehicle’s roll 
angle will decrease depending on the working mode. If equipped 
with a passive stabilizer bar, there will be some disadvantages as 
follows:  

+ The small size bar will not be able to withstand the constant 
load change, especially for high-mass, high-velocity vehicles.  

+ The big size bar will be difficult to arrange in the vehicle 
and increase the mass isn’t suspended. Therefore, it causes strong 
fluctuations when entering the bumpy road.   

+ The ability to minimize the vehicle’s roll angle is limited in 
dangerous situations. 

For these reasons, today active stabilizer bar is gradually put 
to use in the middle-class and high-class vehicle. 

3.4. The vehicle equipped active stabilizer bar 

The active stabilizer bar is controlled based on input 
parameters such as vehicle’s roll angle, center height, 
displacement of the suspension system,... Control rules are 
established based on basic mathematical models such as linear 
models, nonlinear models, static models, dynamic models,... In 
this study, the moment by the active stabilizer bar is controlled 
according to the following rule:   

At the first mode 

                             

( )A t k1 x x

x x
x

x

M = C C sin - 2 sin

- 2, 2
- 2 =

0, < 2

ϕ ϕ

ϕ ϕ
ϕ

ϕ

≥



                   (13) 

At the second mode 

                          

( )k2 xA t x

x
x

x x

M = C 1.3+C sin -4 sin

2, 6
- 4 =

- 4, < 6

ϕ ϕ

ϕ
ϕ

ϕ ϕ

  

≥



              (14) 

where: 

     MA: Moment of the active stabilizer bar. 

 Ct: Control coefficient; Ct = 11000. 

 Ck: Activation coefficient. 

 
Figure 9: Roll angle at v = 30 km/h 

When the vehicle’s roll angle ϕx < 2.00, the stabilizer bar will 
not activate. If the roll angle exceeds this value, it will activate at 
(1) corresponding to the coefficient Ck1 = 27. In case of vehicle’s 
roll angle value ϕx > 4.00, the active stabilizer bar will activate at 
(2) corresponding to the coefficient Ck2 = 45, the value of the anti-
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roll moment that the bar providers is increased more so that the 
vehicle’s roll angle is significantly reduced. 

The steering angle is shown in Figure 4 and v = 30 km/h, the 
vehicle’s roll angle is determined through the figure above. 

Since the car moves at low velocity, the vehicle’s roll angle is 
not large, so the active stabilizer bar hasn’t been activated. With 
the above conditions, if the velocity increases to 60 km/h, the 
active stabilizer bar will be activated. At this time, the electric 
motor (hydraulic) will produce the torque impacting to two parts 
of the bar, reducing the vehicle’s roll angle. However, at v = 60 
km/h, the stabilizer bar is only activated at mode 1, so the angle 
ϕx, when equipped active stabilizer bar, is only equivalents to the 
passive stabilizer bar (Figure 10). 

 
Figure 10: Roll angle at v = 60 km/h 

In case the vehicle moves at v =120 km/h and the center height 
is also increased, the value of h1 = 0.6 m. The active stabilizer bar 
is activated at mode 2, the vehicle’s roll angle ϕx is significantly 
reduced (Figure 11).  

 
Figure 11: Roll angle at v = 120 km/h 

With the above moving conditions, if the vehicle isn’t 
equipped with a stabilizer bar, the vehicle can rollover. When the 
passive stabilizer bar is equipped, the vehicle’s roll angle can be 
reduced, but because the stiffness of the bar is constant, it hasn’t 
fully utilized the effect of the bar. In case, it can be seen that the 
active stabilizer bar has superiority over both cases. 

4. Conclusion 

The rollover phenomenon usually occurs when the roll angle 
is too large. This value depends on the velocity, center height, and 
steering angle of the vehicle. When the vehicle steers with high 
velocity, it is very easy to appear in this situation, the vehicle 
needs to be equipped stabilizer bar to limit this phenomenon. 
Research has shown that the vehicle’s roll angle is significantly 
reduced when equipped stabilizer bar and shown the outstanding 
advantages of the active stabilizer bar compared to the passive 
stabilizer bar.   

In the case of the vehicle’s roll angle is small, the active 
stabilizer bar doesn’t activate, so the smoothness of the vehicle 
will not be affected. When the value ϕx reaches the required 
threshold, the bar will activate and act as active stabilizer bar. In 
the case of roll angle is too big, the bar will switch to the second 
mode to significantly reduce the vehicle’s roll angle, thereby 
making the vehicle more stable. 

The study only focused on establishing the dynamic vehicle 
model equipped stabilizer bar and conducting simulation by 
Matlab – Simulink software. The parameters are referenced based 
on actual vehicles, the simulation was conducted under ideal 
conditions and not to mention the influence of external factors. 
Therefore, it is necessary to have empirical verification to make 
accurate statements. 

References 

[1] N. T. Anh, T. T. Tran, H. T. Binh, P. H. Nam, L. T. Dung, “Study on the 
Method of Calculating and Designing Stabilizer Bar on the Vehicle Using 
Solidworks Software”, Viet Nam Mechanical Engineering Journal, 7(12), 92– 
99, 2018. 

[2] N. K. Trai, N. T. Hoan, H. H. Hai, P. H. Huong, N. V. Chuong, T. M. Hoang, 
Structure Vehicle, Bach Khoa Ha Noi Publishing, 2010. 

[3] P. Bravin, T. Kshitijit, P. Amit, K. Ganesh, “Design, Analysis and 
Optimization of the Anti-roll Bar”, Journal of Engineering Research and 
Applications, 4(9), 137–140, 2014. 

[4] A. N. Khartode, M. U. Gaikwad, “Design and Analysis of Anti-roll Bar for 
Automotive Application”, International Journal on Recent and Innovation 
Trends in Computing and Communication, 4(6), 340–345, 2016. 

[5] P. H. Dong, “Establish on the Lateral Roll Model of the FAW 29 Seats, 
Produce and Assemble in Viet Nam”, Master Thesis, Ha Noi University of 
Science and Technology, 2015. 

[6] J. N. Husen, A. M. Naniwadekar, “Analysis of Anti-roll Bar of a Passenger 
Car for its Nonlinear Behavior with Help of CAE”, International Journal of 
Science Technology & Engineering, 2(1), 133–136, 2015. 

[7] V. V. Huong, N. T. Dung, D. N. Khanh, D. H. Phuc, Dynamics Vehicle, Viet 
Nam Educational Publishing, 2014. 

[8] G. A. Hassaan, N. A. Mohdsamin, “Vehicle Dynamics Response to Road 
Hump Using a 10 Degrees of Freedom Full-car Model”, International Journal 
of Computer Techniques, 2(1), 56–62, 2015. 

[9] V. Muniandy, P. Mohdsamin, H. Jamaluddin, R. A. Rahman, S. A. Abubakar, 
“Double anti-roll bar hardware-in-loop experiment for the active anti-roll 
control system”, Journal of Vibroengineering, 19(4), 2886–2909, 2017. 

[10] N. T. Anh, “Research the Dynamic Vehicle Model Equipped Active Stabilizer 
Bar”, Master Thesis, Ha Noi University of Science and Technology, 2019.  

http://www.astesj.com/


 

www.astesj.com     276 

 

 

 

 

Localization of Emerging Leakages in Water Distribution Systems: A Complex Networks Approach 

Matteo Nicolini*,1,2 

1Polytechnic Department of Engineering and Architecture, University of Udine, 33100 Udine, Italy 

2Idrostudi, AREA Science Park, 34149 Padriciano, Trieste, Italy 

A R T I C L E  I N F O  A B S T R A C T 

Article history: 

Received: 12 May, 2019 

Accepted: 20 July, 2019 

Online: 07 August, 2019 

 Water distribution networks are infrastructural systems designed for providing potable 

water to consumers. In these last decades, the importance of assessing and identifying 

emerging leakages has become a primary issue, because of the high level of water loss 

characterizing such systems worldwide. In this paper, a new approach aimed at the prompt 

localization of leakages occurring in water distribution systems is introduced. The 

methodology relies on the analysis of real-time pressure measurements and on Complex 

Networks Theory. Starting from a collection of nodes representing the locations of pressure 

sensors, links of a virtual, complex network are created on the basis of the values assumed 

by correlation coefficients between pressure measurements: if such values are above a 

given threshold, relevant nodes are considered to be connected to each other. In this way, 

information about the structure and topology of the complex network is easily derived. In 

particular, the degree centrality of the nodes is a key parameter allowing to identify the 

position of a leakage. The paper first analyzes a well-known literature example, and then 

proves the high reliability of the methodology for a real water distribution system. 
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1. Introduction 

Water distribution systems (WDSs) are strategic 

infrastructures for the transport and the delivery of potable water 

to various types of customers [1]. However, the deterioration of 

ageing components (especially pipes and pumps), the rapid growth 

of urbanization and the statutory and contractual quality standards 

that have to be guaranteed to customers are playing a fundamental 

role in the decision-making process, especially for the increasing 

costs due to the operational management. In particular, water loss 

is a widespread problem in all the countries of the world: for a well-

managed and controlled WDS, the level of water leakage can be 

less than 10% [2], but percentages of 40-50% are not uncommon 

even in developed countries [3,4]. 

Water utilities have to continuously monitor and control the 

functioning of the system: besides financial aspects and issues 

related to the interruption of service, energetic costs and 

environmental impacts are a major concern, making water loss 

identification and reduction one of the most challenging tasks [5].  

In this paper, a new approach for the early identification of 

emerging leakages in a WDS is presented. The novelty of the 

methodology resides in the analysis of pressure measurements 

through Complex Networks Theory [6]. The reliability of the 

method increases with the number of installed pressure gages, up 

to the ideal situation of having one sensor at every node of the 

WDS. 

In this work, the assumption that pressure data are available at 

every junction of the system is made (a simulation model has 

actually been used in order to calculate them). In a real situation, 

such signals arrive from pressure gages properly installed in the 

field, and correlations between them should provide the 

information about the emergence of leakages to be detected. The 

aim of the study is to show the capability of the methodology of 

localizing a leakage since its first formation, provided the above 

hypotheses are satisfied. However, the methodology is still 

valuable even in real cases, characterized by a limited amount of 

measure points: in such situations, the zone with the most likely 

presence of a leakage can be identified. 

Anyway, the proposed approach does not intend to solve the 

problem of precisely localizing a leakage in a real WDS. Instead, 
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the methodology represents a valuable alternative to other 

prelocalization techniques, or a useful tool to be adopted in 

conjunction with other approaches. 

The rest of the paper is organized as follows: section 2 contains 

a literature review, section 3 describes the methodology, which is 

applied to a literature system in section 4; section 5 shows the 

results obtained from the application to a real WDS, and section 6 

draws some concluding remarks. 

2. Literature Review 

Leakages in WDSs are usually classified into two main 

categories [7]: bursts, which are characterized by sudden activation 

and high flows, and background leakages, which do not surface 

and are low, background flows that can persist for years without 

being detected. 

Since bursts can be identified by instrumentation (sometimes 

they are visible on the ground), they are repaired in a short period 

of time, leading to a small amount of water lost. In this context, 

several technologies are available: step-tests, noise correlators, 

gas-injections, acoustic sensing through conduit pigging, and 

others: see [8] for a review. 

Instead, background leakages can determine huge volumes of 

water lost, unless some dedicated leakage identification and 

repairing activities are performed. In these last years, many water 

utilities have implemented pressure management, an approach 

consisting in the introduction and regulation of some pressure 

reducing valves (PRVs) with the aim to control the piezometric 

surface. The selective reduction of pressure in a WDS (typically 

during the nighttime) may result in considerable water and energy 

savings [9,10]. 

Other approaches rely on proactive identification of water 

leakages, in order to keep the level of water loss always under 

control. To this end, District Metered Areas (DMAs) are created, 

consisting in the subdivision of a WDS in continuously monitored 

portions [11]. The installed instruments (flow and pressure gages) 

allow to provide a nearly real-time estimation of water loss on a 

24-hour basis, by analyzing the minimum night flow (MNF) 

occurring in the lowest consumption interval, that is, between 2:00 

a.m and 4:00 a.m.. Such minimum demand conditions determine 

the maximum values of pressure in the system, and hence the 

highest values of leakage. 

A totally different approach relies on transient methods, 

consisting in high-frequency analysis of pressures transients in a 

WDS after some surge has been created [12]. Others rely on a 

transient network simulation model, usually very difficult to 

calibrate [13]. 

In these last years, the rapid improvement in sensor technology 

and in data transfer and communication systems has greatly 

enhanced the activity of real-time control of water losses, although 

many problems remain unsolved: first of all, the possibility of 

identifying a leakage since its first formation [14]. 

Several researchers have been focused on the comparison 

between actual field measurements and the results obtained by a 

calibrated numerical model [15–17]. In such cases, the key-point 

is the level of accuracy of the simulation model, which can hardly 

be optimal, since it should also contain information on the leakages 

to be discovered. In particular [18] have introduced a methodology 

for leak-detection and localization coupled with demand 

calibration. 

More recently, Complex Networks Theory (CNT) has received 

increasing attention for the comprehension of a wide spectrum of 

real systems, ranging from physical infrastructures to social 

communities [19,20]. Successful examples include functional 

(correlation) network approaches [21], to infer hidden statistical 

inter-relationships between macroscopic regions of the human 

brain [22] or the Earth’s climate system [23], difficult to uncover 

with traditional non-linear time series analysis techniques [24]. 

The application of CNT to the design and operation of WDSs 

has attracted a growing number of researchers, because its inherent 

capability of unveiling hidden properties, not grasped by 

traditional analyses or modelling approaches [25]. CNT has been 

adopted for evaluating the topological characteristics and the 

resilience of a system [26], or for expansion strategies [27]. Several 

authors investigated vulnerability-related issues, like node 

vulnerability under cascading failures [28–30], spectral methods to 

establish vulnerability areas [31,32], or for evaluating robustness 

under random or intentional attacks [33]. Other studies focused on 

the analysis of the formation of isolated communities [34], on the 

segmentation of WDSs for the identification of District Metered 

Areas (DMAs) using general metrics and modularity [35,36]. The 

optimal sampling design has also been addressed with the 

modularity concept [37] and through a combination of classical 

optimization and CNT [38]. More recently, Complex Networks 

Theory has been adopted for a systematic classification of WDSs 

[39], and for their optimal design through a tradeoff between 

network cost and reliability, measured in terms of flow entropy 

[40]. 

All such studies have been mainly focused on the topological 

aspects of WDSs, deriving their main characteristics from the 

analysis of the real system. Actually, many hidden properties may 

be uncovered looking at functional or correlation ties between 

nodes, especially when simulation or field data are available. 

3. Methodological Approach 

Starting from a given WDS whose topological, geometrical 

and hydraulic characteristics are known, the simulation model of 

the system can be built. In this work, the software Epanet has been 

adopted, being an open-source and a standard toolkit for such kind 

of numerical analyses [41]. 

The two sets of equations the software solves at the generic 

time tk are the continuity equation for each junction i: 

 ∑ 𝑄𝑖𝑗𝑗 (𝑡𝑘) − 𝐷𝑖(𝑡𝑘) = 0 () 

and the flow-headloss relationship in every pipe connecting 

junctions i and j: 

 𝐻𝑖(𝑡𝑘) − 𝐻𝑗(𝑡𝑘) = ℎ𝑖𝑗(𝑡𝑘) = 𝑟𝑄𝑖𝑗
𝑛 (𝑡𝑘) + 𝑚𝑄𝑖𝑗

2 (𝑡𝑘) () 

where Qij is the flow in pipe ij, Di is the demand at node i, Hi and 

Hj are nodal heads at junctions i and j, hij is the headloss between 

nodes i and j; r, n and m are, respectively, the resistance coefficient, 

the flow exponent and the minor loss coefficient. For each time tk, 
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starting from known heads at the fixed grade junctions (typically, 

reservoirs or tanks), the software uses the gradient method [42] in 

order to solve the set of equations (1) and (2) for determining all 

the heads and flows. Once the head is known at each junction, the 

pressure is directly calculated as the difference between head and 

the elevation of that junction (the velocity head at each junction is 

neglected). 

The simulation model allows to determine the variability of 

pressure, provided a user demand pattern is defined. A pressure 

‘signal’, pi(t), may be associated at each junction i, and the 

correlation coefficient cij between every pair of pressures signals 

at junctions i and j can be calculated. In this paper, the Pearson 

correlation coefficient has been adopted; it is given by the 

following expression: 

 𝑐𝑖𝑗 =
∑ (𝑝𝑖(𝑡𝑘)−�̅�𝑖)(𝑝𝑗(𝑡𝑘)−�̅�𝑗)𝑇

𝑘=1

√∑ (𝑝𝑖(𝑡𝑘)−�̅�𝑖)2𝑇
𝑘=1  ∙ ∑ (𝑝𝑗(𝑡𝑘)−�̅�𝑗)2𝑇

𝑘=1

 () 

in which tk represents the discretized time of the numerical module, 

T is the number of time steps of the simulated time horizon, and �̅�𝑖 

is the average pressure at the i-th junction. 

The temporal variability of pressure depends mainly on the 

fluctuation of the customers’ demand: the higher the request of 

water, the lower is the pressure. Usually, distribution systems 

supplying water to residential areas are subjected to an almost 

spatially-uniform user demand. In this way, the temporal 

variability of pressure is very similar at all junctions, and the 

correlation coefficient cij is very close to the value of one. In other 

words, there is a strong linear relationship between pressure at 

junctions, properly described by the (linear) Pearson correlation 

coefficient. 

However, the presence of many tanks or control devices, such 

as pressure regulating valves, inverter of pumps and other 

facilities, may introduce non-linearities in the relationships 

between pressures, and the correlation coefficient may not 

represent an appropriate measure. The more general case, which 

will be evaluated in future research, can be analyzed through non-

linear correlation parameters or, more simply, looking for subsets 

of the considered time horizon for which linear correlations exist 

between pressure signals. 

The methodology starts by creating a similarity matrix in which 

every element cij is the Pearson correlation coefficient between 

real-time measurements of pressure sensors (or pressures 

calculated by the simulation model) at i and j. 

From the similarity matrix, an adjacency matrix representing a 

virtual, undirected complex network may be built (Figure 1). In 

this network, the nodes are the points of measurement and the links 

are created if the correlation coefficient between pressure signals 

is high enough. In other words, if cij is above a chosen threshold, 

θ, the related element aij of the adjacency matrix is 1, and zero 

otherwise (elements in the diagonal are set to zero). 

In an ideal system with no leakages and characterized by a 

spatial uniform demand pattern, that is, the same typology of 

customers’ consumption, there is a strong correlation between 

pressure signals, and the related complex network is heavily 

connected (it is a complete graph). As an example, Figure 1 (left) 

shows the situation in which four sensors are installed at junctions 

3, 9, 28 and 31. In the case of no leakage, the similarity matrix 

presents very high values of correlation coefficients, and the 

adjacency matrix is that typical of a complete graph (Figure 1, top 

right). 

The formation of a leakage starts to ‘break’ correlations among 

the node nearest to the leakage and the others, inducing a 

progressive link removal, depending on the amount of water loss. 

This is due to the fact that only the time-varying flow out of the 

leakage is a function of pressure, with different dynamics from 

customer’s demand. 

 

Figure 1: Difference between similarity matrix, made by Pearson correlation coefficients, cij, and adjacency matrix, in which the value of 0 or 1 assumed by each 
element depends on the threshold chosen for cij (in the example θ = 0.990). In this case, the size of matrices is less than the number of junctions of the water distribution 

system, being equal to the number of installed pressure gages (indicated on the left of the figure). The hypothetical position of a leakage is also shown, together with its 
impact on the matrices and the resulting virtual network. 
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Figure 2: Hanoi WDS adopted for the analyses. Link number and diameter (in mm) are indicated along the pipes. 

If a leakage is formed at the i-th junction of a WDS, the total 

discharge Qi(tk) outflowing at time tk equals the nodal demand, and 

can be expressed as the sum of consumer’s request and pressure-

dependent water loss: 

 𝐷𝑖(𝑡𝑘) = 𝑄𝑖(𝑡𝑘) = 𝛼(𝑡𝑘)𝑞𝑖 + 𝑐[𝑝𝑖(𝑡𝑘)]𝑢 () 

in which qi is the average demand at node i, α(tk) is the multiplier 

coefficient characterizing the demand pattern at time tk (Figure 3), 

pi(tk) is the pressure at node i, and c and u are the leakage 

coefficient and the leakage exponent: they determine, respectively, 

the leakage entity and its dependence on the pressure (for an ideal 

leakage of circular shape on a steel pipe, u = 0.5). 

Figure 1 (bottom right) shows the example of a leakage present 

at junction 28: it is easily seen that the values of the correlation 

coefficient in the similarity matrix decrease when the position with 

the leakage is involved in the calculation, giving rise to a less 

connected network. 

The parameter adopted for the identification of the junction in 

which a leakage is forming is the degree centrality: the degree of a 

node represents the number of its nearest neighbors (in other 

words, the number of its connections). For an undirected network 

(as in this case) the column vector of node degrees’ k is given by 

(the symbol 1 represents an all-one column vector): 

 k = (1T A)T = A 1 () 

in which A is the adjacency matrix [17]. Thus, the junction in 

which the leak is emerging is the one characterized by the lowest 

correlation with respect to all the others, and the related node in the 

complex network has the lowest degree centrality. 

4. Application to a Literature System 

The methodology has been applied to the Hanoi WDS 

(Vietnam), since it represents a well-known literature example 

(Figure 2): it was introduced for the first time by [43] and then 

analyzed by many authors [44]. The model of the main system 

consists of 32 junctions and 34 pipes, organized in three loops (see 

[43] for the data). The numerical simulation model has been used 

to artificially create pressure signals at every junction of the main 

system, where a pressure sensor is considered to be available. 

Figure 3 shows the pattern assumed for customers’ demand: its 

variability is typical of residential consumption, with two peaks 

during the day, respectively in the morning and in the evening, and 

a minimum during the nighttime. The time resolution adopted is 5 

minutes.  

 
Figure 3: Temporal variability of demand multiplier α(tk) in (4), describing 

customers’ demand. 

In Figure 3, the typical oscillations due to the stochastic nature 

of demand are evident. In the present paper, the simple case of 

uniform spatial distribution of demand pattern has been assumed. 

Due to the importance of correctly simulating users’ demand 

variability, future research will focus on such issue: to this end, the 
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approach adopted by [45,46] appears the most suitable for real-

time analyses. The time variability of pressure in the case of no 

leakage in the system is shown in Figure 4.  

 
Figure 4: Pressure variability over 24 hours for the junctions of Hanoi WDS. 

The results have been obtained by simulations performed with 

Epanet software [39], with a hydraulic time step of 5 minutes and 

a Hazen-Williams roughness coefficient of 130 for all pipes. 

The correlation between signals is evident, and may be 

confirmed by the plot of Figure 5, where the relationship between 

pairs of nodes keeping junction 2 in abscissa are shown. Similar 

results may be plotted for other pairs of junctions. Such behavior 

confirms the validity of linearity assumption between pressures 

 
Figure 5: Correlation plot for pairs of pressures between junction 2 and others 

Figure 6 is a heatmap plot of the global results obtained with 

reference to one leakage in all possible positions, and characterized 

by an average outflow of 5 l/s, which may appear to be large, but 

actually is a relatively small value if compared to the user demand 

at junctions (100 l/s on average). For each column, representing an 

assumed position of a leakage, the figure shows the degree 

centrality of the nodes on a blue-tone basis, i.e., the darkest the 

color, the bigger is the degree of a node. 

 
Figure 6: Heatmap representation of degree centralities when varying the position of one leakage of 5 l/s in Hanoi WDS. Number in columns are the node degrees for a 

fixed leakage position 
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Figure 7: Round plots of virtual correlation networks obtained when varying 
leakage position (nodes 2 to 16). The junction where the leakage is activated is 

drawn at the center of each plot. Thick lines are the links connecting the central 

node to others, while other connections are indicated with thin lines. 

In this way, the lightest cell represents (for each column) the 

node with the least degree centrality, that is, that affected by the 

leakage. This is confirmed by the number indicated in each cell, 

giving the degree centrality. Only simulations with one leakage at 

a time have been considered.It is evident that, in all the cases 

analyzed, the node with the smallest degree is that one in which 

the leakage is present. 

Figure 7 and Figure 8 show round plots of the virtual networks 

in which the node where the leakage is activated is drawn at the 

center. Thick lines represent the connections the central node has 

with others, while thin lines indicate those between other nodes. 

 

Figure 8: Round plots of virtual correlation networks obtained when varying 
leakage position (nodes 17 to 32). The junction where the leakage is activated is 

drawn at the center of each plot. Thick lines are the links connecting the central 
node to others, while other connections are indicated with thin lines. 

For each plot, the number of thick lines is the degree centrality 

of the node with the leakage. Such figures provide a pictorial 

representation of the absence of connections for the central node 

due to the presence of a leakage. In other words, such node is the 

most ‘isolated’ 

5. Application to a real system 

In order to test the reliability of the methodology, it has been 

applied to the western district of Tobruk city, Libya (Figure 9, left). 

  

Figure 9: Left: layout of the city of Tobruk (Libya), and of the western district WDS (right), where the junctions characterized by the highest frequency values reported 
in Figure 10 are also indicated. 
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It covers a surface of 8 km2 and serves a population of 54600 

inhabitants. The average flow supplied is 240 l/s. The model of the 

system includes all the details of the network, and is made of 1139 

junctions and 1621 pipes (Figure 9, right). 

In this case, the performance of the methodology has been 

evaluated as the percentage of success in identifying the junction 

affected by the leakage (or its neighbors, according to a predefined 

tolerance of 200 m, representing the average length of the pipes), 

varying several parameters like threshold, θ, leakage coefficient, c, 

and leakage exponent, u (4). 

Table 1 reports the results obtained for a tolerance distance of 

200 m (in other words, it is considered a good result whenever the 

junction with the smallest degree centrality falls within 200 meters 

from that in which the leakage is activated). It can be observed that, 

independently of the parameters assumed, the rate of success of the 

methodology is around 90%. This is due to the fact that there are 

some junctions having the minimum value of degree centrality 

when leakages are activated at their surroundings.  

To this end, the results in terms of frequency of occurrence of 

the nodes have been analyzed: Figure 10 shows several cases 

obtained with two values of the leakage exponent (u = 0.5; 1.0) and 

five values for the leakage coefficient (c = 0.1,…0.5), which are 

typically encountered in real situations. 

Table 1: Performance indicator (PI) giving the percentage of success of the 
methodology when applied to Tobruk WDS, with varying threshold, θ, leakage 

coefficient, c, and exponent, u. (The threshold number, θ, indicated as 1-10-4 

means 0.9999.) 

θ c u PI (%) 

1-10-4 0.5 0.5 90.34 

1-10-6 0.5 0.5 75.94 

1-10-7 0.1 0.5 86.65 

1-10-6 0.1 0.5 90.61 

1-10-6 0.1 1.0 90.61 

1-10-5 0.1 0.5 88.85 

1-10-5 0.2 0.5 90.17 

1-10-5 0.3 0.5 90.87 

1-10-5 0.4 0.5 91.83 

1-10-5 0.5 0.5 92.01 

1-10-5 0.1 1.0 88.85 

1-10-5 0.2 1.0 90.17 

1-10-5 0.3 1.0 90.87 

1-10-5 0.4 1.0 91.83 

1-10-5 0.5 1.0 92.01 

In an ideal situation, all nodes should be characterized by a 

frequency of one, and the frequency plots would be uniform. 

However, from Figure 10 it can be observed that some of them 

exhibit very high frequency values, indicating that their minimum 

degree centrality occurs not only when a leakage is present there, 

but also when it is activated at several other surrounding junctions. 

When analyzing in more detail the nodes characterized by the 

highest values of frequency, it can be noted that they represent 

particular situations of ‘bottlenecks’ of the WDS (Figure 9, right). 

In these cases, their minimum degree centrality hinders some 

other non-linear property not captured by the linear Pearson 

correlation coefficient, which is still under investigation. 

6. Discussion and Concluding Remarks 

The paper has presented the results of a new methodology 

introduced for the localization of leakages emerging in water 

distribution systems. The main advantage of the approach is that 

it relies only on the measurements of pressure and on cross-

correlations between signals, thus avoiding the need of comparing 

such data with a ‘reference’ (and not well defined) scenario given 

by a simulation model, whose optimal calibration is generally 

very difficult to attain. In this paper, the simulation model has 

been adopted with the only purpose of generating the pressure 

signals. 

The novelty of the research resides in the fact that it analyzes 

pressure measurements through Complex Networks Theory, its 

reliability increasing with the number of installed pressure sensors. 

However, the proposed approach does not represent a final 

solution to the problem of leakage identification, but it has to be 

considered a further support in the process of leakage 

prelocalization, that is, a fast method to assess the integrity of a 

WDS and, eventually, to identify areas where prompt 

interventions should be planned. 

Two test cases have been considered: the first, representing a 

well-known literature system, proved the best performance of the 

methodology in precisely localizing the node where the leakage is 

emerging (which is characterized by the least degree centrality 

with respect to all the others); the second, a real-world network, 

showed a high rate of success (around 90%). The difference 

between the results obtained can be ascribed to the fact that, in the 

first case, only the main transport pipes are included in the model 

(in other words, the model simulates the principal ‘skeleton’ of 

the water distribution system). In the second case, given by a real 

WDS, all the pipes have been modeled, and hence the flows in the 

links may arrange in such a way that the conditions of minimum 

degree centrality do not always occur at the junction where the 

leakage is present, but rather in some other surrounding nodes. 

Actually, this is not a problem in real situations, since water 

managers are interested in quickly identifying the area where the 

leakage is forming. 

Other issues still under investigations are represented by the 

influence on the spatial distribution of demand pattern and the 

presence of several reservoirs and tanks, which actually limit the 

performance of the methodology. In any case, the current trend in 

WDS management is to divide such systems in DMA (District 

Metered Areas), for a better control of water leakages: thus, each 

DMA (which is often supplied by at most one reservoir, or may 

be modeled in such a way through appropriate boundary 

conditions) can be considered as a single system and the proposed 

methodology applied accordingly. 

The requirement of linear correlation between pressure 

variability is fundamental for the success of the methodology. 

However it is only a necessary condition, as proved by the second 

test case, for which the linearity in correlation is not sufficient to 

always guarantee the minimum degree centrality at the node with 

the leakage, hindering some other non-linear property not 

captured by the linear Pearson correlation coefficient. Also this 

issue is currently under investigation. 
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Figure 10: Frequency plots of junction occurrences in minimum degree centrality when varying leakage position and for different values of leakage coefficient, c, and 
exponent, u. Correlation threshold of 1-10-5 has been assumed. 
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 The Malaysian government has recently announced to increase the share of renewable 
energy generation from 2% to 20% of the total electricity consumption by year 2030. 
However, integrating a significant level of renewable energy sources on the distribution 
network without proper coordination will cause adverse effects that leads to unnecessary 
operation costs to the stakeholders. Various solutions including energy storage system are 
proven to be an effective way to overcome the issues caused by the integration of renewable 
energy sources. However, energy storage system using batteries have limitations such as 
limited life cycle and environmental hazards. As such, alternative source such as fuel cell 
which is well known for its zero pollutant can be considered. In this paper, a distributed 
static synchronous compensator integrated with a hydrogen system (DSTATCOM-Fuel 
cell) is proposed. The hydrogen system consists of fuel cell and electrolyzer to perform 
power exchange within the grid for regulating the voltage magnitude at 1 p.u. Various case 
studies have been conducted to validate the efficacy of this proposed combination and the 
results have shown that the DSTATCOM-Fuel cell can effectively mitigates the voltage rise 
up to 12.3% while maintaining high penetration of the photovoltaic systems.   
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1. Introduction  

This paper is an extension of work originally presented in the 
International Conference on Smart Grid and Clean Energy 2018 
[1]. Malaysia is expected to receive significant growth of the grid-
connected renewable energy sources as the government has 
recently set a new target to commit on increasing the renewable 
energy generation from the current 2% to 20% of the total 
electricity consumption by year 2030 [2]. However, the growth of 
renewable energy sources on the electrical networks without 
proper coordination can create technical challenges that lead to the 
malfunction of power electronic devices, reduction of network 
efficiency, and improper operation of power protection system 
which gives high operating cost impact to the stakeholders. 
Curtailing and limits the amounts of grid-connected renewable 
energy have always been applied in order to avoid the deterioration 
of electrical power quality [3] despite these measures can greatly 
reduce the generation of clean energy and affect the commitment 
to increase the share of renewable energy generation [4]. Many 
solutions have been research, and realized that integrating large-
scaled energy storage system by manipulating the real and reactive 

power exchange within the system can be used to regulate the 
network voltage [5–9]. Besides, energy storage system integrated 
with STATCOM are used to enhance the transient stability [10–
14], improve voltage sags [15], smoothen wind farm power output 
and terminal voltage by incorporates real and reactive power 
control ability [16–18]. Although these combinations have proven 
useful, however, batteries have few disadvantages such as limited 
life cycle, voltage and current limitation and environmental 
hazards [19–21]. Therefore, more exploration on new alternative 
solutions and their corresponding control strategies become 
obligatory. Unlike the other batteries, fuel cells is an 
environmental friendly and well known for its zero pollutant, high 
efficiency, modularity, high power and reliable [22] which has the 
capability of high charge and discharge cycles. In this paper, a 
distributed static synchronous compensator integrated with a 
hydrogen system (DSTATCOM-Fuel cell) is proposed for active 
and reactive power compensation. In this combination, the 
DSTATCOM regulates reactive power output to maintain the 
voltage at 1 p.u. with the hydrogen system operates through the 
discharging and charging of the fuel cell and electrolyzer 
respectively to regulate active power based on the PV power 
output and voltage magnitude. Various case studies are conducted 
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to validate the performance of the proposed solution to mitigate the 
voltage rise issues while allowing high penetration from grid-
connected PV systems.  

2. Typical Malaysian Low-voltage Distribution Network in 
Radial Topology 

The paper begins with a preliminary study to investigate the 
impact on system voltage with the integration of grid-connected 
PV systems on the radial distribution network. It is followed by an 
efficacy analysis using MATLAB Simulink to validate the 
performance of the proposed DSTATCOM-Fuel cell system to 
regulate the system voltage at 1 p.u while maximize the capacity 
of the grid-connected PV systems on the distribution network.  

2.1. Modeling Electrical Network 

A typical Malaysian low-voltage distribution network for small 
sub-urban area as shown in Figure 1. This network can be 
categorized into three sections according to its voltage level; (i) 
132 kV incoming supply, (ii) 33 kV distribution substations, (iii) 
11 kV distribution substations. The 132 kV incoming supply is the 
sub-transmission network of the national grid, the voltage is then 
stepped down to 33 kV by the 132/33 kV power transformers 
installed in the 33 kV distribution substations. The 33 kV is further 
stepped down to 11 kV using the 33/11 kV power transformer to a 
suitable voltage level for utilization. In this network, feeder 4 being 
the longest feeder will be modelled and the proposed 
DSTATCOM-Fuel cell system is integrated on feeder 4 to validate 
the efficacy. 

There are 11 distribution substations across the radial feeder 4 
with each of them are rated at 11/0.4 kV. The distance between 
each substation is indicated in Figure 1. The primary sides of the 
11/0.4 kV transformers are labelled as 1, 2, 3 … and 11, while the 
secondary sides of the 11/0.4 kV transformers are labelled as 1a, 
2a, 3a … and 11a. Table 1 and Table 2 show the technical 
specifications of the power transformer and conductor 
respectively. The locations of the distribution substations, the 
typical load characteristics and photovoltaic system power output 
were collected from the utility company. 

A three-phase PV system is placed at the terminals 1a, 2a, and 
3a in case 1 and 9a, 10a, and 11a in case 2 to investigate the impact 
of PV systems towards voltage rise on the network. Equation 1 
shows sizing of the PV system is based on the penetration levels 
as follows: 

 PL= 
EPV

Eload
×100% (1) 

where, 

𝑃𝑃𝑃𝑃 is the penetration level of the PV system (%) 
𝐸𝐸𝑃𝑃𝑃𝑃  is the total PV energy yield for the day (kWh) 
𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the daily energy consumption at the load (kWh) 

 Based on the PV power output profile and load profile used in 
this study, it is determined that for 100% PV penetration level, the 
PV system should be sized at 500 kW. Thus, the PV system 
capacity for 60%, 70%, 80%, and 90% PV penetration are 300 kW, 
350 kW, 400 kW, and 450 kW respectively. 

 
Figure 1: Typical Malaysian low-voltage distribution network in a sub-urban 

area. 

Table 1: Technical Specification of the oil-immersed power transformers 

Descriptions 
Voltage 
Level 
(kV) 

Rated 
Power 
(MVA) 

Vector 
Group 

Percent 
Reactance 

(%X) 
Three-phase 

power 
transformers 

132/33 90.00 Yd11 13.50% 
33/ 11 30.00 Dyn11 10.00% 
11/ 0.4 0.75 DYn11 4.75% 

Table 2: Technical Specification of the conductors 

Voltage 
Level 
(kV) 

Cross-
sectional 

Area 
(mm2) 

Materi
al 

Insulato
r 

R 
(Ω/km) 

XL 
(Ω/km) 

0.4 300 Al PVC 0.1300 0.0720 

11.0 

120 Al XLPE 0.2990 0.0873 
150 Al XLPE 0.2645 0.1603 
185 Cu PILC 0.1950 0.0829 
240 Al XLPE 0.1610 0.1524 

33.0 630 Al XLPE 0.0627 0.1070 

2.2. Modeling DSTATCOM-Fuel Cell System 

The proposed DSTATCOM-Fuel cell system is shown in 
Figure 2. The system consists of a DSTATCOM with an integrated 
hydrogen system. The hydrogen system consists of a fuel cell, an 
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electrolyzer, and a hydrogen storage tank. The hydrogen system is 
connected to the DC capacitor of the DSTATCOM through a boost 
converter which regulates the DC voltage from the hydrogen 
system to the desired level. The DSTATCOM consists of a DC 
capacitor, a three-phase pulse-width-modulated voltage source 
converter (VSC), and a coupling transformer. The coupling 
transformer connects the VSC to the network and functions to 
provide galvanic isolation and voltage regulation at the point of 
common coupling (PCC). The DSTATCOM, fuel cell, and 
electrolyzer are rated at 500 kVAr, 500 kW, and 500 kW 
respectively to match the PV system capacity at 100% PV 
penetration. 

 
Figure 2: Schematic diagram of DSTATCOM-Fuel cell 

The proton membrane exchange fuel cell (PEMFC) is used for 
the hydrogen system as it has a low operating temperature of 60-
80°C, a high electrical efficiency range of 40-50%, a fast start up 
time, and high power density which makes it suitable for use in 
distribution networks [23,24]. A 500 kW PEMFC is modelled 
based on the NedStack PS6 datasheet. The parameters of the 500 
kW PEMFC stack is shown in Table 3. The voltage-current (V-I) 
and power-current (P-I) curve of the fuel cell stack is shown in 
Figure 3. 

 
Figure 3: V-I curve and P-I curve of the fuel cell stack. 

Table 3: Technical specification of the PEMFC stack 

Rated capacity 504 kW 
Nominal voltage 315 V 
Nominal current 1333 A 
Number of cells connected in series 455 
Number of strings connected in 
parallel 

12 

Total number of cells in the fuel cell 
stack 

5460 

 

 

Figure 4: Hydrogen production of electrolyzer stack. 

An alkaline electrolyzer stack is modelled based on the 
Photovoltaik, Elecktrolyse, Brennstoffzelle Und Systemtechnik 
(PHOEBUS) plant installed at Julich, Germany as reported in [25]. 
In order to create a 500 kW electrolyzer system, 19 electrolyzer 
stacks each rated at 26 kW are modelled and connected in parallel. 
The voltage-current relationship and hydrogen production of the 
electrolyzer system are modelled as described in [26,27]. The 
hydrogen produced by the electrolyzer is stored into a hydrogen 
storage tank without compression. The hydrogen storage tank 
capacity is 30 kg of hydrogen. The hydrogen production of the 
electrolyzer model is shown in Figure 4. 

2.3. Control Strategies for Voltage Regulation 

Figure 5 shows the control scheme for the DSTATCOM-Fuel 
cell. The objective of the controller is to mitigate voltage rise issue 
on the network by active and reactive power compensation. The 
voltage at the PCC, VPCC, is measured and DSTATCOM performs 
reactive power compensation to regulate the voltage at 1 p.u. The 
voltage rise on the network occurs mainly due to high PV 
penetration. Hence, controller will initiate the hydrogen system 
charging operation when the PV power output, PPV, is higher than 
the load consumption, Pload and the hydrogen tank level is less than 
100%. If PPV is less than Pload, the control will check if VPCC is 
below the statutory limit of 1.1 p.u. If yes, the control will initiate 
the hydrogen system discharging operation if the hydrogen tank 
level is more than 20%. A minimum threshold of 20% for the 
hydrogen tank level is set to ensure a safe operation of the fuel cell. 
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If VPCC exceeds the 1.1 p.u. limit, the control will stop the charging 
and discharging of the hydrogen system and only reactive power 
compensation will be used to regulate the voltage. 

 

 

Figure 5: Flow chart of the DSTATCOM-Fuel cell controller. 

3. Simulation Results 

3.1. Impact of PV system allocation on voltage rise severity: 

In this case study, the impact of PV system allocation on the 
system voltage is studied. Two cases are considered; i) Case 1 
where a PV system is connected at terminals 1a, 2a, and 3a 
respectively, ii) Case 2 where a PV system is connected at 
terminals 9a, 10a, and 11a respectively. The PV power output 
profile used in this case study is the average hourly PV power 
output measured at Selangor, Malaysia during the month of April, 
2018. The network is simulated for a period of 24 hours to 
determine the maximum voltage rise that occur within one full day. 

Figure 6 shows the voltage magnitude of the load terminals 1a, 
2a, and 3a for case 1. Figure 7 shows the voltage magnitude of the 
load terminals 9a, 10a, and 11a for case 2. In both cases, the 
maximum voltage is measured when there is 0%, 60%, 70%, 80%, 
90%, and 100% PV. The voltage magnitudes shown in these two 
figures are the maximum voltage measured within the 24-hour 
period. 

In case 1, the maximum voltage at terminal 1a, 2a, and 3a 
violates the 1.1 p.u. statutory limit when PV penetration exceeds 
70%, 80% and 90% respectively. The maximum voltages at 1a, 2a, 
and 3a when PV penetration is 100% are 1.12 p.u., 1,12 p.u. and 
1.11 p.u. respectively. It is noticed that in this case, the voltage rise 
severity reduces at terminals further away from the 11 kV main 
substation. 

 
Figure 6: Maximum voltage magnitude of the load terminals when the PV 

system is connected at the terminals 1a, 2a, and 3a. 

 

Figure 7: Maximum voltage magnitude of the load terminals when the PV 
system is connected at the terminals 9a, 10a, and 11a. 

In case 2, the maximum voltage at terminal 9a, 10a, and 11a 
violates the 1.1 p.u. statutory limit when PV penetration exceeds 
80%. The maximum voltages at 9a, 10a, and 11a when PV 
penetration is 100% are 1.13 p.u., 1.14 p.u., and 1.14 p.u. 
respectively. It is noticed that in this case, the voltage rise severity 
increases at terminals further away from the 11 kV main 
substation.  

Comparing case 1 and case 2, it is noticed that when several 
PV systems are placed near the 11 kV substation, the voltage rise 
impact is greatest at the terminal located nearest to the main 
substation. Conversely, when multiple PV systems are placed at 
the end of the load terminals, the voltage rise is most severe at the 
terminal located furthest from the main substation.  

Overall, it is observed that the voltage rise is more severe when 
multiple PV systems are placed at terminals furthest to the 11 kV 
main substation. The voltage increase as PV penetration increases 
is also more significant when the PV system is connected to the 
last three terminals compared to the first three terminals. 
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3.2. Efficacy Analysis for DSTATCOM-Fuel Cell System: 

In order to determine the effectiveness of the proposed system 
for mitigating voltage rise caused by PV systems, a DSTATCOM-
Fuel cell system is connected to terminals 1a, 2a, and 3a in case 1 
and to terminals 9a, 10a, and 11a in case 2.  

Figure 8 and Figure 9 show the comparison of the voltage rise 
for both cases when the PV system penetration level is 100%. It is 
observed that in both cases, the maximum voltage is maintained at 
1 p.u when DSTATCOM-Fuel cell is connected. The regulation of 
voltage at the terminals with a connected PV system also affects 
the voltage at the other terminals. This effect is more significant in 
case 2 where the voltage at the neighboring terminals is reduced 
by as much as 2%. Overall, by using DSTATCOM-Fuel cell 
voltage rise can be reduced by as much as 10.7% in case 1 and 
12.3% in case 2. 

 
Figure 8: Comparison of voltage rise at 100% with and without regulation by 

DSTATCOM-Fuel cell in case 1. 

 
Figure 9: Comparison of voltage rise at 100% with and without regulation by 

DSTATCOM-Fuel cell in case 2. 

Figure 10 shows the regulated power output at terminal 11a in 
case 3 after active power compensation by the DSTATCOM-Fuel 
cell system relative to the PV power output and load consumption. 
In order to mitigate voltage rise issues caused by reverse power 

flow, a combination of active and reactive power compensation is 
used depending on the PV power output and hydrogen tank level. 
When the PV power output is less than the load consumption, the 
hydrogen system in the DSTATCOM-Fuel cell will supply active 
power to the network to match the load consumption if the voltage 
does not exceed the statutory limit of 1.1 p.u. and the hydrogen 
tank level is not less than 20%. When the PV power output exceeds 
the load consumption, the hydrogen system charging operation is 
initiated if the hydrogen tank level is not full and the excess power 
is absorbed by the hydrogen system and converted to hydrogen. 

It is observed that from 3:45:00 to 7:15:00 and 21:30:00 to 
0:00:00, the regulated power is 0 kW. This is due to the hydrogen 
tank level being below 20%. Hence, the hydrogen system does not 
carry out the discharging operation during this period. 

 
Figure 10: Regulated power output relative to PV power output and load 

consumption at terminal 11a in case 2. 

Figure 11 shows the voltage levels throughout the day at 
terminal 11a in case 3. It is observed that there is significant 
voltage rise up to 1.14 p.u. which coincides with the peak output 
of the PV system. When the DSTATCOM-Fuel cell system is 
connected, the voltage is regulated at 1 p.u. throughout the day. 

 
Figure 11: Regulated and unregulated voltage using DSTATCOM-Fuel cell at 

terminal 11a when a photovoltaic system generates 100% of the total consumed 
power. 
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Figure 12 shows the active power compensation by the fuel cell 
and electrolyzer and the reactive power compensation of the 
DSTATCOM. It is noticed that the DSTATCOM is constantly 
absorbing reactive power to reduce voltage level and regulated the 
voltage at 1 p.u. The hydrogen system charging and discharging 
operation depends on the PV power output. When the PV power 
output is high and exceeds the load consumption, the electrolyzer 
absorbs active power and converts it to hydrogen. When the PV 
power output is low and is less than the load consumption, the fuel 
cell supplies active power if the voltage magnitude is within the 
statutory limit of 1.1 p.u. It is noticed that from 3:45:00 to 7:15:00 
and 21:30:00 to 0:00:00, the fuel cell does not supply any active 
power due to low hydrogen tank levels. 

 

Figure 12: DSTATCOM-Fuel cell active and reactive power output at terminal 
11a. 

Figure 13 shows the hydrogen tank levels throughout the day. 
For this study, a starting level of 50%, which is 15 kg of hydrogen, 
has been assumed in this simulation. It is noticed that when the 
hydrogen tank level reaches 20%, the discharging operation of the 
system is turned off. Hence, only a minimal amount of hydrogen 
is consumed by the fuel cell to maintain the DC voltage in the 
DSTATCOM.  

 
Figure 13: Hydrogen tank levels throughout the day. 

4. Conclusion 

Integrating large amount of renewable energy sources without 
suppressing the power quality always has been a challenge to the 
utility company. The voltage rise issues become severe when large 
amount of PV systems are installed across the end of a long feeder 
in a radial distribution network. This paper presented a 
DSTATCOM-Fuel cell system to perform power exchange within 
the grid for mitigating the voltage rise issues without curtailing the 
high penetration of PV systems. Excess power generated from the 
PV system will be converted into hydrogen and store in a hydrogen 
tank via an electrolyzer. In the event of high load consumption 
during low renewable energy generation, fuel cell will generate 
electricity using the hydrogen stored in the tank. Various case 
studies are conducted in this paper to validate the efficacy of the 
proposed DSTATCOM-Fuel cell system and the results have 
shown that this combination can mitigate the voltage rise issues up 
to 12.3%, maintaining the voltage at 1 p.u. while allowing high 
penetration of PV systems presence in the network. 
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 To be able to perform a better voting system, it is important to go to ICT and its various 
platforms designed for electoral purposes, which are being used in several countries in 
Latin America. In Ecuador are being used digital mechanisms during the process, but with 
certain errors and he is being considered to implement electronic voting, although it 
remains a project. The objective of this study is to analyze the prototype of a security 
architecture for a system of electronic voting for the Ecuador. In this study applied a 
quantitative, deductive, non-experimental descriptive criteria allowing to analyze the 
documents of reference. It was observed that the laws governing the franchise in the country 
have been well designed to provide facilities to the greatest number of voters, whether 
people with certain physical disabilities or with deprivation of liberty; In addition gives to 
know how to vote and the rapid counting system. It is concluded that architecture deserves 
a protocol that protects information throughout the electoral process and also the use of 
cryptographic algorithms with special software, that allows to work quickly and provide 
security properties, integrity and authenticity. 
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1. Introduction 

Electronic voting is a challenge for Latin American countries 
and Ecuador is not far behind, we aimed to start with a pilot plan 
2018, but budget cuts could not be achieved; This situation is 
similar to what happens in other countries of South America, 
because they have implemented new technologies for rapid 
counting and transmission of final results, but only two countries 
used it in its entirety, Brazil and Venezuela. This happens also in 
other continents; in Asia only India, uses it throughout the country, 
changing us, France and Canada are used in some areas or States. 
Other countries have been unwilling to use it, despite having the 
required platform. This situation reflects the complexity in the 
implementation of electronic voting, due to the infrastructure, as 
well as by the education which they must venture, both for those 
who wish to implement, such as citizenship, for correct use. 

According to the author Pacheco, combining access to 
information technologies with the confidence and security in the 
electoral process is not an easy task; but with the increase in the 

recent years, Internet applications, telecommunications and 
audiovisual and electronic technologies, has been given a gradual 
change in these [1]. 

There are two major categories of electronic voting: face-to-
face and not face to face. 

Non-Presential vote. -Is that which can be done through the use 
of electronic devices such as the internet the computer, cell phone 
or other device near or far site. 

Presential vote. -Is done directly in the electronic ballot box is 
where managed vote in traditional places. 

The two types of voting are effective, but require their 
respective care and security protocols. So also this kind of 
gathering of electronic votes is done is through two ways: 

• The direct recording electronic voting. 

• Collection by reading eye. -Storage and automation is given 
up to the counting of votes and then rapid publication of 
results. 
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This leads to plant the idea of a security architecture that 
provides confidence to users, that the results of the elections will be 
not changed at the end or during the process. 

2. Materials and Methods 

2.1. Materials 

To carry out this study we considered several scientific articles, 
documentary bibliography and projects inside and outside the 
country, which provided a contribution to the proposed topic. The 
author Garcia-Barrera believes that ubiquitous, cyberspace, 
netizens, homo digitalis, virtual communities, telematic networks, 
e-democracy, e-elections politica.com are terms that are presented 
in the glorifier speech of the new technologies, corresponding to 
this era post-industrial. 

Al Gore, from the American Vice President, announced "the 
new era of democracy" and the Internet guarantees direct, global, 
virtual, interactive democracy by survey and electronic voting [2]. 

The use of ICT, platforms and knowledge of those involved in 
the issue, make it possible that applies a security architecture in e-
voting. Also the Constitution of Ecuador provides several articles 
of law for the benefit of citizens, but this requires that the 
Government invested in different platforms, training and search for 
the appropriate use of these resources, to avoid results unexpected, 
as well as the untimely intervention of persons unrelated to the 
National Electoral Council (CNE) who wish to affect the system. 

The articulated in the Constitution of the Republic of Ecuador, 
designated the duties and rights for voters, as article 62 which says: 
"people enjoyment of political rights have right to vote universal, 
equal, direct, secret and counted publicly"[3]. 

Likewise it is the electoral function, which is responsible for 
ensuring the correct fulfilment of the rights of every citizen to vote. 
You could also be observed that the electoral function has three 
bodies that are involved in electoral processes, security and the 
respective protocol in each vote: The National Electoral Council, 
the Electoral contentious Tribunal and the receiving voting 
together. 

2.2. Methods 

This study maintains an approach to quantitative, deductive logic, 
correlation criteria and qualitative, conducted analysis to the 
various revised texts. Considering the important aspects regarding 
e-voting, can be established a prototype of a relevant to electronic 
voting security architecture in the country. 

The Constitution expresses the popular will or the will of the 
people in the electoral system, which requires certain Protocol, 
protection, allocation of seats and organisation so that it complies. 

The author Aguirre Board, notes that in the coincidences of 
some forms of participation it affects the State, either because the 
proposed citizens obtain recognition, transform some public policy 
or, if possible, institutionalize procedures e instruments of political 
participation, to ensure the permanence or regularity of a desirable 
action, such as voting, require transparency in public spending and 
obtain accountability of rulers, etc. [4], allowing that is expand the 

visibility of the instruments of social expression, with the 
encouragement of citizen participation. 

Likewise the articulated in the Constitution indicate that 
people with disabilities also have the indispensable right of 
participation in electoral processes, even new ways in which they 
can vote, have adapted According to their condition. At the same 
time they also have legislation which protects their right to 
suffrage adapted to his condition. 

The Convention on the rights of persons with disabilities, 
according to the legal norms in disability in Ecuador, are local or 
foreign, require direct their chance to vote. The author Quesada 
believes that the decision of one or another form of registration is 
not exclusive, on the other hand, are recommended in various ways 
so that between them they are complementary and, in this way, to 
achieve greater inclusiveness of voters abroad, so is privileged that 
it idea previously mentioned the principle of universality [5]. 

Similarly, the Constitution of the Republic of Ecuador, the 
code of democracy and also the rules for the participation of people 
with disabilities, have articles which guarantee the right of the 
political exercise of each person. To implement electronic voting 
in these cases, required instruments enabled for this purpose, as 
well as security protocols that take care of the decision of the voters. 

I) Digital voting (electronic) 

Digital voting is being implemented in several States, as noted 
by VALVERDE, who refers to that in several countries there are 
three modalities for the vote: by post, personally, in the embassies 
or consulates or online, through internet [6]. However, according 
to Legorreta, the issue of the security of electronic voting may be 
the aspect where the lack credibility is more evident. In this sense, 
the technologies of e - vote are not exempt from problems [7]. 

 The experience in Ecuador has been through phases, first 
implemented new technologies for the rapid count and emission 
results. 

 There was carried out a project to start e-voting and had great 
reception, but the plan did not continue due to high costs that 
demanded. There was carried out a project to start e-voting and had 
great reception, but the plan did not continue due to high costs that 
demanded. But it has not ruled out the continuity of the project, 
since the benefits are large. 

II) Stages of e-voting 

According to Montes the stages of the process of voting on a 
modern voting system, can be distinguished into three stages: 

• Creation of the vote: the voter selects somehow among the 
options available and 'creates' vote, in any format. 

• Anonymous receipt of voting: the vote is sheltered along 
with other votes to anonymize. 

• Vote count: after completed the time available for voting, 
count the guarded votes [8]. 
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To use the vote Electronics is required to work with 
citizenship and thus obtain the expected results, therefore, is 
important to have several requirements, such as those set out below. 

3. Requirements of electronic voting   

There are two prerequisites: 

• The voter confidence in the proper functioning of the 
system. 

• The ease, comfort and simplicity that present. 

In addition, a digital voting system must have other 
requirements that must be met, among those are: guarantee the 
anonymity and privacy of who exercise the vote, so that each one 
can be done with total freedom. 

Another requirement that should have a digital voting system 
is to be eligible and genuine, is that they can make the vote of those 
who are authorized, in addition to this be done only once. 

Another need is that it is full, it there is no fraud in the process, 
i.e. that the votes may not be disposed of or much less modified. 

Electronic voting is synonymous with integrity, but not 
during the electoral process, but before, since the pre vote also has 
its own requirements, which should be considered as part of the 
process, not in isolation, so the results will be more optimal. 

Objectives of the electronic vote, should be established so 
that it can be evaluated, but the participation of persons designated 
for such purposes, must be fundamental, so will keep the integrity 
of the information, you can review processes and will contain 
limitations of access for people that are not part of the electoral 
institution of the country. 

Table 1: Objetives 

Objectives of the electronic voting 
Data Integrity During and after the electoral 

process. 
Audit It may be auditable completely 

at any stage of the process. 
Confidentiality Integrity and no-denegation. 
Security in the user interface That the interface can be 

subsequently used by anyone. 
The system should be, also, accurate and verifiable. All 

information that will be recorded along with the votes made must 
be very well stored. It is reliable, is to say that all data and votes 
that you enter are not lost that this effective operation is essential. 

 Which is easy to use is other requirements you must have the 
system so that it can be used by all persons without complications, 
including persons who are responsible for the scrutiny of the data. 

Another proposed requirement is to not be coaccionable, i.e. 
that people who exert the vote may not reveal by whom or who 
they have voted.  The author Charles Leija the vote represents the 
form of most widespread citizen participation and, in many cases, 
the only exerted by population [9].   

Finally, another requirement is to be verifiable by the voter, 
i.e. it must verify that it exercised their right to vote. 

4. Functional requirements for electronic voting: Software, 
network, and security.   

4.1. Software requirement 

They must be grouped into modules of authentication, voting, 
counting and results; so make your application more feasible. Each 
of these modules will have certain functions. Then mentioned the 
functions of each module, among them are: 

Authentication functions: 

• Regularize the participants receiving the vote tables, to 
verify if those who vote enabled are to cover. 

• Verify that the personal data of the user (ID, name, and 
precinct numbers) match those registered in the database. 

• Compare the list of people who have voted with those 
recorded in the database of the receiving Board vote. 

• Generate verified lists of those who exercised their right to 
vote. 

• Verify that the voter has enabled access to digital ballots. 

• Others. 

Vote modules consist of the following functions: 

• Facilitate access to the candidates in the voting, also have a 
braille system for visually disabled people so that they can 
also vote. 

• There should be the option to vote blank or null and that 
count as valid decision for the voter. 

• The encryption of data and voting should be included as part 
of the security. 

• You must include an endorsement with digital signature 
enabled and authorized voter. 

• Availability of authentication that do not have access to vote 
those who are not registered. 

• Have assistance of the vote in the case of people with 
reduced mobility. 

• Immediate impression of the vote. 

Counting modules consist of the following functions: 

• Decoding and transfer of the feedback received. 

• Generate reports of the vote that it could not decrypt. 

• Do blank votes count. 

• Creating reports automated with the results of the votes. 

• Generate and print digital reporting based on the final results 
of the voting process. 

• Export of results information to be able to be checked in 
other platforms. 
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All these functions must be carried out so that it can fulfil the 
requirement of software. 

4.2. Network requirement 

You need a high-performance network, also must take into 
account population growth, to provide vote receiver boards which 
may be necessary; It is necessary to consider the bandwidth and 
also the fault tolerance. 

4.3. Security requirement 

Within the safety features, Jeff Schmidt points out that while 
there are many important aspects that guided development, should 
highlight the following general characteristics of e-voting: 

• Separation of the identification of the voter and the urn; both 
systems must be independent. All the information needed to 
operate must be previously loaded. 

• All functions of the system should be stored in blogs that 
can be extracted later for audit purposes. These logs can also 
be used as duplicates of the documents required by the 
legislation in force. 

• Absence of communication between devices (URN and 
Padrón). This prevents that you handling a system from the 
other and that gives greater assurance and confidence in the 
secrecy of the vote. 

• Print proof of voting. Once the voter manifests his election 
will proof, that voter will see to confirm its decision to be 
printed and then this is deposited automatically in an urn. 

• Use of free software. While it is true that access to the source 
code is not a guarantee of reliability, yes we can make what 
an application of electronic voting whose source code not be 
auditable must be ruled out entirely. This decision covers 
also the operating system on which applications will be 
implemented to develop [10]. 

There are institutions that apply systems SAFE created by 
CISCO, which provides defense in depth and a modular design and 
architecture is aimed to detect threats in the network systems. 

5. Voting Counting 

Incorporated by electronic vote counting systems, these, are a 
hit at the time of results, since the automation of data, speeds up 
the query and display of information. Valverde Loya opinion has 
as alternative of internet voting is considered fast, low cost, 
through a website with restricted access with individual password 
for each voter in each election [11].   

This technological mechanism requires the review of 
institutions to increase confidence in the process. 

5.1. Traditional and remote voting systems 

According to the storage system one of the best known 
and currently do not use traditional calls ballots, they are DRE and 
OCR systems. Among the most commonly used types today are 
buttons, mini switches and those who have a touch screen. 

It is important to consider that electronic voting poses 
stages to be followed, as Chungata suggests, Jussibeth (2017), 
raises a sequence in the Presential vote and a system of remote that 
it is not very different to the traditional methodology, this being 
the following: 

5.2. Traditional or face-to-face system  

This system uses your voter from locally and face-to-face, 
where picks up their vote by means of different methods and issued 
a check, this environment is completely controlled or supervised 
by the responsible authority that checks your process. 

Within this system are used different methods, such as 
perforated card, electronic ballots, machines of levers or camshaft 
and electronic ballot boxes; These different technologies: 

• Optical character recognition, or OCR readers. 

• DRE electronic record direct, using touch screens for 
receiving and storing the chosen option. Each one differs in 
the form that stores the information received, directly by 
optical scanning or directly in memory. These systems are 
usually applied in developing countries, with low levels of 
literacy, extensive geography and ethnic diversity. 

5.3. Remote system:  

This method is what allows that the voter is not specifically 
directed at the electoral college, this often performs it in a place 
other than tables, this often works with a connection to internet, 
intranet, or any other mobile device, as the cell phone through an 
SMS. 

With this system there is no control by the authorities at the 
time of issue or receive votes, so the reliability of this is highly 
questionable, in turn, is considered an obstacle is the lack of total 
internet access in households not fully Universal [12]. 

Finally, in accordance with the established schedule of 
receipt of votes, the authorities of each table will be electronic urns 
can be counts and issue findings in the case thus required with 
proper safety of the case. 

6. Prevent threats on electronic voting 

E-voting while it has high safety standards, however, these 
can become to be also violated and present certain threats. 

Among them are human threats, natural and environmental 
threats. 

According to Bast in electronic voting systems, it is necessary 
to protect: 

• Indefinitely the privacy of the voter: even after after the 
election, given that where any intruder get a digital copy of 
rows that allow to relate the voter with their vote, would 
have all the time to try to figure it out. All people want to 
maintain their privacy assured indefinitely, and it would be 
very serious to be know by a voter who voted in particular. 
For example, knowing the trajectory as a current candidate 
voter could influence the electorate. 
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• The security of the data of the votes while lasts the electoral 
process: the protection of the information of the votes issued 
only must support the length of time that corresponds to the 
voting process, given that the proposed model only records 
the data of the votes and voters and after the scheduled time 
not publicly known [13], the resulting count information, i.e. 
the results of the election. 

The characteristics of use of security processes in the use of 
electronic voting, being the data those who agree are vulnerable, 
you can see in table 2. 

Table 2: Data requiring security and/or privacy 

 Confidentiality Integrity Availability 

Electoral Padron NO YES YES 

Votes YES YES YES 

Candidates NO YES YES 

Charges NO YES YES 

6.1. Encryption of data 

Data are the most important elements to the moment of 
electronic voting, there is very personal, sensitive information that 
must be cared for and protected. So says Garcia that the same is 
true in the field of computer security in general, and on 
cryptography in particular. One of the reasons for this phenomenon, 
passes by the large increase in the volume of information available. 

Any new method that appears is quickly made available a 
huge critical mass that assesses and generates any changes it deems 
necessary.  

Simultaneously the geometric growth of the ability to attack a 
cryptanalyst required a cryptographic system to show security so 
undeniable, and must apply rigorous formal mathematical 
techniques. 

• One of the applications with highest demands in this regard 
is the electronic voting. The results of a vote define 
important power relations and the management of important 
economic resources. Consequently, it is essential to make 
two key points. 

• Scrutiny must reflect the will of citizens in a transparent 
manner. 

• A voter must have the guarantee that your vote will be kept 
anonymous indefinitely [14]. 

This deals with such aspects in such a way to ensure the 
security of this process. Currently asymmetric cryptography, 
symmetric cryptography, and figures can be uses several types of 
cryptography, which are crypto algorithms. The first are 
mathematical functions that are structured as a finite set of steps, 
which help to encrypt and to decrypt the data. 

In symmetric cryptography is commonly used the same 
password or key to be able to encrypt and decrypt the information, 
here comprise the DES (Data Encription Standard) triple DES, 

AES (Advanced Encription Standard), IDEA (International Data 
Encription Algorithm). 

In asymmetric cryptography two keys, one public and private, 
are used here comprise the RSA, DSA, and elliptic curves. 

So that cryptographic systems work, requires a Protocol, 
allowing follow the respective steps, to avoid the manipulation of 
some external agent and allowing to achieve the proposed 
objectives. It should not underestimate any level of security, so we 
must be aware of some weakness filed with any steps that are not 
fulfilled as expected. 

6.2. Multi-layered security architecture 

The development of an architecture, there are several 
methods, the sequential and progressive; the sequential stipulates 
the collection of requirements, development, testing and delivery; 
in the progressive are the requirements, design, implementation 
and review.  

In this case, it is recommended a system that uses 
components to the highest levels, such as authorization, access 
controls, authentication and audit models; These require an 
architecture specific and adapted to these elections. 

Applications use multilayer systems and each communicates 
with the previous layer according to their functionality via a 
defined interface. 

Table 3: levels of a safety mechanism 

Authorization and Access Control 

Authentication Supervision 

Safe Communication 

Cryptography 

The electronic protection relies on several features that must 
be fulfilled and protected: 

 
1. Inviolability: Strict access code. 

2. Usability: For benefit to its social environment. 

3. Monitoring/audit: Quality assurance and compliance 
processes. 

4. Software development: Creates and builds the software 
according to the needs of the nation. 

5. Scalability: That the Software has the ability to grow. 

6. Protocol attacks: Decrease the likelihood of malicious 
attacks. 

7. Versatility: Making the system very flexible and 
adaptable. 

8. Maintenance: To ensure the proper functioning of the 
software and its infrastructure. 
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6.3. Encryption algorithm using Diskcryptor:  

This software presents tools that allows to determine the speed 
of encryption and decryption in megabytes per second of AES 
algorithms and combinations with other algorithms. 

6.4. Audit  

Importantly go monitoring and verifying the operation of the 
components during the electoral process, using blogs, reviewing 
the minutes of opening, the generated receipts and analyzing the 
final acts. 

 
Figura.2. Security and Audit Protocol 

The audit becomes a valuable requirement to establish a 
security architecture, but requires care processes are fulfilled 
accurately and avoid the intrusion of strangers and Protocol 
problems before, during and after of the electoral votes. the CNE 

must then combine aspects of the audit and security technology in 
the electoral process. 

7. Results 

For the design of a security architecture is needed of the law, 
as first articulated, then establish the process by software and its 
application to the respective vote. 

Combined encryption makes possible the security of electronic 
voting. The use of the Diskcryptor system for a quick and 
appropriate encryption and decryption of the information on the 
electoral process. 

There are systems that are used by some institutions, but only 
apply to identify threats in the network modules, then fight them. 
But also complementary procedures that complete security 
architecture is needed. 

During the process is required to conduct audits allowing to 

know if the mechanism used is fulfilling their purposes, if the vote 
of voters is being protected and if the results are being provided 
Correct and timely. 

1. User Authentication. 

2. It encrypts the information through a cryptographic 
channel. 

3. It decrypts the information and it occurs in the middle of a 
comparative log, is the comparison of the information in 
the database of the CNE. 

            
Figure 1: Electronic protection 

   

  
Figure 3: Prototype 

 

http://www.astesj.com/


S.M.T. Toapanta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 292-299 (2019) 

www.astesj.com     298 

4. If the data are correct, it gives way to the Act of opening 
which allows you to create proof of e-voting. 

5. To generate the proof of e-voting, you must find the user 
in the Act of opening and have registered their electronic 
vote. 

6. Once approved the above steps generates the final act and 
demonstrates the results. 

8. Discussion 

E-voting is an alternative used in few countries of Latin 
America and in Ecuador even these proposals not materialize by 
lack of decision or budget or mistrust in the political parties. With 
a good program, following protocol, their implementation could 
guarantee security, speed and efficacy, before, during and after the 
electoral process. 

All voting system either digital or traditional will need 
prerequisites for its execution. However, there is a voting system 
that provides the security and integrity of the information; most, 
however, there are aspects which may be taken into consideration 
so as to prevent certain attacks. 

In accordance with article "e-voting considerations" Miguel 
Montes, Daniel Penazzi and Nicolás Wolovick quoted in Nardi & 
Maenza, mentioned several requirements for the use of electronic 
voting and their respective security measures: 

1. Reinsurance Individual, i.e. that not disclosed the identity 
of the voter. 

2. Transparency, meaning that access to the code must be 
opened in such a way that any person can be inspected by 
other. 

3. Separation of functions, i.e. the electronic count must be 
carried out by another different machine. 

4. Non-electronic auditability, the vote must be printed on a 
paper in machine-readable form for all persons for 
verification and possible conduct of audit. 

5. Independence of voter identification, i.e. that the 
identification of the elector occurs independently to the 
electronic ballot box. 

6. Protection against unauthorized, i.e. readings that there is 
protection against attacks that want to be from some other 
device, whether this person or not. 

7. Backup of keys [15]. 

These suggestions proposals are relevant to the proper use of 
the electronic medium. There is extensive coverage in relation to 
the information and the care of the system, but it will be necessary 
to maintain updated programs. 

In a complementary manner, it is suggested to complete security 
architecture, adding an audit during the process, allowing you to 
monitor the compliance of each stage of scrutiny, this is relevant, at 

the discretion of specialists that may emit criteria to the logs of 
information that has been used. 

9. Conclusions and Future Works 

9.1. Future Works 

Design of security measures in the voting systems that provide 
immediate feedback to the user in case present a computer 
plagiarism in your vote. 

Audit of security technology, allowing to go to monitor the 
implementation of phases during electoral processes. 

9.2. Conclusions 

E-voting requires a security architecture that allows to avoid that 
the citizen decision be changed to benefit of any candidate. For this, 
you must set the fulfillment of the articulated law, which consists 
of the Constitution of Ecuador, also is needed to implement 
technological structures effective, with symmetrical or 
asymmetrical, encryption systems that prevent the manipulation of 
results, using the Diskcryptor software; Finally the participation of 
public bodies in the company of international participants will 
audit stages of scrutiny and give its approval to the processes and 
the different mechanisms implemented in the votes, which handles 
the electoral institution of the nation.  

As indicated us Aguilar soul: analyzing the reasons for voting, are 
mostly reasons of trust, usefulness and interest. Level country 
established themselves confidence and technical reasons. These 
contrast with their respective visions of the situation in the country 
[16]. But electronic voting is not yet run, used modern 
technological structures in the count, and communication of results. 
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 Improving the hand motor skills in post-stroke patients through rehabilitation based on 
movement intention derived signals from the brain in conjunction with robot-assistive 
technologies are explored. The experimental work is conducted using 
Electroencephalogram based Brain-Computer Interface (EEG-BCI) system and the 
AMADEO hand rehabilitation robotic device. Two protocols using visual-cues and then 
using a 2-Dimensional (2D) interactive game is presented on a computer screen to healthy 
subjects as well as post-stroke patients performing the hand movements. The movement 
intention signals during hand movement are detected through the Support Vector Machine 
(SVM) classifier.  The intent signals produced at six distinct electrodes are investigated to 
determine electrodes contributing most to the SVM classifier’s performance. Overall, the 
game protocol shows better classification results for both healthy and stroke patients 
compared to the visual-cues protocol. FC3 is found to be the most consistent electrode site 
for the detection of the motor intention of the hand for both protocols. In the experimental 
work, average classification accuracy for the visual-cues protocol of 67.56% for healthy 
subjects and 56.24% for stroke patients were obtained. For the game protocol, the classifier 
accuracy produced for healthy participants was 79.7% and for the post-stroke patients was 
66.64%. The results confirm that the intention signal is more pronounced during more 
engaging activities, such as playing games, for both healthy and stroke subjects. Therefore, 
the effectiveness of rehabilitation therapy for post-stroke patients could be significantly 
enhanced using interactive and engaging exercise protocols.  

Keywords:  
Intention detection 
EEG 
Brain-computer interfaces 
MRCP 
AMADEO hand robot 
Support vector machines  
Stroke  

 

1. Introduction  

This paper is an extension of work presented in 18th  IEEE 
International Conference on Bioinformatics and Bioengineering 
(BIBE) [1]. Stroke is the main cause of prolonged disability among 
adults [2]. The most common impairment occurs when a stroke 
victim has a motor loss of limb(s) on one side of the body causing 
difficulty with walking and ability to perform activities of daily 
living. There are many types of rehabilitation therapies currently 
being practiced, and others being investigated. One of the therapies 
types being investigated and coming into clinical practice is Robot-
Assisted therapy. Advancement in robotic technology over the last 
decade has led to increasing interest in this type of therapy. For 
example, Ang et al. [3] used the MIT-Manus robot for a 
randomized control study with 26 stroke patients to restore their 
arm movement. Similarly, a haptic knob robot is being used for 

arm rehabilitation of stroke survivors with positive outcomes [4]. 
A state-of-the-art robotic device called AMADEO, designed for 
fine finger motor skill improvement was tested on eight cortical 
stroke patients and resulted in a 35% increase in their hand 
movement after multi-session training [5]. All these strategies of 
post-stroke rehabilitation depend on some neurological adaption 
that occurs in the patient’s brain to restore the impaired function of 
the limb. The brain’s ability to adapt to new neural changes, even 
in adulthood, is called the neuroplasticity or brain plasticity [6]. 

Brain-Computer Interface (BCI) has an ability to utilize 
neuroplasticity mechanisms to improve motor function of post-
stroke patients during their rehabilitation process [7]. Enhanced 
motor intention improves motor execution which in turn is fed 
back to the rehabilitation process. The mechanism of 
neuroplasticity reinforces the neural pathways which control the 
movement, leading to functional and motor recovery of the 
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patients [8]. Brain signals that have been used in BCI systems 
include Electroencephalogram (EEG), Magnetoencephalography 
(MEG), ElectroCorticoGraphy (ECoG), as well as functional 
Near-InfraRed Spectroscopy (fNIRS). Amongst these modalities, 
EEG is the most common modality employed to drive various BCI 
systems [9]. It is popular because it is not an invasive approach to 
record the brain’s electrical activities, and because EEG signals 
have the highest resolution in time-domain [10]. 

Many studies demonstrate applications of EEG-BCI systems to 
detect movement intention for various upper-limbs, such as 
movements of the arm [11-15], elbow [16], [17] and wrist [18] and 
hand [19-23] for post-stroke rehabilitation.   

A self-paced reaching arm movement with the help of a haptic 
device has been studied in [11] and [12]. In a single-trial EEG 
protocol, the intention of reaching movement was detected about 
500 ms before the actual limb movement [11]. In the follow-up 
study, the movement directions were decoded up to 76% accuracy 
for healthy subjects and up to 47% accuracy for stroke patients 
performed with their impaired arm [12]. Ibanez et al. [13] recruited 
six healthy subjects and six stroke patients to detect the movement 
onset of voluntary arm reaching action. The results showed that the 
True Positive Rate (TPR) of the classifier for healthy participants 
was 74.5±13.8% while for stroke patients, TPR was 82.2±10.4%. 
In another study, four chronic post-stroke patients participated in 
eight training sessions based on arm reaching actions [14]. The 
intention for the movement was decoded using an EEG-BCI 
system which then triggered Functional Electrical Stimulation 
(FES) for further assistance to perform the task. The authors stated 
that their protocol correctly classified about 66% of movements 
with an average detection latency of 112±278 ms. Moreover, 
clinical tests and kinematics results proved the feasibility of the 
designed intervention for post-stroke recovery. 

Among many classifiers, Support Vector Machine (SVM) 
classifier is commonly used in intent detection of limb movement. 
For example, Frisoli et al. [15] proposed a gaze-based robot-
assisted arm movement protocol in which the real-time movement 
of a robotic device was controlled by the intended signal of 
subjects. A Motor Imagery (MI) based EEG-BCI system was used 
to detect the intention signal through SVM. The authors reported a 
classification accuracy rate of 89.4±5% for robot-based movement 
mode. Similarly, Hortal et al. [16] measured the classification 
performance of SVM by designing a hybrid EEG-BCI system 
composed of an exoskeleton device and FES for elbow movement. 
The hybrid BCI system was tested using two training protocols 
which were MI-based training protocol and a training protocol 
based on motor intention detection. In the first training protocol, 
the authors achieved a classification accuracy of about 83% for 
healthy subjects and 65.3% for stroke patients, while in the second 
training protocol, the accuracy achieved was approximately 77% 
and 71.6% for healthy and patient groups, respectively.  

Asynchronous EEG-BCI systems are also being deployed for 
motor intent detection of upper limbs. The triggering of a robotic 
device through intention signal was studied by Bhagat et al. [17] 
for elbow joint movement using an asynchronous EEG-BCI robot-
assisted system. The motor intent signal of four chronic stroke 
patients was detected which then triggered an exoskeleton device 
called MAHI-EXO-II to encourage and guide the active 

participation of subjects. The intention signal was detected on 
average −367±328 ms before the actual motor execution. Bai et al. 
[18] also developed an asynchronous BCI protocol for real-time 
and online prediction of the self-paced movement of the wrist. 
Seven healthy subjects were recruited in the study to perform an 
extension of their wrist whenever they wanted. The authors 
successfully predicted the voluntary movement at approximately 
0.6 s before the real execution of the movement.  

The latest applications of EEG-BCI systems have been in 
detecting intention for movement of the hand, which has a greater 
complexity of movement than other upper limbs. The hand 
occupies the largest cortical representation in the motor cortex of 
the brain [24] as well as playing the most vital role in our daily life 
activities. Muralidharan et al. [19] distinguished resting state from 
the extension of fingers by using an open-loop EEG-BCI system. 
They detected attempted finger extension by post-stroke patients 
at about 200 to 600 ms before the actual movement onset. Only 
one EEG channel has been used by Jochumsen et al. [20] to detect 
motor intent signal during palmar grasp action using handgrip 
dynamometer. The signal was then decoded into speed and force. 
They showed that approximately 75% of the movements were 
detected 100 ms before movement onset, and approximately 60% 
of task-related movements were accurately decoded into the force 
and speed levels according to the performed task movements. In a 
separate study, Jochumsen et al. [21] also distinguish between the 
intention for three types of grasp tasks (palmar, pinch and lateral) 
achieving accuracy of 79%, 76%, and 63% respectively during 1-
class, 2-class and 3-class classification problems. Ofner et al. [22] 
classified several arm movements which include hand-opening, 
hand-closing, forearm supination, forearm pronation, elbow 
extension as well as elbow flexion. The authors state that one 
movement can be classified from another with 55% classification 
accuracy. This research group achieved the classification accuracy 
of 93% while classifying grasping actions of hand from its rest 
state compared to the classification results stated by Jochumsen et 
al. in [21] [23]. 

In this study, we combine detection of motor intention signals 
using EEG-BCI system with robot assistive technologies to 
improve the effectiveness of the hand motor skills in post-stroke 
patients. Our first stage of research based on an EEG-BCI system 
and the AMADEO finger-hand rehabilitation robotic device 
(Tyromotion GmbH, Graz, Austria) is reported. The experimental 
setup is designed for classification of movement intention of hand-
closing versus rest state. It consists of two distinct protocols, which 
we refer to as protocol A and protocol B. Protocol A, termed as 
visual-cues protocol, consists of hand-opening and hand-closing 
pictures which are presented to subjects. In protocol B subjects 
played an AMADEO game called Shoot-out. We utilize SVM, 
which is the most common supervised learning algorithm used for 
these classification problems. Intention signal produced at 
different single electrodes’ positions during hand movement is 
analyzed to determine the electrode that is most consistent for the 
accuracy of SVM classifier.  

The rest of the paper is organized as follows. In section 2, the 
experimental platform and experimental set up are introduced.  In 
section 3, the pre-processing of the signals produced in the 
experimental work and the classifications method, the 
classification performance metrics are described. In section 4, the 
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results of the validation of the approach on stroke patients and 
benchmarking against the healthy subjects are presented. Some 
conclusions are finally drawn in section 5.     

2. Experimental Design and Platform 

2.1. Participants 

The participants in the experimental work consisted of healthy 
subjects and post-stroke patients. The healthy subjects consist of 
four male participants with a mean age of 28 years and no history 
of any neurological disorder. Two post-stroke patients both right 
hand dominant were initially assessed through two commonly 
used clinical tests, namely the Motor Assessment Scale (MAS) 
and Fugl-Meyer Assessment (FMA) scale. Table I shows each 
patient’s demographic details as well as their clinical tests scores. 
The Ethics committee at the University of Wollongong approved 
all methods and procedures performed in this experiment (Ethics 
application number: 2014/400). All participants provided written 
informed consent before this study commenced. 

2.2. AMADEO Finger-Hand Rehabilitation Device 

The AMADEO finger-hand rehabilitation device is an end-
effector robot-assistive system specifically developed for hand 
movement recovery of post-stroke patients as shown in Figure 1 
[25]. It has five Degrees-of-Freedom (DoF) allowing both passive 
and active movements of fingers as well as the thumb. The robot 
can generate various patterns of fingers and thumb movements as 
well as subjects can interact with the robotic device through 2D 
games.   

 
(A)                                                          (B) 

Figure 1: (A) AMADEO Finger-Hand Rehabilitation Unit (B) Hand-Arm 
Adjustment Support 

2.3. Acquisition of EEG Signal  

The EEG signals were acquired by deploying a 32 electrodes 
Ag/AgCl Quick-Cap (Compumedics-Neuroscan) in accordance to 
the 10-20 system for positioning electrodes. The electrode 
positioning diagram of the Quick-Cap is given in Figure 2. The 
Grael 4K EEG amplifier was employed in this study which has 
been set to 2048 Hz of sampling frequency. Of the 32 channels, the 

FPz electrode was used as the ground electrode and the CPz was 
set as the reference electrode. Thirty remaining electrodes were 
used for the acquisition of brain signal. In addition, the two 
electrodes were placed below the left eye and on the supraorbital 
ridge to record vertical eye movements and eye-blinks. Moreover, 
two other electrodes placed over the outer canthus of both eyes 
were used to monitor horizontal movements of eyes. 

 
Figure 2: Quick-Cap Electrodes Positions 

2.4. Experimental Setup 

Participants were seated upright on a comfortable chair with 
their right arms attached to the AMADEO hand-arm adjustment 
support unit. During protocol A, each participant was trained to 
focus on visual-cues displayed on a computer screen. Visual-cues 
displaying hand-opening and hand-closing pictures to alert 
subjects to perform these specific hand movements. The hand-
closing pictures were displayed every 5 s, followed by the hand-
opening pictures 1 s later with a 4 s waiting period. This resulted 
in 5 s gap between any two hand-closing visual-cues. Each set 
comprised 23 trials of hand movements during this protocol. 

Of the games available on the AMADEO system, the ‘Shoot-
out’ was chosen for use in protocol B. The playing screen of Shoot-
out game is shown in Figure 3. In this game, the subject closes their 
hand to shoot the drum coming out at equal time intervals. Subjects 
have up to 23 trials of the hand movements in each block. 

 
Figure 3: AMADEO Shoot-out Game 
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Table 1: Stroke Patients' Details and Clinical Test Scores 
 

 

  

 

 

All participants performed 6 blocks consisting of 23 trials (6 x 
23 = 138) for both protocols. At each hand-closing event, manual 
event markers were sent to the CURRY 8 (Compumedics, 
Neuroscan) software which was used for EEG acquisition. 
Protocol B was the Shoot-out game of AMADEO, which was more 
interesting and interactive compared to protocol A. We explored 
the hypothesis in this study that whether a stronger motor intention 
signal can be produced and detected through SVM during protocol 
B than protocol A. 

3. Signal Processing for Motor Intention Detection 

The intention signal during hand-closing movements was 
detected by offline analysis of the data for both healthy and stroke 
subjects. The movement intention of a limb produces special EEG 
patterns in specific parts of the brain and such slow event-related 
potential is called Movement Related Cortical Potential (MRCP). 
It appears in the delta frequency band of EEG signal as a direct-
current shifts up to 2 s prior to cue-based as well as self-initiated 
movements [26]. When the person performs the required motor 
action, the MRCP disappears. The continuous EEG signal at the 
selected electrodes is divided into two types of epochs. The first, 
containing MRCP signal is called Move epoch and the second, 
which does not have an MRCP signal, is named as No-Move 
epoch. Different time-domain features of MRCP signal are 
extracted from both these epochs. SVM algorithm is then 
employed to classify Move and No-Move epochs and, therefore, 
detecting intention signal of the hand movement.  

3.1. Pre-processing 

The first step in pre-processing is to filter the EEG signal for 
the frequency range between 0.1-1 Hz  [17] as this narrow range 
of delta band best captures the anticipatory based MRCP [27]. This 
band-pass filtering was applied in three steps: first, a high-pass 
filter with cut-off frequency (fc) of 0.1 Hz was applied; second, for 
re-referencing of signals, a Common Average Reference (CAR) 
filter was applied to all signals; and third, a low-pass filter with fc 
of 1 Hz was applied. Both low-pass and high-pass filters were 4th 
order Butterworth causal filters.  After filtering, the signals were 
down-sampled from 2048 Hz to 20 Hz to increase computational 
efficiency [17]. The CURRY 8 (Compumedics-Neuroscan) 
software was used to perform all the aforementioned pre-
processing steps. 

 
3.2.  Epoch Extraction & Channel Selection 

For further processing, the data were imported into a 
MATLAB toolbox known as ‘EEGLAB’. Generally, MRCP 
signal does not exist 2 s before the onset of movement, all Move 
epochs were extracted from continuous EEG data between -2 s to 

0 s with 0 s indicating the instance of actual motor execution. 
Between 0.5 s to 2.5 s, No-Move epochs were extracted when 
subjects opened or relaxed their hands. Therefore, epoch length 
was fixed at 2 s for both epochs. All Move epochs were inspected 
visually for artifacts, for instances eye-blinks, head movement, 
and other movement-related artifacts, and then these were 
removed from the data. 

The EEG electrodes located over the left hemisphere of the 
brain were only chosen because the right-hand movement was 
considered in this experiment. The electrodes selected were C3, 
FC3, CP3, Cz, T7 and a Short Laplacian (SL) channel calculated 
using the C3-(FC3+Cz+CP3+T7)/4 formula [28]. In literature, the 
C3 channel is most commonly used for right-hand motor intention 
detection using the MRCP signal. The four neighboring electrodes 
of the C3 channel and their linear combination were also 
investigated to determine the best electrode choice for each 
protocol. It is possible that the negative peak of the MRCP exists 
before -1.5 s is due to artifact presence. Therefore, every Move 
epoch was again visually inspected and such Move epochs and 
their counter-part No-Move epochs were deleted to get the final 
processed data which was then used to extract features of MRCP 
signal. 

3.3. Feature Extraction & Classification 
The two time-domain features from both the Move and No-

Move epochs were extracted. These features were the negative 
peak and the slope of the MRCP signal. The Move epochs have 
prominent negative peak and slope of MRCP signal compared to 
No-Move epochs. Based on these time-domain features, the SVM 
classifier differentiates between both epochs. These were plotted 
and outliers were removed (along with their counter-class features) 
before applying the SVM. This prevented biasing the results of 
SVM due to outliers. In each protocol, an average of 10±2 epochs 
was rejected per subject. The Move class was marked with a label 
of ‘1’ and the No-Move class was marked with a label of ‘0’. 
Depending on these input features, the SVM classified between 
class 1 and 0. Three-fourths of the dataset was utilized for training 
data while one-fourth was used as test data for classification.  

3.4. Evaluation of SVM Classifier Performance  
The SVM classifier’s performance was determined based on 

classification accuracy percentage, True Positive Rate (TPR)−also 
known as sensitivity and True Negative Rate (TNR)−also called 
specificity. They were calculated using the relationships given in 
(1), (2) and (3) where True Positive, False Positive, True Negative 
and False Negative were abbreviated as TP, FP, TN, and FN 
respectively. 

   Accuracy=(TP+TN)/(TP+TN+FP+FN)            (1) 

Gender Age Stroke 
type 

Time since 
stroke 

(months) 

Lesion location Paretic 
Hand 

MAS Hand 
Score  
(0-6) 

FMA Hand 
Score  
(0-14) 

Female 64 Ischemic 7  Left pons Right 2 9 

Male 60 Ischemic 4  Left pons & left 
frontal regions 

Right 2 8 
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                   TPR=TP/(TP+FN)                             (2) 

                   TNR=TN/(TN+FP)                            (3) 

Receiver Operating Characteristics (ROC) curve was analyzed 
to determine the classifier’s performance during protocol A and B. 
Moreover, Area Under the Curve (AUC) for the ROC curve was 
calculated for both protocols. In the end, all these performance 
metrics were compared to find out which protocol helps better to 
maintain stronger motor intention level in both healthy subjects 
and stroke patients and therefore, obtaining better classification 
results. In addition, these results also could show which electrode 
was the best choice for intent detection during protocol A and 
protocol B.  

4. Results & Discussion 

The experimental work demonstrated the utility of the 
AMADEO device for rehabilitation of post-stroke patients, while 
also performing the motor intention detection using the described 
SVM algorithm.  

Six electrodes which include C3, FC3, CP3, Cz, T7, and SL 
were chosen to determine the importance of electrode selection in 
intent detection during each protocol. Performance metrics were 
calculated after the SVM application on test data, including 
classification accuracy, TPR, TNR and AUC for ROC. 

4.1. Intent Detection of Stroke Patients 

The performance of the SVM algorithm for detection of hand 
motor intention signal produced by the stroke patients is studied in 
this sub-section. Table II presents the accuracy of the SVM 
classifier at all six selected electrodes for protocols A and B. For 
protocol A, the FC3 electrode shows the maximum accuracy of the 
SVM classifier of about 72%. Whereas, the same electrode shows 
classification accuracy of 89% for intent detection when stroke 
patients perform the hand movement during protocol B. This 
supports our hypothesis that during protocol B, subjects are more 
involved in performing hand movement and are likely to have 
greater classification accuracy as compared to protocol A. The 
same trend is demonstrated by the results of C3, CP3, T7, and SL 
electrodes. However, for electrode Cz, protocol B is showing 
lower classifier’s accuracy than that for protocol A. The list of 
electrodes based on the classification accuracies from high-to-low 
for protocol A is FC3, Cz, SL, C3, T7, and CP3. A similar list for 
the protocol B is FC3, SL, C3, CP3, T7, and Cz. It is clear from 
the classifier accuracy results that for both protocols, FC3 shows 
the maximum classifier performance. However, for protocol B the 
classifier’s accuracy is higher than that for protocol A at all 
electrode sites except Cz.   

4.2. Intent Detection of Healthy Subjects 

      The results of the classifier accuracy for healthy subjects for 
protocols A and B are presented in Table III. The analysis of data 
for healthy subjects shows that protocol B has better accuracy of 
SVM classifier than protocol A, except for the channels Cz and T7. 
With respect to the results acquired for FC3, protocol B has an 
accuracy of SVM classifier of 98% while the classification 
accuracy of protocol A is 86%. From Table III, it is clear that the 
classifier’s accuracy varies in accordance with the selected 
electrode. For protocol A, the electrodes can be listed as FC3, Cz, 

C3, T7, SL, CP3 electrodes can be ranked in order of their 
effectiveness in determining the intent signal. Similarly, for 
protocol B, the ranking is FC3, C3, SL, CP3, Cz, T7. 

Table 2: Accuracy of SVM Classifier for Post-Stroke Patients 

 

 

 

 

 

 

 

 
 

Table 3: Accuracy of SVM Classifier for Healthy Subjects 

 

 

 

 

 

 

 

 

When the Cz electrode from stroke patients’ data as well as 
the Cz and T7 electrodes from healthy subjects’ data were chosen, 
protocol A had slightly better classification accuracy than 
protocol B. There could be many possible reasons for this 
apparent contradiction. The artifact removal is performed using 
visual inspection method so it might be possible that the data at 
Cz and T7 electrodes still contain some artifacts in the test data 
used for protocol B that made the classifier accuracy for protocol 
B less than protocol A. Moreover, the outlier values removal form 
Cz and T7 electrodes might cause loss of large data points for 
protocol B and due to fewer test data values, the performance of 
protocol B has deteriorated.  

4.3. Other Performance Metrics of the SVM Classifier 

      The accuracy alone cannot justify the performance of the 
classifier, therefore, sensitivity (TPR) and specificity (TNR) 
parameters should be also considered. The TPR and TNR values 
show whether the extracted features in Move and No-Move 
classes are distinct enough to be classified accurately by SVM. 
Figure 4 shows bar graph representations of TPR and TNR using 
stroke patients’ data from protocol A at all six electrodes. 
Similarly, Figure 5 shows TPR and TNR values at all selected 
electrodes for protocol B. For protocol A, Figure 4 shows that 

Channel SVM Classifier’s Accuracy (%) 
Protocol A Protocol B 

C3 52.88 81.01 

CP3 26.25 60.16 

FC3 72.22 88.89 

Cz 70.45 34.56 

T7 49.29 51.43 

SL 66.33 83.78 

Channel 
SVM Classifier’s Accuracy (%) 

Protocol A Protocol B 

C3 64.58 92.86 

CP3 57.7 76.3 

FC3 86.25 98.0 

Cz 73.81 70.0 

T7 63 57.69 

SL 60.0 83.33 
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TNR for CP3, FC3, Cz, and SL is significantly lower than its 
corresponding TPR. On the other hand, in the case of T7, TNR is 
slightly higher and slightly lower for C3. However, for protocol 
B, TNR is higher than TPR for each choice of electrode except for 
CP3 and T7 as shown in Figure 5.  
 

Similarly, TPR and TNR values using data of healthy subjects 
for both protocols is shown in Figure 6 and Figure 7. In the case 
of protocol A, Figure 6 demonstrates that TPR obtained for C3, 
Cz and FC3 is higher than its corresponding TNR, whereas, for 
CP3, T7, and SL, the reverse is the case. Figure 7 shows that TPR, 
for all six electrodes, is higher than its corresponding TNR for 
protocol B indicating that the Move class contains the adequate 
features to correctly detect motor intention signal. 

 

Figure 4: Protocol A Stroke Patients Data 

 

Figure 5: Protocol B Stroke Patients Data 
 

ROC curve is another way of comparing the performance of 
the SVM classifier for protocols A and B. Figure 8 shows the 
ROC curve for the FC3 channel, the most appropriate channel for 
intent detection of hand movement for this experiment, for healthy 
participants which shows that protocol B has superior 
performance. 

 

Figure 6: Protocol A Healthy Subject Data 

 

Figure 7: Protocol B Healthy Subject Data 

  
Figure 8: ROC Curve Using FC3 Channel 

The Area Under the Curve (AUC) for ROC is also an 
important factor in assessing the classifier performance. The 
excellent classifier has an AUC value of 1 whereas 0.5 value 
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shows its random guessing behavior. The AUC values for FC3 
channel for both healthy subjects and stroke patients are listed in 
Table IV.  It is found that AUC for protocol B is greater than 
protocol A for both healthy subjects and stroke patients which was 
the expected outcome. Moreover, AUC value for protocol B in the 
healthy group is ~0.95 which is approximately equal to ideal AUC 
value for the classifier. 

Table 4: Area Under the ROC Curve for FC3 Channel 

 

 

 

5. Conclusion 

The utilization of EEG-BCI system together with AMADEO 
robotic rehabilitation system for the functional recovery of the 
hand of the post-stroke patients was reported as the first stage of 
our work. The movement intention for both healthy participants as 
well as post-stroke patients was detected using SVM classifier. 
Two protocols that were based on simple visual-cues and the 
AMADEO 2D game were used to detect the hand-closing 
movement intention vs the resting state. This was followed by an 
evaluation of the SVM classifier performance by selecting 
different single electrodes. The average classifier accuracy of 
67.56% for the visual-cue protocol and 79.7% for the gaming 
protocol was achieved for healthy subjects. Similarly, for stroke 
patients, the classifier accuracy obtained was 56.24% and 66.64% 
for the visual-cue and the game protocols respectively. The results 
demonstrated that the 2D games, for example, AMADEO Shoot-
out were better activities in retaining concentration compared to 
static pictures using visual-cues. We conclude that gaming 
scenarios are preferable for robot-based rehabilitation exercises to 
promote the active participation of the patients. The FC3 electrode 
was found to be the best single electrode for the designed 
experiment with both protocols. Both TPR and TNR were 
important in determining the performance of the classifier, as these 
parameters could indicate whether good results of the classifier 
were obtained either by detecting positive class or negative class 
accurately. In addition to TPR and TNR, it was shown that the 
ROC plot and AUC parameters of the classifier could also be used 
as the performance metric evaluators for the classifier.  
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 This study involved three departments of teachers and students. The concept of the flow-
motivated exercise implemented with a set of flow nozzles. A computer-controlled airflow 
with specific music introduced, and the motion responses from the participants were 
analyzed during the initial test and field study. During the initial examination, we adjusted 
the magnitude and distance setting of the flow and allowed the children to grab the air 
without music. Structural design, magnetic valve, and interface were implemented based 
on the insights from the initial test. The redesign performed in a sitting position to reduce 
the need for students to deviate from the location and fit for physical disabilities during 
exercise. Four times of visually impaired students were arranged to observe the changes in 
the movements of students after being guided by the airflow during the teaching process. 
The performance of the fourth week is better than the previous three weeks. Almost all blind 
children can make movements in the right position. The cross-domain cooperation 
experience was beneficial to the facility design.  
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1. Introduction  

Most of the visually impaired education is established using 
state funds, and many subjects are integrated with the existing 
school to incorporate them into society. There are not many 
schools for the visually impaired students in Taiwan, and some 
children attend the school for the mainstream setting. Under the 
guidance of special education teachers, the content of the textbooks 
for visually impaired students is designed the same as the content 
for mainstream students. 

The core curriculum includes compensatory or functional 
academic skills, orientation and mobility, social interaction, 
independent living skills, recreation and leisure skills, technology, 
and visual efficiency skills [1]. Some activities provided 
independent in dealing with his environment at a residential 
school. The students with visual impairment cannot comprehend 
the entire picture by extracting a lot of information. Visual 
impairment has complex experience with the spatial world. Study 
[2] involving fieldwork in everyday life situations to gain insight 
of their experienced. The allocation of limited instructional hours 
and the shortage of qualified specialists are significant factors that 
influence effective instruction.  

Experienced teachers are scarce; thus, teaching aid facilities 
have to be developed on an immediate basis. Teaching aids reduce 
the problem of repeated guidance and allow students to obtain 
knowledge in a safe environment. Specialized schools in Taiwan 
for the visually impaired accommodate students with multiple 
barriers, such as slow limb movements and cerebral palsy. We 
observed the activities of these students after class. The students 
do not have much language communication with each other. When 
they are bored, they lie on the table or unconsciously tamper with 
the objects around them. Therefore, the involvement of the 
management is required. Once the rhythm teaching aids are placed 
on the table, they are engrossed in playing with the device and have 
a will to explore (Figure 1). The major mode of teaching is oral 
instructions. Some students cannot keep up with the progress when 
they are not attentive. They can explore and feel based on the 
teacher’s instructions by using teaching aids. Rhythm and music-
related teaching aids help students, especially in terms of 
instrument appearance- and rhythm-related learning. Learning 
through teaching aids, which cannot be easily expressed in words, 
presented its unique benefits. 
1.1. Physical education 

The physical education classes of most students include 
competitive events, such as running, long jump, or ball-related 
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games. However, these types of games do not help in enhancing 
the skills required by the visually impaired students for living. 
Physical movement and rhythm are necessary skills for the visually 
impaired students to keep them healthy and to help them obtain 
higher self-confidence. 

 
Figure 1: Behavior observation of visually impaired children in an ordinary 

kindergarten classroom with their teacher [3]. 

The performance of the visually impaired individuals in 
physical education is directly associated with the severity of visual 
impairment, activities performed, the ability to ambulate, and 
family attitudes [4]. Postmenopausal changes significantly 
decrease the body’s mechanisms for maintaining postural stability. 
Another study [5] analyzes the effect of sensorimotor exercise on 
changes in postural stability of visually impaired women. “Late 
blind persons had a slower walking speed, shorter stride length, 
and the longer time of gait” [5]. Their gait represents an attempt to 
adapt to  maintain a stable posture during walking. 

We must know the students’ characteristics (limitations, 
abilities, and needs) in physical education programs. A school 
should also be aware of the teaching burden. Visually impaired 
children face a barrier in being integrated into the general physical 
education classes [6]. These children display lower physical 
activity levels because of the lack of instruction and practice.  

Teachers sometimes lack sufficient knowledge pertaining to 
the method of including students. Inadequate preparation, lack of 
appropriate equipment and curricula, and insufficient teaching 
hours caused dominant barriers. Consequently, children 
demonstrated delays in reaching developmental milestones. A 
sample of 125 visually impaired children was observed [7]. The 
self-personality and prosocial behavior of the children were 
explored with respect to their mobility training. The personality 
well-being and social ability are correlated with the ability to be 
mobile. 

1.2. Actuator and sensor 

Technology-assisted learning has been a trend in the recent 
years. People use many apps to explore data, and visually impaired 
students can expand the scope of activities and overcome 
physiological limitations through the assistive technology. A study 
[8] developed smart connected devices for playfulness by using 
littleBits and Loaded Dice. Authors conducted experiments using 
visually impaired students and engaged in playful exploration and 
investigated the extent of providing imaginative design concepts. 
Another study [9] provided a visually impaired user interface by 
using embossed two-dimensional patterns that can be read using 
haptic sensing. In [10], a researcher introduced a haptic device that 
can notice the presence of obstacles inside an environment. A 
prototype that was implemented using a short cane and an 
embedded smart sensing strategy was presented. 

The engineers used senses other than the visual sense to 
transmit a message to the visually impaired. For example, tactile 
pressure, temperature field, airflow field, and sound can be 
reconsidered for such applications that are focused on the visually 
impaired people. When these applications are aimed at the visually 
impaired population, we must reduce the cost and complexity of 
the technology because a high price renders the technology 
unaffordable and a complicated technology cannot be used 
reliably. 

Kraus [11] designed teaching tools that are appropriate for 
exploring the solar system and different astronomical subjects. The 
magnetic field, temperature drop, and airflow connector presented 
physical space for the visually impaired people. The availability of 
the tactile constellation presents apparent magnitudes and displays 
the star distribution in the Cassiopeia constellation.  

1.3. Flow-Motivated Interactions  

This study focuses on three considerations: (1) providing 
haptic attention of airflow, (2) encouraging natural response from 
children, and (3) engaging to relate the body motion based on the 
excitation. Although the target users are visually impaired 
children, ordinary people or the elderly can follow the rhythm and 
find the pattern to play. The flow-motivated game uses a set of 
flow nozzles that can generate segmented air flow through a 
compressor. An air compressor is readily available in a shop. The 
compressor increases the pressure in the air-intake system [12] and 
generates a mass flow. The intensity of the mass flow can be 
sensed by the skin.  

The airflow should be sensed by the skin; however, a very 
strong airflow causes discomfort. A small pipe sends the jet stream, 
and the high-speed air stream simultaneously causes a concomitant 
acoustic field with a sharp sound. Moreover, the time required for 
a child to respond to the airflow by performing actual body action 
should be considered. The response to the airflow varies from 
person to person. Some people move in the direction of the airflow, 
and some people grab the source of the airflow. This design 
encourages a spontaneous response and does not force the user to 
respond in specific manner. When a user is not pressurized to act 
in a specific manner, he or she can easily respond spontaneously. 

The third design consideration was engagement to relate the 
body motion based on the excitation. The stimulation of the airflow 
cannot be too frequent and unpredictable and within a reasonable 
reaction time. The rhythmic stimuli are matched with the rhythm 
of the tones, thus promptly providing airflow guidance while 
providing the advice using the sounds. We provided four–six 
airflow spouts at appropriate body parts. The upper body and the 
lower body have three spouts each. The airflow field of each spout 
could be felt and was used based on the position of the person 
standing. 
2. Materials and methods 

At initial test, we used four impingement spouts without music. 
Teacher controls the gas flow and let the children try to grab the 
air. The four heads are connected to the air compressor 
respectively, and we control the opening and closing of the airflow 
by hand. We need to understand the impact of the height, position, 
and distance of the nozzle on the child before design. Teacher fixed 
the spout with a height-adjustable bracket, which was initially 
located at the waist of the children.  

During test the position was adjusted to avoid being touched. 
Students listen to the teacher's introduction before they start. We 
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found that at the beginning, they were a bit nervous and the action 
was not very casual. The mentality may be a bit like facing the 
exam, not in a state of play. 

2.1. Initial test 

The experimental design used four of airflow without music. 
Most subjects stood still in the center without body movement and 
facial expression at the beginning (Figure 2). 

When the airflow came out from the four ventilators at the 
same time, subject A,C,E,F,G,K,L,M,N,O didn’t move at all. 

They stood still until the air stopped. (O-A,C,E,F,G 
K,L,M,N,O -0325-1,2,3,4) (O-A, C, E, F, G, K,L, M, N, O-0325-
R) 

When subject K, L, M, N, O felt the airflow, they didn’t know 
how to move because they are too young.(I-0325-T) 

A few subjects didn't do any movement but did smile. Subject 
B and D didn’t do any bodily movement but a few seconds later, 
they started smiling. (O-B, D -0325-1, 2, 3, 4) (O-B, D -0325-R) 

A few subjects didn’t show any expression, but moved their 
hands. Subject B and D didn’t do any bodily movement but a few 
seconds later, they started smiling. (O-H, I, J -0325-1, 2, 3, 4) (O- 
H, I, J -0325-R) 

 
Figure 2: Initial test setup for evaluating how visually impaired children respond 

to gas spreading 

2.2. Discussion of initial test 

This test revealed some problems. 

(1) Some children did not know how to respond and became 
frustrated. When the students asked “Why am I coming?”, they 
intended to tell the teacher “what should I do in this situation?”. 
Formal learning habits constrain the mood of participation. 

(2) Although some children were attracted to the flow in the 
first few rounds, they became bored because the same motions 
were repeated. Simple physical movements allowed them to 
respond only mechanically. The lack of self-inherent motivation 
reduces their interest. 

(3) Some children paid so much attention to others’ opinions 
that they became distracted and began playing. The students 
should be integrated in the event with a relaxed mood. 

(4) The airflow produces a sharp sound. The air flow must be 
moderate. The motor generated considerable noise when the air 

pressure of the air compressor reduced. Children can get scared 
because of the sudden changes in the outside world. 

(5) We determined whether a garment blocks airflow and 
found that the students did not rely solely on the airflow sprayed 
on the skin. When the airflow ejected, the turbulence air generated 
a sharp sound. Visually impaired children are sensitive to hearing, 
and they can determine the source of the airflow based on the 
noise. 

 Design of Flow Control 

For realizing a simplistic design and the lowest price for the 
visually impaired, we avoided the complicated design to reduce 
possible failures. A central computer with touch panel controls the 
progress of the song and direction of the gas. Figure 3 displays the 
structure of the system. In the concept proposal, we suggested that 
the ground has a pressure sensor to determine the user’s position 
and that infrared sensors can be installed on the bracket to know 
how the user moves.  

 
Figure 3: Diagram of the flow-motivated game with a magnetically controlled 
valve. Based on the problems found from the test model, a setup model with three 
nozzle arms was selected. 

The initial test model was arranged with an air compressor and 
four nozzles. When the air compressor was switched on, the air 
reservoir of the air compressor was gradually pressurized. At this 
time, the control valve was opened to eject air. We used a magnetic 
valve to control the air outlet switch, which can be controlled 
remotely using an electrical signal.  

The height of the three brackets was set based on the height of 
the children, and part of the gas was transmitted from above. Thus, 
the height of the bracket was set at 160 cm (Figure 3). There is an 
air outlet at the upper and middle sections of the bracket. The 
central part contains a rotating shaft, and the top arm can be folded 
into the lower feet. The circular frame in series was placed on 
ground to stabilize the three main arms. Control wires and airflow 
conductors were routed from the central computer through those 
tubes. 

2.3. Circuit Design 

Prototypes involving the control circuit and user interfacing 
software were developed. A USB interface control panel and solid-
state relay (SSR) were placed on the circuit board (Figure 4). The 
Phidget Interface Kit [13] was utilized intangible user interfaces; 
the interface kit screen controller provides accurate results. We 
used the Phidget Interface 8/8/8 input–output board servers as a 
communication channel with the host computer. 
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The program controls the switching of the gas nozzles by using 
a preset sequence. The USB interface board cannot provide 
sufficient electrical current to switch the magnetically controlled 
valve. We constructed an external power board to ensure adequate 
current supply. An SSR has neither moving parts nor arcing 
contacts, which are often the primary cause of failure [14]. This 
provides a high degree of reliability and a long service life. 

 
Figure 4: Circuit diagram and SSR circuit board with an external power supply [14]. 

 
Figure 5: Software interface layout design with a sequential setting of the gas 

outlet and music control. The yellow blocks indicate active channels. 

2.4. Dancing control editor and graphical user interface 

As displayed in Figure 5, the interface control program has a 
graphical user interface that was developed on Microsoft Visual 
Studio 2005. The graphical user interface displays the current state 
of each switch. The button with the yellow background color 
indicates that it is currently activated. The text area on the right-
hand side lists the sequence of the switching actions. A user can 

manually control the switching by directly clicking on the buttons 
at the specific time while the music is playing.  

The status indicator, file read, and start–stop buttons are above 
the music editor. We can see the blocks 8, 7, 6, 2, and 4 in yellow, 
which implies that five nozzles are switched on. In the subsequent 
tests, we found that when most of the spouts simultaneously 
ejected, the students got confused while determining the source. 

2.5. Multidisciplinary 

This study comprises three departments of teachers and 
students. The Department of Industrial Design is responsible for 
proposing the structure of the concept. The students of the 
computer communication department are familiar with the circuits 
and programs and can construct the control circuit and the software 
to develop a working model. The students from the Department of 
Early Childhood Education invited children to try out prototypes 
in special education schools and found the areas of improvement 
in trial teaching.  

In the past, industrial design paid more attention to the 
performance of modeling pursuit; computer students’ interest in 
the pursuit of technology, they often prefer multifunctional betting 
into products. In the course of teaching, we understood that the 
function of a product is not the main part, and the user is the main 
part. A teacher has to adopt the story-telling method in the guiding 
process to allow the users to accept the taught content 
wholeheartedly. The experience of integrated research can adjust 
the design parameters and get an appropriate product design.  

3. Field Study Results 

The purpose of the field study was to examine a combination 
of music and airflow to enhance the bodily movement of visually 
impaired people. The methodology of this study was based on a 
qualitative study using interviews with students and the classroom 
teacher and observation reports from four observers and the 
researcher. Fifteen 4–19-year-old visually impaired students who 
enrolled in a school for the visually impaired in Central Taiwan 
were selected through purposive sampling for the study. 

3.1. Materials and methods  

The assessment instruments included structured observation 
forms to gather data on the reaction of the subjects from the 
researcher and four observers who were trained graduate students, 
interview reports from the teacher and the subjects at school. All 
interview sessions were recorded on video, and these were viewed 
and reported by four observers.  The following is the coding 
symbol of the study: 

Table 1: Coding symbol for music and flow activities 

Coding    Meaning 
O-A-

0325-4 
Observation of subject A on March 25, 

2016 by observer 4 
O-B-

0325-R 
Observation of subject B on March 25, 

2016 by the researcher 
I- 0325-T Interview with the teacher on March 25, 

2016 
I-C-0325-

R 
Interview with subject C on March 25, 

2016 by the researcher 
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The experimental design utilized four ventilators of airflow 
simultaneously with music. While revised experimental design 
from airflow only to play with music simultaneously, some of the 
subjects smiled but did not do too much movement, especially the 
five preschoolers. Most subjects’ bodily movement was hand 
movement only. 

 
Figure 6: Children interacting with the airflow 

3.2. Results 

In order to facilitate identification, we use the English symbol 
A B C D... to represent the participating students. While subject A, 
B, C, D, E, F, G, H, I and J listened to the music and felt the airflow, 
they didn't have any bodily movement but a few seconds later, they 
started smiling. (O- A, B, C, D, E, F, G, H, I, J-0415-1, 2, 3, 4) (O- 
A, B, C, D, E, F, G, H, I, J -0415-R) 

The younger subject K said “It’s music” while listening to the 
music. He also used his hands to feel the airflow. (O-K-0415-1, 2, 
3, 4) (O-K -0415-R) 

The subjects L, M, N and O all moved their hands to feel the 
airflow while the music played. (O-L, M, N,O-0415-1, 2, 3, 4) (O- 
L, M, N, O -0415-R) 

When the researcher asked the subject K, L, M, N, O “Do you 
like music?” they all answered “Like.” (O-K, L, M, N,O-0415-1, 
2, 3, 4) (O- K, L, M, N, O -0415-R) 

The subject K smiled.  He said he liked the music and airflow. 
(O-K-0415-1, 2, 3, 4) (O-K -0415-R) 

Due to the limited movement, the study changed the dynamics 
of airflow and music.  Some subjects did not like the ventilators 
with strong airflow simultaneously with loud music.  Some 
subjects said it was hard to feel anything from the four ventilators 
with weak airflow simultaneously with soft music. 

When the four switches of airflow were opened, the researcher 
asked subject K “Would you like to move?” He said “Yes.” But 
subject K needed to be held with the researcher. He wanted to find 
the airflow with the researcher.  (O-K-0415-1, 2, 3, 4) (O-K -0415-
R)  

When the four switches of airflow were opened, subject L 
moved his body to face the air and moved his hands to touch the 
tube, (O-L-0415-1, 2, 3, 4) (O-L -0415-R) 

When the four switches of airflow were opened, subject M 
stuck out his tongue and opened his mouth to feel the air. (O-M-
0415-1, 2, 3, 4) (O-M -0415-R) 

During four ventilators of weak airflow simultaneously with 
soft music, the subject O liked it and smiled. (O-O-0415-1, 2, 3, 4) 
(O-O -0415-R) 

When the researcher asked the subject P “Do you like the air 
and music?” he said “like.” (O-P-0415-1, 2, 3, 4) (O-P -0415-R) 

When the ventilators were opened randomly, most older 
subjects could find the direction to adjust and move their hands and 
feet to feel it. (O- A, B, C, D, E, F, G, H, I, J -0415-1, 2, 3, 4) (O- 
A, B, C, D, E, F, G, H, I, J -0415-R) 

3.3. Discussion of field test 

The visually impaired children like music; thus, music it could 
be a good motivator for them to exercise. The study also found that 
children enjoy catching the flow. Sometimes their hand touched 
the air outlet, and this disturbed the original setup of the gas flow 
direction (Figure 6). This free exploration usually occurred in the 
first class and should be encouraged. With the teacher’s guidance, 
the students gradually responded to such airflow with their body. 
Giving the students freedom to explore is also an essential factor. 
When students reflect based on specific rules, they lose their 
interest. Moreover, the interaction between peers affects an 
individual’s attitudes. Peers’ experience of trying can also 
stimulate the willingness of the students to try. 

The results suggest avoiding frequent changes in the direction 
of the airflow. Students give up when they are unable to respond 
appropriately. The design was such that the students could be 
guided using a small amount of airflow from above or below 
depending on the characteristics of the music. Students become 
familiar with it by gradual learning. 

The sound of the motor is loud when the air compressor is on, 
which scares the children. One of the solutions is to move the air 
compressor to another space or use a small air compressor. Then, 
the air volume ejected by the device can be reduced once the 
students are familiar with the device. 

4. Redesign 

The redesign adopted sitting position (Figure 7) to reduce the 
need for students to deviate from the location and fit for physical 
disabilities during exercise. The air outlet is located at the lower 
edge of the table to avoid being deflected by the student. Infrared 
sensors arranged on the side of the air outlet end, and a variable 
resistor provided for adjusting the distance of infrared emission 
and reception. Visually impaired students with physical disabilities 
sit in the middle and shift their bodies with the direction of the 
airflow; this prevents them from falling due to instability during 
the shift. Four times of visually impaired students were arranged 
to observe the changes in the movements of students after being 
guided by the airflow during the teaching process. There were six 
subjects under test, and Professor Li was composing music for 
visually impaired children. The TA will fill in the average 
performance (1-5 points), range of action, and emotional response 
of the children. 

The first week found that due to the experience of no contact 
airflow in daily life, there was rejection at the beginning of the test. 
Subject A needs the teacher to encourage him to find the outlet 
point actively. Subject B can actively touch after the teacher's 
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guidance, but the body does not move when the air jets. After the 
guides explained, they were able to proactively find the airflow, 
but the movements did not change much (Figure 7a). The 
performance of the fourth week is better than the previous three 
weeks. Almost all blind children can make movements in the right 
position (Figure 7b) and can feel the way the airflow interacts. The 
test results show that the overall average performance is increasing 
from 1.6 to 4.3. The average number of follow-up airflows was 
4.31. In the magnitude of the action (can swing the limb) up to 
3.12. When the music and the rhythm of the airflow match, it is 
more inspiring to the children's movements. 

 
  (a)   (b) 

Figure 7: Response of the respondent (a) First week, (b) the Fourth week - 
Encourage students to respond with a silk scarf. 

5. Conclusions 

We presented a flow-motivated facility that adopts noncontact 
techniques for enhancing the exercising behavior. The airflow 
reinforces active participation of visually impaired children and 
increases positive interactions. The results of the study revealed 
that visually impaired children like music; thus, music could be a 
good motivator for them to exercise. They were beneficial to 
develop more holistic equipment for the visually impaired. Brief 
comparisons of the results against previous findings in [4] and [6], 
the decreasing of the body’s mechanisms for maintaining postural 
stability can gradually improve after systematic learning and 
stimulation. Children enjoy catching the airflow; thus, sometimes 
their hand touched the air outlet and disturbed the original setup of 
gas flow direction. The study comprised three departments of 
teachers and students. This cross-domain cooperation experience 
was quite rare for us. Appropriate guidance during the teaching 
process is vital for the user to accept the product. The integrated 
research can adjust the design parameters and obtain a proper 
product design. The use of appropriate technology solves user 
problems and reduces the user’s frustration. 
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1. Introduction   

Since the beginning of the 21st century, organizations 
worldwide have been focusing on integrating Information 
Technology (IT) into organizational business processes. IT has 
emerged as one of the most important tools for organizations to 
retain and improve their competitive advantage. Rapid 
development in IT has enabled organizations to streamline their 
operations by improving organizational agility and information 
flow throughout the entire organization. Strategic alignment 
between business & IT strategies has become one of the main 
focuses of organizations in order to ensure that IT tools can be fully 
utilized to support business decisions. However, organizations 
have encountered more IT investment failures than expected. 
According to Aziz et al., [1], the number of IT failures has been 
growing since the last decade. Despite all the attention given, the 
implementation of IT governance (ITG) has not been easy, 
especially for developing country.  

2. Problem Statement 

The ITG concept has become increasingly well-known to 
worldwide organizations due to the importance of good IT 
governance that is constantly developing at a rapid pace in support 
of business decisions. The ITG concept has garnered increased 
attention from scholars and practitioners around the globe but the 
concept is still relatively new to Malaysia. There are numerous 
ITG frameworks that are readily available for adoption, such as 
Control Objectives for Information and Related Technologies 
(COBIT 5.0) and Information Technology Infrastructure Library 
(ITIL v3). The ITG concept has been constantly evolving as the 
COBIT and ITIL frameworks have already seen multiple updated 
versions up till now. Organizations have been trying to adopt 
various practices and frameworks for governance purposes. 
However, the implementation of ITG is a difficult process 
especially for organizations in developing country like Malaysia 
as there are various barriers to the adoption of ITG practices [2]. 
In addition, the number of studies on factors that inhibit the 
positive implementation of ITG has been less than ideal, and even 
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worse for developing countries. ITG awareness and practices are 
severely lacking in the Asian region [3]. For a developing country 
like Malaysia, where ITG implementation is still at the infancy 
stage, more studies should be conducted to increase the 
understanding of ITG. Lacks of ITG awareness, guidelines and 
practices have also been reported concerning the public sector in 
Tanzania [4]. Therefore, this study attempted to examine and 
categorize ITG issues that are consistently faced by Malaysian 
organizations. This study also explained why most issues are 
interrelated and emphasized on how IT human capability can 
mitigate ITG implementation issues.  

3. Research Context 
3.1. Information Technology Governance (ITG) 

Due to the massive amount of attention given to the field of 
ITG, researchers and experts have given various definitions and 
expectations of ITG. One of the most accepted definition of ITG is 
“the distribution of decision rights and accountability in order to 
induce positive behaviour or patterns in managing and using IT 
resources” [5]. ITG is also defined as the “utilization of 
organizational capacity by the board, executives and IT 
management team to formulate and implement IT strategy as well 
as achieve strategic alignment between business and IT” [6]. ITGI 
defined ITG as an integral part of corporate governance aided by 
adequate leadership, structures and processes to ensure IT 
sustainability and act as an extension of an organization’s 
strategies and objectives [7]. 

3.2. Information Technology Capability 
Although IT capability has seen various definitions in previous 

studies, the definitions have been centred on “the ability to 
manipulate IT resources and costs” [8]. The definition was 
extended by stating that IT resources have been combined to 
support business-related decisions [9]. Both definitions referred to 
the ability to utilize and manipulate IT-related resources and other 
complementary resources to support businesses in value-added 
ways [10]. Aside from controlling IT resources, IT capability is 
specifically referred to as the ability to affect organizational goals 
through the control of IT-related costs [11]. 

IT capability is placed in between technical capabilities and IT-
related organizational capabilities. However, most of the 
classifications included three of the following, namely IT 
infrastructure capabilities, IT human capabilities, and IT-enabled 
intangibles [8, 10-13]. IT infrastructure capabilities is defined as 
the ability to provide sustainable infrastructure services to support 
business-related processes or IT-related tangible assets that include 
IT systems, gadgets, and various tools and applications that form 
the very base of IT infrastructure and shared throughout the firm 
[8,12,14]. IT human capabilities refer to the combination of 
technical and managerial skills of IT professionals in solving and 
attending various organizational needs [8,12]. IT-enabled 
intangibles are referred to as intangibles made available due to the 
utilization of IT resources. These intangibles include knowledge 
assets, synergy, relationship assets, responsiveness and others 
[8,10] 

3.3. ITG Issues in Malaysia 

Since the sources of information for ITG implementation 
issues were found to be lacking in the review process, data 

collected for this study included those from studies concerning 
various sectors, such as public, financial and higher education 
sectors. Most organizations in Malaysia are still in the infancy 
stage of ITG implementation, as reported by [2]; hence, the factor 
of sector diversity is expected to have minimal effect on the 
barriers to initially accept the basic implementation of ITG. This 
study has classified issues faced by organizations that implement 
ITG into two main categories. The first category is organizational-
related, and the second category is human-related. Further details 
on the categorization and issues found will be discussed in the 
section on findings. 

 
Figure 1: Systematic Literature Review Process 

4. Systematic Literature Review 

The methodology used in this study was the systematic 
literature review method. The guidelines for a systematic 
literature review were provided by Kitchenham [15]. This type of 
review is mostly used when the study intends to identify any 
research gap or interpret any area of interest in a span of time. 
This methodology helps the researcher to be better positioned for 
future research activities according to the research gaps found in 
the review process. The steps undertaken for systematic literature 
review in this study are as follows: i) Define the research 
questions; ii) Define key terms for searching the database; iii) 
First phase literature search and selection process; iv) Define 
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inclusion and exclusion criteria for the second phase selection 
process; v) Data extraction and analysis; and vi) Report findings 
and discussions. Figure 1 illustrates the systematic literature 
review process undertaken in this study. 

The first step in the systematic literature review is to define 
the research questions for the literature screening process 
involving the metadata in the first phase. The research questions 
set for literature screening are as follows:  

i) Is the article related to information technology governance? 

ii) Are there any primary findings on the implementation of 
information technology governance? 

iii) Did the study take place in developing countries or 
Malaysia? 

The literature searches were conducted on 6 databases, which 
were IEEEXplore, ACM Digital Libraries, Scopus, Science 
Direct, Springer Link, and ProQuest. The initial search began in 
November 2018 and was updated in June 2019. Some of the terms 
used for literature searches only in the metadata are “information 
technology governance”, “information and communication 
technology governance”, “IT governance”, and “ICT 
governance”. Thus, if the initial search presented 500 or more hits, 
the term “Malaysia” is added to the search results, if available, or 
in the full text to limit the search results to the context of this study. 
Moreover, if the results yield less than 50 hits, the newly added 
term “Malaysia” is deleted, and the previous results are 
considered. As for the literature search in Science Direct, there 
were 1,297 hits after the term was added. The results were then 
filtered according to articles with open accessibility. The results 
of the literature searches are listed below: 

i) IEEEXplore – 454 

ii) ACM Digital Libraries – 158 

iii) SCOPUS – 97 

iv) ProQuest – 25 

Next, initial screenings were carried out by referring to the 
research questions. After the initial screenings, the breakdown in 
the number of qualified articles were 16 articles from IEEEXplore, 
7 from ACM Digital Libraries, 47 from SCOPUS, and 1 from the 
ProQuest database. The inclusion and exclusion criteria for the 
second phase of screening were then determined, as shown in 
Table 1 below. 

Table 1: Inclusion and Exclusion Criteria 

Inclusion Criteria Exclusion Criteria 
Paper written in English Paper not written in English 
Full accessibility Partial/No accessibility 
Findings related to 
organizations in Malaysia 

Findings unrelated to 
organizations in Malaysia 

Findings reveal IT 
governance implementation 
issues and causes 

Findings did not reveal IT 
governance implementation 
issues 

Primary study Non primary study 

In the second phase, the criteria were used in the literature 
selection process after reading the full text. Finally, 11 articles 
were selected, and after removing redundant articles, 10 articles 
had fulfilled the criteria, and 2 additional articles outside the 
database were found from previous studies and referred by related 
authors in the qualified articles. A total of 12 articles had qualified 
for this study. As the study focused only in the context of 
Malaysian organizations, the number of qualified articles was low. 
Figure 2 illustrates the number of articles published per year. 

 
Figure 2: Number of articles published per year 

As shown in Figure 2, the number of articles published per 
year is unusually low, especially after 2014. This might be 
because most studies on ITG had focused on the benefits and 
impact of ITG on firm performance instead of barriers to ITG 
implementation. As reported in [16], most organizations that 
participated in the study had a low ITG maturity level. Therefore, 
this study attempted to summarize issues that consistently 
inhibited the process of ITG implementations and adoption, as 
well as to propose potential solutions for future studies.  

Table 2 reveals that most of the articles reviewed had both 
organizational and human-related issues in ITG implementation 
with the exception of 2 papers where one focused solely on IT 
practitioners and the other focused more on structural issues, such 
as the lack of defined roles and responsibilities. Human-related 
issues were mentioned 21 times and organizational-related issues 
were mentioned 18 times in all 12 articles. Table 3 shows the 
issues that were found in each category, while Table 4 shows the 
classifications of key issues found in articles after the reviewing 
process. 

4.1. Organizational-related Issues 

The issues in this category are regarded as issues faced during 
ITG implementation due to organizational decisions pertaining to 
the structure, guidelines and practices, as well as the support from 
top management. Organizational issues are related to top-down 
decision making where structures, responsibility and 
accountability, policy, guidelines and practices as well as 
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direction and goals are determined by the top management to be 
implemented by the entire organization. Hence, organizational-
related issues are mostly related to the upper level of an 
organization. The subcategories proposed by this study pertaining 
to organizational-related issues are structure, guidelines and 
practices and top management. 

4.1.1. Structure 

Structure issues defined in this study refer to issues developed 
due to lack of assignation in accountability and responsibility in 
ITG. Structural issues are one of the most commonly found issues 
faced by newcomers to ITG implementations [4, 17-20]. As ITG 
is still a relatively new concept in Malaysia, organizations often 
struggle to develop appropriate structures or hierarchy of power 
in terms of ITG implementation. More often, a IT steering 
committee and IT strategy committee should be established by 
involving the Chief Information Officer (CIO). It was reported 
that structural issues were not functioning well as the CIO did not 
understand his/her role and responsibility in ITG [18]. Without an 
appropriate structure in place, there would be lack of transparency 
in the governance process and even difficulties in justifying IT-
based decisions [19]. In addition, lack of structure can lead to 
communication issues [2]. Organizations will find it difficult to 
refer to the personnel in-charge as no one will assume the 
responsibility for related issues without a structure in place [18]. 
Similar issues were reported as there was a lack of a platform for 
management to discuss IT-related issues [21].  

4.1.2. Guidelines and Practices 

Guidelines and practices issues arise due to the lack of ITG 
guidelines and practices in the organization. Guidelines and 
practices are complementary factors to a reliable governance 
structure, which also contributes to the creation of transparency 
for justifying the ITG implementation processes [19]. The lack of 
strategic guidelines for IT funding in public universities was 
reported in [18]. It was revealed that IT projects that were initially 
approved or agreed by the IT committee were rejected eventually 
due to financial issues.  

Miscommunication and improper guidelines led to a lack of 
coordination between departments and facilities regarding the 
utilization of IT resources. Guidelines and practices together with 
a reliable ITG structure prevent information disparity between the 
expectations of the CIO and implementation on the ground [21]. 
A study on Malaysia’s public sector revealed that 76.19% of 
organizations had a low ITG maturity level. Findings also showed 
that IT managers expected at least an average level of ITG 
practice despite the lack of proper mechanisms and exposure to 
ITG practices [16]. 

4.1.3. Top Management 

ITG should be driven and initiated from the organization’s top 
level [19]. Top management support is classified as an 
organizational issue because top level executives are responsible 
for deciding organizational initiatives for moving forward in the 
right direction. Successful ITG implementation often depends on 
the top management’s initiative to offer sufficient support. In 
addition, ITG implementation is also influenced by internal 
organizational cultures and politics. It is important for top 

management to recognize the needs for ITG and assign 
appropriate accountability according to initiatives, beginning 
from the top of the organization [3].  

Lack of support and commitment from top management is one 
of the current issues faced by Malaysia organizations when 
implementing ITG [2, 22]. Similar situations where the top 
management was lackadaisical in supporting ITG was also 
reported [1], which then resulted in a lack of adequate resources 
to manage assigned controls as the top management willingness 
to incorporate ITG into the organization’s future strategy is highly 
dependent on the recognition and knowledge about the 
importance of ITG.  

Table 2: Key Findings 

No. Authors Context 
Key findings/Issues 

① ② ③ ④ ⑤ ⑥ 

1 [17] 
Malaysia 

Ministry of 
Education 

√ √  √ √  

2 [18] 
Malaysia 

public 
university 

√ √  √ √ √ 

3 [3] 
Malaysian 

senior 
management 

 √ √  √  

4 [1] 
Malaysian 

organizations   √ √   

5 [2] 
Malaysian 

organizations √ √ √ √ √  

6 [25] 
Malaysian IT 
practitioners    √ √  

7 [20] 
Malaysian 
universities 

√      

8 [21] 
Malaysian 

public 
universities 

√ √  √ √ √ 

9 [26] 
Malaysian 

public sector 
√ √   √  

10 [19] 
Malaysian 

public sector √     √ 

11 [16] 
Malaysian 

public sector  √  √ √ √ 

12 [22] 
Malaysian 
financial 

sector 
  √ √ √  

Legend 
Organizational-related Human-related 

① Structure 
② Guidelines and Practices 
③ Top Management 

④ Competencies 
⑤ Awareness and 
Understanding 
⑥ Leadership 
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Table 3: ITG Issues According to Categories 
 

No. 

Key Findings/ Issues 
Organizational-related Human-related 

① ② ③ ④ ⑤ ⑥ 

1 
Lack of steering 

committee 
 

Lack of 
documented 

practices 
 IT skills at basic 

level 
Lack of 

understanding  

2 

Communication 
breakdown and 

lack of 
commitment 

Lack of approach 
for funding 

strategy 
 

 

Lack of skills and 
knowledge in 
CIO and staffs 

 

Lack of CIO with 
adequate ITG 
understanding 

Lack of CIO 
presence in ITG 

and 
lack of IT initiative 

3  Lack of exposure 
in ITG practices 

IT accountability 
for top 

management 
 

Recognition and 
knowledge from 
top management 

required 

 

4   
Lack of top 

management 
support 

Lack of adequate 
human resource   

5 

ITG affected by 
culture and 

politics 
 

Communication 
issues 

Lack of top 
management 

support 

Lack of time, 
training, 

knowledge and 
skills 

Lack of ITG 
awareness  

6    
ITG requires 
continuous 

commitment  

ITG requires 
special 

knowledge 
 

7 

Weak structure 
and lack of clear 

roles and 
responsibilities 

     

8 Communication 
breakdown 

Lack of 
coordination and 

alignment 
 

 Lack of capable 
human resources 

ITG 
responsibilities 

placed on IT only 
 

Lack of CIO 
presence and 

effort to create 
awareness 

9 
Lack of 

governance in 
collaboration 

Lack of 
governance in 
collaboration 

  

Lack of 
understanding 

towards the 
importance of 

ITG 

 

10 
Lack of 

accountability 
and transparency 

Lack of 
justification on 

expense and 
resources 

ITG should be 
driven from top 

management 
  ITG requires 

leadership 

11  

Lack of exposure 
on proper 

guidelines and 
mechanisms 

 
Insufficient 
proficient IT 

personnel 

Lack of consistent 
understanding on 

ITG 

Lack of official 
directive 

12   
Lack of top 

management 
support 

Complexity in 
ITG practices   
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Table 4: Classification of Key Issues 

Key Findings/Issues 
Organizational-related Human-related 

Structure 
Guidelines and 

Practices 
Top Management Competencies Awareness and 

Understanding 
Leadership 

• Lack of 
adequate 
structure and 
accountability 

 

• Lack of 
documented 
practices and 
guidelines 

• Lack of 
guidelines for 
collaborations 

• Lack of  
exposure 

• Lack of top 
management 
support 

• Lack of top 
management 
accountability 

• Lack of 
adequate IT-
related skills 

• Lack of 
adequate 
managerial 
skills 

• Lack of human 
resources 

• Lack of 
awareness and 
understanding 
on ITG 

• Lack of 
recognition of 
ITG 

• Lack of role 
in CIO 

• Lack of IT 
initiative 

4.2. Human-related Issues 

Human-related issues refer to issues originating from human 
resources caused by the lack of quality, competency, and 
understanding required for managing and completing tasks 
required by organizations. Specifically, human-related issues in 
this study refer to barriers to ITG implementation due to 
insufficient personnel with quality to manage and govern IT-
related resources and issues. In human-related issues, the 
personnel included in this study were the CIO and other personnel 
involved in ITG from the middle to the top management level. 
Three subcategories in human-related issues are competencies, 
awareness and understanding as well as leadership quality. 

4.2.1. Competencies 

Competency issues are often overlooked by organizations 
since most of the attention is placed on ITG frameworks and 
practices. Competency in this study refers to the ability of ITG 
personnel to manage and complete assigned responsibilities and 
practices related to ITG. The terms competency and capability are 
often used interchangeably due to how closely their 
interpretations are. Competence is defined as having the ability to 
utilize skills, knowledge and the capacity to satisfy or achieve 
current needs. Capability is defined as qualities, abilities, and the 
potential to develop accordingly to meet future needs by adapting 
to changes in a dynamic environment while generating new 
knowledge for improving working performance [23]. Therefore, 
in order to fit in the context of this study, where current ITG issues 
can be safely regarded as current ITG needs, the term competency 
is used in this subcategory. Most senior management and CIOs 
lack knowledge and experience in ITG because ITG is a relatively 
new concept compared to working skills and experience [1,3,17-
18]. In addition, it was reported that the complexity of ITG 
practices was the highest ranked barrier from the technical aspect 
[22]. The prerequisites for ITG personnel have been elevated as 
ITG committees are required to plan, manage, and monitor IT 
initiatives. ITG personnel also need to master non-technical skills 
such as business strategic planning, leadership, and 
communication [16]. Hence, due to the increased prerequisites for 
ITG personnel, organizations have been lacking human resources 
equipped with proficient skills in technical and non- technical 
aspects to resolve ITG issues and challenges.  

4.2.2. Awareness and Understanding 

As mentioned previously, top and senior management need to 
recognize the need for ITG to ensure smooth top-down 
implementation [3]. Such recognition requires adequate 
awareness and understanding about ITG. Awareness and 
understanding issues refer to issues that occur due to the lack of 
experience and understanding on the potential benefits of ITG in 
organizations. Awareness can elevate performance and allow 
accurate understanding of situations that can further lead to better 
decision making by leaders [3]. The authors had further revealed 
3 level of ITG awareness in reference to Endsley’s theory of 
awareness [24]. The first level of awareness includes gathering 
perceptual information from the surrounding and focusing on 
elements that are beneficial and relevant. One example of this is 
to understand the availability of resources, infrastructure, and 
skills required to achieve current tasks. The second level of 
awareness includes integrating perceptual information with 
experiences and knowledge to assess the significance of the 
context, which is the role of ITG in organizations [25]. The third 
level of awareness includes projecting future elements by 
anticipating the changes that can be brought to the operational 
environment. Examples of third level awareness are management 
of IT resources that meet organizational needs, lead the initiative 
in addressing IT issues, ensure continuous alignment between 
business and IT, and leverage IT potentials to enhance business 
growth. It was found that top management perceives that there is 
no need for ITG as there is a lack of awareness and knowledge [2]. 
There were no efforts by the top management to create awareness 
about ITG adoption [21]. Instead, all the issues were thought to be 
an IT-only responsibility, which further leads to a disoriented 
alignment between strategic business and IT planning. Business 
executives did not understand the strategic value of IT as it was 
thought to be insignificant [26]. Business executives failed to 
understand IT issues and there was a severe lack of collaboration 
between business and IT. IT managers assumed a high-level of 
maturity for ITG but in reality, 76.19% of the organizations were 
still in position of low ITG maturity [16]. This could be due to 
different levels of understanding regarding the definitions of ITG 
and ITG itself. Most implementations were highly dependent on 
instructions, and there was a lack of initiative to actively seek 
improvement. All the issues mentioned above indicate that most 
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organizations in Malaysia still lack ITG awareness and 
understanding.  

4.2.3. Leadership 

Leadership quality in this study refers to the ability of top and 
senior management to spearhead the IT initiative in ITG 
implementation. As most of the organizations are still at the 
infancy stage of ITG, lower levels of the organization hierarchy 
need to be guided by top management. This requires top 
management to lead using the IT initiative and provide direction 
from the highest level of the organization [19]. For top 
management to lead, adequate knowledge about ITG is required. 
Therefore, a lot of issues arise because even the top management 
has a low understanding of ITG itself [18]. There is a possibility 
of a lack of official directives concerning ITG, which causes the 
lack of collaboration between business and IT [16]. Top 
management should always initiate the active involvement of 
stakeholders in ITG, while providing sufficient guides and 
empowering key personnel with expectations and support. As 
most personnel lack ITG knowledge and experience, top 
management plays a major role in ensuring the continuity and 
sustainability of ITG. Presence of the CIO was insignificant 
because the responsibilities were not up to a respectable standard 
[21]. There was no effort to create awareness and liaison between 
business and IT. Hence, the IT department assumed all 
responsibility for issues identified. Leadership in ITG is 
especially vital for organizations at the infancy stage as the top 
management is responsible for setting the guidelines and 
directions for organizations to move forward. Newcomers to ITG 
need explicit guidance or they would just become simple rule 
followers instead of skilled personnel actively seeking continuous 
innovation and improvement. 

5. Role of IT Human Capability 

IT human capability mentioned in this study refers to technical 
capabilities, business capabilities and behavioural capabilities 
[12]. Technical capabilities refer to technical skills and 
knowledge in a specific area of expertise. Business capabilities 
refer to the IT personnel’s ability to understand and manage 
overall business processes and environments. Behavioural 
capabilities refer to the IT personnel’s interpersonal ability to 
interact effectively with others. The results show that both 
organizational-related and human-related issues are major factors 
that help organizations to implement ITG in Malaysia. It is 
undeniable that both issues need unwavering attention from 
organizations in order to implement ITG and move it in the right 
direction.  

ITG is more than just following rules and guidelines. ITG 
requires continuous commitment from organizations to ensure 
sustainability, and having competent human resources is one of 
the prerequisites for future sustainability, whether in business or 
ITG [25]. It has been stated that organizations might be governing 
IT with less than adequate prerequisites in terms of IT capabilities 
[10]. Development of ICT personnel has been one of the focuses 
of the Malaysian Strategic IT Plan 2011 [26]. However, findings 
indicate that there is a lack of effort or mechanisms for developing 
IT personnel in the area of ITG. Although issues have been 
categorized into organizational-related and human-related 

categories, both issues are interrelated as one issue can cause the 
other to surface.  

One of the primary issues in organizational-related issues is 
the lack of adequate structure and accountability in ITG. The lack 
of organizational structure is not directly related to IT human 
capability, but it should be taken into consideration when forming 
the ITG structure. When forming the ITG structure, organizations 
should assess whether there are qualified personnel available and 
accountable for ITG implementation. It is undeniable that 
collaboration issues [21,26] have consistently emerged during 
ITG implementation. In the selection of qualified personnel for 
ITG, there is no doubt that at least certain levels of business and 
behavioural capability should be considered as ITG often requires 
collaborative efforts for strategic alignment purposes. This 
requires personnel to possess some level of business acumen and 
the capability to work well with other units when needed. It raises 
further questions on whether business or IT executives should be 
held accountable, as most business executives possess business 
capabilities without IT skills, and most IT executives possess IT 
capabilities without business skills. It does not mean that business 
executives are required to possess IT capabilities but at least they 
should be aware of the importance of ITG since IT executives are 
now required to extend their understanding of business 
knowledge [27]. It was also revealed that business and IT, which 
act in collaboration, can lead to ITG effectiveness and strategic 
alignment as knowledge sharing between business and IT 
executives lead to a better understanding of each other’s 
environment [28-29]. For example, it has been revealed that a 
web-based system developed in a university aligns the entire 
existing or new program with the Malaysian Qualification 
Framework (MQF) [30]. Similar web-based systems can be 
designed to monitor and align ITG prerequisites pertaining to 
certain personnel involved. Training should be given for those 
who do not meet the prerequisite capabilities for ITG.  

Guidelines and practices are some of the most common issues 
faced when implementing ITG. Guidelines and practices are 
available through frameworks like COBIT 5.0 and ITIl.v3. 
However, despite the availability of frameworks in the market, not 
all practices and mechanisms are suitable for every organization. 
One main purpose of guidelines and practices is to help and give 
direction to organizations intending to implement ITG. It is also 
important to practice the relevant mechanisms that help develop 
positive IT behaviours throughout the entire organization. One of 
the common issues with the availability of frameworks is the lack 
of instructions on how to perform tasks with the right mind-set. 
ITG is more than just simply following rules and guidelines. 
Organizations must also implement various ITG mechanisms that 
help to develop individuals with adequate capabilities so that ITG 
efforts are sustainable in the future. It is important for 
organizations to develop enough ITG awareness among IT 
personnel through various practices and mechanisms. As reported, 
organizations with awareness imbue governance-related mind-
sets into daily routines and practices [3]. Personnel with the ability 
to actively lead and think using IT initiatives are better than rule 
followers. Guidelines and practices provide the basis for 
incorporating ITG into daily routines, but it depends on the 
personnel’s capability to understand and manage tasks effectively. 
In addition, only qualified IT personnel who are aware of the 
importance of ITG will actively think of the processes and 
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guidelines that need to be improved and adapted to the changing 
business process. Therefore, IT human capability is important for 
the continuous improvement of ITG implementation in an 
organization. 

Gaining top management support has been an issue for 
organizations in Malaysia as top management lack the 
understanding of the importance of ITG. Moreover, lack of top 
management support directly affects the outcome of ITG 
implementation as resources are often procured with the approval 
of the top management. It is important to convince the top 
management about the implementation of ITG in order to gain 
their support. It has been proven that new IT deployment is easier 
with firm commitment from the top management [30]. However, 
it is not easy to convince the top management as ITG is a long-
term project that requires various resources to succeed. Therefore, 
having capable human resources that are knowledgeable in ITG 
can ensure the continuity and success of ITG implementations, 
especially in the future. The CIO plays an important role in 
convincing top management as the CIO often acts as a liaison 
between business and IT executives. The CIO who is capable of 
recognizing, understanding, and relaying the importance of ITG 
to the top management ensures better allocation of resources for a 
smoother implementation process. 

Unlike organizational-related issues, human-related issues are 
directly related to IT human capability. As mentioned before, 
competencies refer to the ability to satisfy current needs with 
skills and knowledge. Therefore, organizations need to develop 
current competencies into capabilities in order to adapt to future 
challenges. Currently, ITG is presented as a brand-new challenge 
that requires human resources with proficient skillsets and 
capabilities for organizations in Malaysia. Most Malaysian 
organizations lack competent human resources for implementing 
ITG. The lack of competency generally includes IT as well as 
managerial skills and knowledge, which are part of technical and 
business capabilities. The issues are especially troubling for the 
public sector as most public sectors have a more or less fixed 
number of staffs. Therefore, a recruitment of additional experts or 
capable personnel was less likely to occur unless external 
expertise is specifically consulted. Hence, organizations need to 
develop human resources that are proficient in ITG supplemented 
by the help of various practices and mechanisms. However, 
competency issues consistently emerge from organizations 
suggesting that organizations are more focused on setting rules 
and guidelines rather than developing capable human resources 
that are supposedly accountable for ITG tasks. This creates the 
culture of passive governance where actions are only taken based 
on rules and instructions. As mentioned earlier, personnel 
involved in ITG should be equipped with business knowledge and 
ITG awareness. This can be achieved with job rotations and cross 
training between business and IT units [27]. A web-based system 
can be developed to record all qualifications and skills of related 
personnel. All training and rotations should be provided based on 
specific skills that are lacking. Qualified personnel with 
cumulated experience in the task can improve the efficiency of the 
process and are more inclined to offer and seek improvements for 
ITG. 

Another factor of passive governance comes from the lack of 
awareness and understanding of ITG. ITG requires leaders with 

enough understanding and knowledge about the ITG concept to 
lead with IT initiative and active thinking in order to create a good 
culture of governance. Results revealed that the importance of 
ITG was severely underestimated by organizations. Few cases 
reported that senior management did not recognize the importance 
of ITG and felt that ITG was unnecessary [3,26]. There was also 
a case where ITG was thought to be only as an IT responsibility 
[21]. Issues like this clearly show that the roles of ITG in 
organizations were ambiguous to entire organizations, or at least 
to the top management and business executives. For ITG 
implementation to be successful, ITG awareness must be spread 
throughout the organization so that strategic alignment between 
business and IT can be achieved. Organizations must reach 
consensus on the role of ITG, and how it can affect organizations 
moving forward. As mentioned previously, awareness allows 
organizations to imbue certain mindset into daily practices. For 
this case, ITG awareness prevents the culture of passive 
governance and allows personnel to be actively involved in the 
governance process moving forward. In this case, awareness and 
understanding must be included as part of IT human capability as 
both play a big role in adapting to new challenges. 

In this study, leadership is listed under behaviour capability 
since leadership is an essential ability to lead and interact with 
others. From the leadership aspect, the CIO is expected to be in 
the midst of ITG implementation. However, previous articles 
reveal that CIOs in Malaysian organizations lacked leadership 
qualities, especially in terms of IT initiative [16, 18-19]. In ITG’s 
infancy stage, leadership plays one of the most important roles in 
ITG implementation as beginners in the organization need more 
guidance than ever. The CIO is seen by practitioners as the main 
driver in ITG [27]. However, the CIO should not be the only one 
to be held responsible for leadership issues. Anyone in the 
organization who is aware of the importance of ITG should be 
leading-by-example in order to create more ITG exposure. As 
mentioned previously, ITG should be driven from the top 
management downwards. Therefore, the top management must 
take responsibility in leading the IT initiative by recognizing the 
importance of instilling a successful ITG. 

Finally, as mentioned by [10], the use of IT capability has been 
ambiguous in the ITG literature. Therefore, this study attempted 
to clear the ambiguity by exploring and explaining the role of IT 
human capability in ITG implementation. This study can 
contribute to future studies on the relation between ITG and IT 
human capability. 

6. Conclusion 

In conclusion, this study explained the interrelated relations 
between organizational-related and human-related issues by 
justifying the role of IT human capability. This study also clarified 
the ambiguity concerning the use of IT capability on ITG 
literature. Through systematic literature review, it has become 
clear that structure and guidelines help ITG to consistently move 
in the right direction. However, without specific capabilities, such 
as business, technical, and behavioural capabilities possessed by 
related personnel, ITG cannot be implemented effectively since 
most ITG implementation and practice requires collaboration 
from both business and IT units for the sake of strategic alignment. 
Therefore, it can be concluded that both organizational and human 

http://www.astesj.com/


N.A.A. Hamid et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 314-322 (2019) 

www.astesj.com     322 

factors are important for the consistency, efficiency and 
effectiveness of ITG. Additionally, researchers are encouraged to 
commit further studies on IT human capability and ITG 
implementation in Malaysia in order to compensate the lack of 
proven ITG studies in the Malaysian context.  This study also 
attempted to further highlight the importance and role of IT 
human capability in the midst of ITG implementation and 
mechanisms in order to garner more attention toward human-
related issues since developing countries like Malaysia are 
affected by issues such as the lack of qualified human resources. 
Therefore, organizations should pay equal attention to both 
organizational and human-related issues in order to create a well-
built structure, framework, and environment that are well-suited 
for ITG implementation at the infancy stage. 
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There is no doubt that a good knowledge of traffic demand has a direct
impact on improving traffic management. Road traffic is strongly correlated
with many factors such as day of week, time of day, season and holidays
which make it suitable for prediction. In this paper, we develop a neural
network model for hourly traffic prediction that makes full use of these
temporal characteristics. The proposed algorithm is tested on a real-world
case, and the experiment results is presented to evaluate its accuracy.

1 Introduction
Accurate traffic volume prediction plays a significant role
in traffic management and control. Estimate the number
of vehicles passing per unit time can help traffic managers
make the right decisions. Up to now a variety of traffic flow
prediction algorithms have been proposed. These methods
can be arranged into two categories: parametric approach
and non-parametric approach.

Since the early 1980s, a wide range of parametric tech-
niques have been studied such as historical average algo-
rithms, smoothing techniques, linear regression, filtering
techniques [1], and autoregressive integrated moving aver-
age (ARIMA)[2] family. Later on, researchers began to
explore the potential of non-parametric techniques in traf-
fic forecasting, including neural networks [3, 4, 5, 6, 7],
support vector machines [8, 9], k-nearest neighbor [10, 11],
etc. These methods have gained more attention compared
to parametric techniques considering that they can capture
the stochastic and nonlinearity of the traffic flow. They are
flexible in their use and are generally quite robust.

The rest of the paper is structured as follows. Follow-
ing this introductory section, a description of the proposed
methodology is provided. The dataset for the numerical ex-
periments is introduced in section 3 along with the results
and performance evaluation. Finally, concluding remarks
are stated in section 4.

2 Methodology
In this section, a description of the Artificial Neural Network
structure is presented. Artificial Neural Networks (ANNs)

are one of the recent methods employed for traffic forecast-
ing. They have the ability to approximate almost any func-
tion due to their properties of self-learning and self-adaptive
capabilities.

2.1 Prediction logic with artificial neural net-
work

A neural network consists of a set of interconnected process-
ing elements, called neurons, which are arranged in a series
of layers: an input layer, one or more hidden layers and an
output layer.

Figure 1: Architecture of a neural network prediction model

There is no connection between neurons in the same
layer. However, each neuron in a layer is fully connected
to all neurons in the next layer. Those connections are uni-
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directional: information from the inputs pass through the
hidden units to eventually reach the output units. This type
of architecture is called feedforward neural network (Fig. 1).

Neural networks are able to perform different categories
of tasks, including regression. ANN can be trained to model
the relationship between a number of input variables and a
set of continuous results (target variables).

The inputs zi reach the neuron through connection links,
each with an associated weight wi. The higher the value of
a weight, the stronger the intensity of the incoming signal.
When the signals are received, a weighted sum of the inputs
plus a bias b, called the net input, is calculated:

neti =
∑

i

(wizi) + bi (1)

The output is then determined by applying a transfer
function f to the net input. The transfer function can be any
differentiable non-linear function.

outputi = f (neti) (2)

This output will serve as input to other neurons in the
next layer and so on. When the entire network has been
executed, the neurons in the output layer become the outputs
of the entire network (predicted values).

3 Experiments

In this section, the real-world data used in this study is de-
scribed and the forecasting model along with the results
are presented. The forecasting model is implemented using
Python and Keras.

3.1 Data preparation and description

Data on the volume of traffic on hourly basis has been col-
lected from the Melloussa Toll plaza. This traffic represents
the number of vehicles passing through the system during
each hour of the day. The Toll Lane Controller collects
data from the lanes and transmits it to a server where all
transaction data are stored.

The Melloussa Toll plaza is one of the major toll high-
ways in Tangier. It is located on a North-South motorway
axis that leads directly to The Port of Tangier, Africa’s
biggest port, allowing the toll plaza to become an important
transit point between Morocco and the European continent,
with a throughput volume that could approach 900 vehicles
per hour during summer peak periods.

Collected data for experiments spans for two years rang-
ing from 2017/01 to 2018/12. The first 80% of the observa-
tions was selected to train the forecasting model, while the
remaining 20% was treated as the testing dataset.

Missing and abnormal data are almost inevitable in prac-
tice. Their presence can affect the quality of data and can
lead to incorrect results and conclusions. Therefore, missing
and abnormal data were removed and repaired by estimating
values from historical data.

To fit into the ANN model, the data was arranged in the
following format (see Tab. I):

Table 1: Data structure used in the experiment

Year Month Day Hours Holiday Traffic
2017 January Sunday 1 Yes 61
2017 January Sunday 2 Yes 32
2017 January Sunday 3 Yes 17
2017 January Sunday 4 Yes 16
2017 January Sunday 5 Yes 33

... ... ... ... ... ...

... ... ... ... ... ...
2018 December Monday 23 No 83
2018 December Monday 24 No 47

Before being able to model a problem with a machine
learning algorithm, it is often necessary to perform a number
of transformations on the data, so that the problem can be
easily understood and interpreted by the machine learning
algorithm.

Therefore, the data, including Hours, Day, Month, and
Holiday were converted into binary variables (for example,
“Day of Week” feature 2 is transformed to 001000).

3.2 The forecasting model
Artificial neural networks are characterized by two main
parameters: the number of hidden layers and the number of
neurons per hidden layer.

There is no general method for determining the appropri-
ate values of these parameters. Thus, it is usually necessary
to proceed by trial and error in order to find the optimal
structure.

In our approach, a three-layer ANN with 100 hidden
neurons in each layer was found to achieve the lowest error
rates. ReLU(Rectified Linear Unit) was used as the activa-
tion function for the hidden layers while the linear function
was used for the output layer.

3.3 Model Evaluation
The mean square error (MSE) was used as the indicator of
the accuracy of the prediction method, defined as:

MS E =
1
N

(
n∑

i=0

( fi − yi)2 (3)

Where,

• N is the number of data points

• fi is the predicted value (the network’s output)

• yi is the target value for the ith observation

3.4 Forecasting results
As we mentioned earlier, the traffic flow data is divided into
two parts: the first part is the training sample and the second
part is the testing sample. The training data is used to iden-
tify the pattern of data and the test data is used for checking
the performance. The forecasting results of the testing data
set are shown in Fig. 2.

The error is quantified using Mean Square Error (MSE)
and the values obtained for each iteration are shown in Fig.
2(b).
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(a) Line plot of ANN forecast vs original values (b) Model loss

Figure 2: The forecasting results

Figure 3: The hourly traffic volumes of different days in a week: (a) Monday, (b) Tuesday, (c) Wednesday, (d) Thursday, (e) Friday, (f) Saturday, and (g)
Sunday
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From Fig. 2(a), it can be seen that the line graph is
divided into two parts: the first part is the one with the
highest traffic volume and varying traffic patterns, which cor-
responds to the month of August. The second part presents
the remaining months of the year, which shows a relatively
stable traffic patterns. The model perform reasonably well
in predicting the second part compared to the first one. This
could be explained by the following reasons:

• During this time period, the variations of traffic flow
are high. Traffic patterns are not the same comparing
day with day, which makes it hard to capture pattern
similarities.

• The shifting nature of Eid festivals had a direct impact
on the traffic flow pattern. In this particular period, Eid
Al-Adha, one of the most important festivities of the
year, coincides with the end of the summer holidays
and the start of the school year, which help increase
the variability in traffic demand.

• The proposed method is trained to learn the behav-
ior and predict future outcomes using historical data.
Therefore, a larger training set provides better results.
Here in this study, we only have August of 2017 as
historical data.

In order to better underline the predictive accuracy of the
ANN model, a comparison of estimated and actual traffic
values for different times of the day and week is presented
in Fig. 3.

We can observe that the ANN model performs well in
capturing the data patterns on hourly and daily basis.

The same results has been obtained for the next year (see
Fig. 4).

Figure 4: Prediction results of the hourly traffic volume for the first four
months of 2019.

On a seasonal basis, the proposed model was able to
accurately capture the behaviour of traffic over time as can
be seen in Fig. 5. Traffic tends to pick up heavily during the
summer months compared to other time of the year.

4 Conclusion

By visually exploring the traffic data, we observe that traffic
is affected by a number of temporal features. In this paper,
we developed an ANN algorithm for the prediction of hourly
traffic volume that model the relationship between the traffic
and these temporal features. The suggested model is tested
on real world traffic volume, collected from The Melloussa
toll plaza and the results showed that the method was able to
identify the changes in traffic pattern at different period of
time.

Figure 5: Seasonal variation in traffic flows
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Special events are also one of the factors that can greatly
affect traffic pattern. Adding this feature to the model is
worth studying.
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The current industrial landscape is becoming increasingly aware of the
need to optimize energy use and management for all domains, including
telecommunications. Among others, RF Energy Harvesting is a promising
technique for 5G systems as an alternative to traditional energy supply
sources. This paper presents 5G landscape and ecosystem. It positions
RF-Energy Harvesting in 5G context and reviews its techniques. It also
considers constraints and research trends for different aspects needed to
make RF energy harvesting ready for deployment along with 5G enabling
technologies.

1 Introduction

This paper is an extension of the overview originally pre-
sented in 2017 about RF Energy Harvesting For 5G at the
International Renewable and Sustainable Energy Conference
(IRSEC) [1]. In fact, due to the rapid evolution of new tech-
nologies, the world faces new challenges concerning Energy
Efficiency (EE). The transformation in users habits, driven
by the installation of new services and the creation of new
needs, especially in telecommunication, resulted in a signif-
icant rising in volume demand and requirements diversity.
These transformations are leading the development of the
fifth Generation (5G) of mobile systems, expected by 2020
[2], and research is being conducted to issue this new gen-
eration. In addition to the growing number of subscribers,
new applications as for smart cities, smart grids, Internet
of Things (IoT) and Machine-2-Machine (M2M) commu-
nications imply an increasing number of sensors, and thus
the need of reviewing the system design. The sophisticated
power hungry future handsets, the very large number of sim-
pler sensors, and the dense network architecture necessary to
respond to the growing needs are all factors to make energy
management an urgent issue for future systems. EE appears
thus as a major development key of 5G systems, as pointed
in many 5G visions by telecommunication industry actors
[3, 4, 5]. In order to enhance the energy consumption and
management, techniques like Radio-Frequency Energy Har-
vesting (RF-EH), virtualized network functionalities, cloud

technologies, etc. are proposed.

Energy aspects in 5G systems have attracted a lot of
attention in the last years, and many studies, reviews and
tutorials have considered these aspects. For example, in
[6], authors provide a survey on energy-efficient wireless
communications, with a discussion on the most relevant chal-
lenges at that time. General energy efficient technologies are
discussed iwith no specific interest in EH solutions. Authors
in [7] give an overview of EH techniques, in particular on
EH power management policies optimizations, with specific
stress on Wireless Sensor Networks (WSNs) and on ambient
RF harvesting. In their survey [8], authors discuss 5G green
network EE and promising technologies and architecture for
its optimizations. Among these techniques, EH is discussed
as well as other key enabling techniques, but specific EH
integration is not detailed. The authors in [9] also consider
EH from a circuit design point of view, particularly for em-
bedded systems, and authors in [10] research RF-EH for IoT
from an implementation perspective, including the design of
antennas, rectifiers, and matching networks.

This paper aims to give a general review of EH in 5G
systems, which includes both ambient and dedicated EH. In
addition, considering the imminent commercial launching
of 5G, and the ongoing standardization of 5G New Radio
(5GNR) [11], an updated overview of RF-EH techniques is
needed taking into account the standardization landscape.
To this end, 5G requirements and use cases, as well as 5G
ecosystem and some of the key 5G enabling technologies, are
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presented in the first section. In addition, a special subsec-
tion is dedicated to IoT, as one of the most RF-EH appealing
5G enabled use cases. The second section discusses EE in
5G networks from both network and terminal sides, while
RF-EH implementation challenges and candidate solutions
are reviewed in the the third section. The fourth section
presents RF-EH in 5G ecosystem, giving a literature review
of combinations between RF-EH and some of the most im-
portant 5G key enabling technologies. A conclusion of the
paper is then given.

2 5G general technological landscape

2.1 5G Requirements
Compared to current mobile generation, 5G mobile data
rate volume per area is expected to be multiplied by 1000,
and user data rate as well as the number of connected de-
vices are expected to be multiplied by 10 to 100. Battery
life should also be 10 times longer, and latency 5 times
shorter. 5G requirements are summarized in Figure 1, and
the International Telecommunication Union (ITU), which
has established an R&D programme worldwide on Inter-
national Mobile Telecommunications for 2020 and beyond
values(IMT-2020), has established a 5G framework as illus-
trated in Table 1 [12].

Table 1: 5G requirements

Requirements Desired Value
Data Rate 1 to 10 Gbps

Data Volume 9 GB/h (busy period)
and 500GB/month/user

Latency Less than 5 ms
Battery Life One decade

Connected devices 300000 devices/AP
Reliability 99.999%

Capacity

Latency

Energy

consump!on

Cost

User data

rates

Coverage

10000 more traffic

10-100 more

devices
<1ms latency

M2M ultra low cost

> 10 Gbps

data rates

100Mbps low

end data rate
10 years ba# ery

for M2M

Ultra reliability

Figure 1: 5G key requirements summary (Source [13])

5G systems are meant to manage at the same time very
low cost devices, such as sensors, and advanced ones, such
as smartphones and tablets. For example, simple devices
may choose not to use large bands. Thus, in the same system,
and in some frequency bands, smart devices will use a band
of 100 MHz while sensors only 10 MHz. Note that 5G will
have to manage much denser networks than today, around 1

million connections/km2, and the more predominant design
parameter will thus be the cost/area.

2.2 5G use cases

Traditional as well as new use cases are addressed in 5G,
and this implies new challenges. The corresponding require-
ments are specified by several organizations and research
actions.

Each use case has its own requirements, such as through-
put, delay, reliability, etc. and consequently uses different
techniques. Hence, a wide range of devices, such as smart-
phone, wearable, MTC, etc., are being all expected to use
5G systems in a diverse heterogeneous environment. A cat-
egorization example of use cases has been developed by
the Next Generation Mobile Networks (NGMN) Alliance
through representative examples, which leads to 8 families
of use cases [14], illustrated in Figure 2.

Figure 2: Families of use cases identified by NGMN (Source[14])

For example, smart cities applications including me-
tering, city or building lights management, environment
monitoring, and vehicle traffic control can be deployed as
WSNs. These services, when aggregated, form a high den-
sity devices environment with heterogeneous technologies
that need to be managed in a common communication and
interworking framework, where very low cost devices with
very long battery life may exist. 5G may provide platform
for such deployments. Another example of 5G use cases
is the mobile Video Surveillance, which is expected to be
deployed almost everywhere. This means an automated anal-
ysis of the video footage with constraints, though relatively
reduced for battery life, but high for reliability and security
of the network as well as performance and interactivity with
remote systems.

Note that the 3rd Generation Partnership Project (3GPP)
issued and approved four Technical Reports on 2016, which
outlined new Services and Markets Technology Enablers
(SMARTER) [15], and contained more than 70 different use
cases categorized into different groups :

• Massive Internet of Things, particularly relevant to
the new vertical services, such as smart home and city,
smart utilities, e-Health, and smart wearables.

• Critical Communications, for which there is more
need for latency, reliability, and availability. Use case
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examples are industrial control applications and tactile
Internet.

• Enhanced Mobile Broadband, including use case fam-
ilies related to higher data rates, higher density, de-
ployment and coverage, higher user mobility, devices
with highly variable user data rates, fixed mobile con-
vergence, and small-cell deployment.

• Network Operation, addressing functional system re-
quirements, including for example flexible functions
and capabilities, new value creation, migration and
interworking, optimizations and enhancements, and
security.

Example of projects exploring EE and EH in 5G systems
is Sustainable Cellular Networks Harvesting Ambient En-
ergy (SCAVENGE) [16], which is a project funded from the
European Union’s Horizon 2020. It defines among others an
architecture framework for EH networks for Core Network
(CN) and Radio Access Network (RAN).

2.3 5G ecosystem

5G systems cover a large span of use cases, with different
data rates, latencies, reliabilities, densities, required pow-
ers, etc. This implies many tradeoffs, and a highly scalable
architecture. As described in [17], the new 5G ecosystem
is complex and involves many participants, including man-
ufacturers for components, chipsets, network equipments
and wireless devices, in addition to mobile networks opera-
tors, application developers and even users themselves, all
overlaid by different standardization entities. As stated in
[18], the first mover of 5G is the wireless part as it estab-
lishes foundations for the feasibility of final products and
services. Many connectivity options are considered in 3GPP,
which allows several deployment alternatives. However, as
highlighted in [18] the focus for initial deployments is on
non-standalone NR and standalone NR, as the deployment
of several options may make the whole 5G ecosystem too
complex. The simplification of 5G through reduction of
deployment options is also adopted by other industry actors,
such as Ericsson [19].

2.4 Examples of 5G key enabling technolo-
gies

5G systems require an important change in the cellular archi-
tecture as well as key wireless technologies. The requirement
for massive network capacity along with the increased user
experience suggest research in numerous dimensions. In
particular, the RAN appears as one of the biggest challenges.
For example, the increase in bandwidth demand implies the
optimization of current systems spectrum use, unlicensed
spectrum use and the allocation of new bands, starting with
the move to millimeter wave (mmWave) bands. The opti-
mization of spectrum use also means that, among others, new
waveforms and advanced Multiple Input Multiple-Output
(MIMO) will be used. Extreme densification and offloading
are also key elements to enhance capacity, which implies
an urgent need for virtualization and softwarization of the

network. As presented in [4], the Figure 3 illustrates these
needs in three distinct dimensions.

Figure 3: 5G technological research in three different dimensions (Source:
[4])

Examples of key 5G enabling technologies are given in
the remainder of this subsection.

2.4.1 Spectrum allocation

5G is a convergence of previous and new systems, and its
spectrum is expected to be a combination of allocated and
new bands. Some of the spectrum below 6GHz is thus being
re-purposed for use with newer technologies; it is the pri-
mary 5G band, as decided in WRC 2015. Complementary
5G bands above 6GHz, are expected to be allocated in the
2019 World Radiocommunication Conference (WRC 2019)
[20] (October). Illustration of these bands is given in Figure
4. On the The 3rd Generation Partnership Project (3GPP)
Release-15, the New Radio-Unlicensed spectrum (NR-U)
work item supports both the existing 5GHz unlicensed band
and the new ”greenfield” 6GHz unlicensed band. Other unli-
censed and shared spectrum bands, including mmWave, can
be expected in coming releases [11], even though it is not
as mature as current frequency bands. In fact, mmWave has
rather hostile propagation characteristics, as well as a cur-
rent comparatively high equipment cost, which has limited
its use so far. However, 5G mmWave mobile technology
have been already demonstrated, as first by Samsung in May
2013 [21], and later by others, as for Huawei [22]. A more
accomplished 5G pilot system was demonstrated in 2018
Winter Olympics [23].

Figure 4: WRC-15 and WRC-19 5G spectrum allocation

Integration of many bands for the same transmission
can be made through Cognitive Radio (CR), motivated by
the underutilization of many frequency bands. In fact, CR
allows dynamic allocation of underutilized resources, after
their sensing, in an opportunistic way without altering the
other users, and thus to expand the spectrum of a cellular
networks on demand and at a relatively low cost [24, 25].
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2.4.2 Carrier Aggregation (CA)

As 5G is a convergence of many systems, the 5G radio ac-
cess uses simultaneously many technologies, with possibly
different frequency bands. This may enable a more effective
use of the crowded and fragmented spectrum, a simultane-
ous use of different Radio Access Technologies (RATs) and
more flexibility of resource allocation. However, this implies
also the need to aggregate different carriers. CA is already
used in Long Term Evolution (LTE) since 3GPP Release 10
for inter and intra LTE-LTE contiguous carriers aggregation.
Release 11 presented Intra-band non-contiguous CA, and
Release 12 presented CA for Frequency Division Duplex
(FDD) and Time Division Duplex (TDD). Release 13 pre-
sented CA for 5 GHz WiFi bands, called Licensed Assisted
Access, and Release 14, which starts 5G standardization, de-
fines more cases following the 5G adopted bands [26]. Some
issues should be considered for Internet Protocol (IP) config-
uration, interference coordination and time synchronization.
Moreover, resource scheduling over the aggregated bands
should be optimized and may use advanced tools, such as
game theory [27].

2.4.3 Massive MIMO

Many techniques used to enhance spectrum efficiency are
surviving in 5G, while other new techniques are proposed.
MIMO antennas techniques is already used for LTE and
LTE-Advanced (LTE-A), and 5G proposes massive MIMO
as one of its most important enabling techniques. In fact,
thanks to multiple antennas at the Base Station (BS), the
energy in downlink can be focused to form beams towards
the User Equipment (UE). In 5G, a large number of antennas,
i.e. massive MIMO, can enable the serving of many users
in an accurate way. Moreover, when combined with other
5G techniques, like small cells and mmWave, it provides
significant capacity, as required for 5G systems [28]. Note
that massive MIMO can also be used for backhauling [29].

2.4.4 Channel modeling

In 5G systems, the expected bands to be used, especially
above 6GHz, are not addressed by current models, and ac-
curate models are needed to enable many of the physical
layer techniques. Thus, research is already conducted for
mmWave characterization in several environments [30]. As
indicated in [31], the new channel model extends the existing
3GPP 3D channel model, and handles frequencies up to 100
GHz in several mobility scenarios. In this optic, 3GPP RAN
Meeting for example was held in Busan Korea in June 2016
and approved the first standard for the mobile broadband 5G
high-frequency (6 − 100 GHz) channel model.

2.4.5 Signal waveforms

Multicarrier modulation, particularly Orthogonal Frequency
Division Multiplexing (OFDM), is adopted in LTE and en-
ables good spectrum efficiency. However, it still presents
some drawbacks, as it inserts a Cyclic Prefix (CP) that re-
duces the efficiency, in addition to its large sidelobes, and
thus considerable Out-Of-Band (OOB) emission, resulting
from the rectangular pulse shaping,as well as its high Peak

to Average Power Ratio (PAPR). Most popular candidates
waveform for 5G, in addition to OFDM, include :

• Filtered OFDM, which removes OOB emissions by
filtering the signal [32].

• Filter Bank based MultiCarrier-Offest Quadrature Am-
plitude Modulation (FBMC-OQAM), which is a mod-
ified OFDM requiring no CP and thus enhancing spec-
trum efficiency [33]. Sub-carriers are filtered at both
transmitter and receiver sides, and this reduces OOB
and makes the signal more robust against Doppler
effect, Inter-Symbol Interference (ISI), synchroniza-
tion imperfections, spectrum fragmentation, etc. This
also results in self-equalization, which can reduce the
number of unused subcarriers, and blind channel track-
ing, reducing pilot contamination and thus enhancing
massive MIMO functioning.

• Universal Filtered Multi Carrier (UFMC), which fil-
ters subbands rather than subcarriers [34]. This gives
more flexibility to the design. The use of a prefix in
this case depends on filters design.

• Generalized Frequency Division Multiplexing
(GFDM), which also provides a flexible structure
via adjustable pulse shaping and subcarrier filtering.
In addition, data symbols are grouped both in time
and frequency domains. However, filtering flexibility
implies self-created interference, which is dealt with
using iterative interference cancellation at the receiver
[35].

2.4.6 Multiple access

The multiple access technique used in 4G is OFDMA, which
may survive for 5G. However, massive MIMO in a dense
network context, multi-user MIMO (MU-MIMO) can be en-
abled using Spatial Division Multiple Access (SDMA). For
higher capacity, Non-Orthogonal Multiple Access (NOMA)
schemes are also proposed for 5G, as it allows more than one
user to share the same subband without coding or spread-
ing redundancy [36, 37, 38]. For this scheme, users are
superposed in time and frequency, and have different pow-
ers following their channel conditions. Differentiation of
the users is then performed using Successive Interference
Cancellation (SIC), which uses joint processing combined
with subcarrier and power allocation algorithm [39, 40]. An
illustration of NOMA mechanism is given in Figure. 5. So
far, 3GPP NR has specified flexible technology framework
that can be tuned to enable a wide range of 5G scenarios,
and more specifications are expected for Release 16 [41].

2.4.7 Ultra Dense Network (UDN)

5G brings a substantial network architecture redesign, partic-
ularly through densification, in order to support the expected
heavy traffic. Networks densification has been used since
the second generation (2G) for capacity scaling, but the ultra
densification for future networks can provide an extreme
and user-centric reuse of system bandwidth on the spatial
domain, and improve propagation conditions by reducing
the distance between the end user and the BS. It implies
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an increased spatial reuse of system resources, a large node
density and irregular deployments. Challenging issues about
UDN include among others interference management, het-
erogeneous multi-RAT optimization, the possibly high cost
of a dense infrastructure, the cell-edge effect, and the back-
hauling.

Figure 5: Downlink NOMA in a simple scenario with one BS and two UEs

2.4.8 Cloud-Based Radio Access Network (C-RAN)

As network densification is a key 5G networks enabler, it
is expected that BSs will have to handle a heavy radio pro-
cessing. A suggested solution in this case is the Cloud-
based RAN (C-RAN). In fact C-RAN dissociates the Base-
Band processing Unit (BBU) from the Remote Radio Heads
(RRHs); For resource optimization, the BBU part is moved
to a pool, or to the cloud, which is a virtualized cluster con-
nected to the core network through the backhaul, and the
transmission of the radio signal is performed by RRHs based
on computed signals from the cloud. On the otehr hand,
RRH is connected with the cloud BBU pool via a fronthaul.

RRHs are cheaper and simpler if cloud based computa-
tions are used. This allows thus more scalability and den-
sification opportunities. It can also reduce the delay for
inter-cell coordination and permits more joint optimization
of processing, e.g. for cooperative interference management,
scheduling, Coordinated Multi-Point, etc. [42].

C-RANs can also be self-organizing; intelligent smart
cells are deployed in the area covered by a macro BS, and
can enable advanced clustering and coordination schemes
to enhance mobility and handovers. In addition, C-RAN
in Heterogenous context lead to H-CRAN, where different
types of nodes, including low power and high power nodes,
use the same computing pools. The H-CRAN is illustrated
in Fig. 6.

2.4.9 Network architecture

5G cellular networks are expected to be multi-RAT and
multi-layer. Considering emerging 5G use cases, current
network architecture is relatively incompetent to address 5G
requirements. Thus, one of the central objectives in 5G archi-
tecture is network flexibility. Logical core and RAN have to
be split to allow their evolution and to ease their deployment.
To this end, the European Telecommunications Standards

Institute (ETSI) adopted the separation of User Plane (UP)
functions and Control Plane (CP) functions, and modular-
ization of the function design, e.g. to enable flexible and
efficient network slicing [44]. Similarly, a 5G architecture
made of three layers and a management entity is presented
by NGMN [45]. It is based on a central cloud and typically
comprises multiple data centres which may be very distant,
and connected to each other or to the central cloud or edge
clouds. Figure 7 illustrates this topology as viewed by the
project 5G NOvel Radio Multiservice Adaptative network
architecture (5G NORMA), which is one of the 5G Public
Private Partnership (5G PPP) projects under the Horizon
2020 framework [45].

Figure 6: H-CRAN : Heterogeneous Cloud Radio Access Networks (Source
[43])

Figure 7: 5G NORMA topology view on architecture

As suggested in [46], in order to avoid redundancy,
low layer functionalities are insured by radio logical net-
work while a network cloud provides all higher layer func-
tionalities. In addition, functions can be dynamically de-
ployed in the network cloud through Software Defined Net-
works/Network Functions Virtualization (SDN/NFV).

In addition to layers, 5G uses network slicing to deliver
services with different performance characteristics. It is a
network technique, initially for the core network but ex-
tended to an End-to-End (E2E) concept including also RAN
part. For example, massive IoT service, connecting fixed
sensors that measure humidity, temperature, etc. to mobile
networks, does not require advanced mobility features, criti-
cal in serving mobile phones. In contrary, a mission-critical
IoT service, like autonomous driving or remote controlled
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robots, requires a very low E2E latency. To avoid building
a dedicated network for each service, multiple logical net-
works over a single physical network can be insured through
network slicing. The physical network is sliced up into dif-
ferent virtual E2E slices, with specific network functions
and RAT parameters, following the requirements of the use
case or business model. Note that network slicing also limits
error propagation between slices.

2.4.10 NFV/SDN

An important trend for 5G networks is virtualization, as it
enables resource sharing. In addition, hardware and software
have to be dissociated, and network functions to be moved
towards software. Assuming separation between control and
data, NFV is an important 5G architecture driver. It pro-
vides network adaptability and scalability [44], boosted by
automated mechanisms; simple and fast operations will be
needed to deploy new network features, and resources can be
easily shared through the abstraction of physical resources
to a number of virtual resources. An illustration of wireless
network virtualization is given Figure 8.

Figure 8: An example of wireless network virtualization (Source [47])

NFV uses a virtualized commercial server to set up net-
work function software in virtual machines. RAN works
thus as edge cloud while core works as core cloud. Con-
nectivity among virtual machines located in edge and core
clouds is insured by SDN. This makes thus the network ar-
chitecture ultra-flexible; NFV processes network functions
in the cloud, and SDN creates and exposes private virtual
networks, linking thus the cloud back to the network. SDN
enables the orchestration of the NFV physical and virtual
infrastructure resources, through supporting provisioning
and configuration of network connectivity and bandwidth.

2.4.11 Mobile Edge Computing

The diversity of 5G applications and the density of the net-
work may lead to congestion, which may be solved by Mo-
bile Edge Computing (MEC), mainly standardized by ETSI,
3GPP and ITU-T. MEC provides Information Technologies
(IT) and cloud computing functions in the RAN, in close
proximity to mobile subscribers. This enhances responsive-
ness to content, services and application requests, and en-

ables thus ultra-low latency, high bandwidth radio network
information.

MEC introduces new processing capabilities in the BS
for new applications, with a new functions separation and a
new interface between BBU and Remote Radio Unit (RRU).
This is linked to C-RAN as C-RAN implements baseband
processing capabilities in distributed locations. A demon-
stration for a 5G MEC proof-of-concept was conducted by
Ericsson and Vodafone [48].

Note that MEC is currently deployed in LTE networks
as an add-on to offer services in the edge. However, 5G
system specifications provide new functionalities for edge
computing [44].

2.4.12 Device to Device communications (D2D)

High-density expected for 5G networks can also be solved by
D2D communication. In fact, unlike voice-centric systems,
where no spatial proximity is assumed between communi-
cation parties, some data communication cases may imply
collocated devices which try to wirelessly share content. In
this case, it can be more efficient to use proximity-based
D2D communication, which may also enhance capacity and
coverage when devices act as transmission relays. Note that
D2D is already used in 4G, and presents some challenges
for 5G. Figure 9 presents typical downlink D2D scenario.

Figure 9: D2D typical scenario (Source [49])

2.5 IoT applications landscape
2.5.1 IoT characteristics

In IoT applications, a large variety of devices is implied,
from small devices to big data centres. The devices can
be self-empowered, battery-empowered or connected to the
grid. For IoT specific applications, most devices, in number,
are battery-empowered or self empowered, i.e. using EH.

IoT is distinct from WSN as it has specific characteris-
tics. In particular, IoT energy sources have the following
characteristics [50]:

• Scalability, as IoT often imply large deployments in
possibly variable locations with different accessibili-
ties. In this case, batteries are not ideal.

• Maintenance-free, as the deployments often imply a
large number of devices. Wired empowering would
be thus impossible and battery-based one would be
costly.
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• Mobility support, as for many applications, the de-
vices are mobile.

• Long life-time, as in some applications, and because
of difficult maintenance, devices are supposed to work
autonomously up to several decades.

• Flexibility, as capacity and size of energy sources may
vary following the IoT application.

• Low-cost, as IoT are usually deployed in a large scale,
which means that a small difference in the unit cost
may limit affordability of the application.

• Sustainability, as large scale deployments may imply
significant power consumption, requiring thus sustain-
able power solutions.

• Environment-friendly, as IoT popularity may imply
serious environmental impact, especialy if disposable
batteries are used for devices powering.

Currently, solutions meeting these characteristics with
very low power consumption are standardized, but having
energy autonomy is even more attractive. EH-enabled nodes
techniques, as well as batteries storing harvested energy and
optimized low power circuits, have to be thus combined
with power saving mechanisms and network resource man-
agement. Note that for traditional wireless networks, many
factors are important in the design. For example, the accept-
able latency of the transmission can lay from some millisec-
onds to some days. Transmission rate is also generally low,
mostly some kilobytes per second. Similarly, the distance
between nodes is critical, as it contributes in the definition of
the transmission power. Depending on the application, the
distance can range from centimeters to kilometers, and it can
vary over time when mobility of the nodes is considered.

2.5.2 IoT standards and solutions

RF-EH globally provides little energy compared to other
energy sources. Thus, it is more suitable for low power IoT
applications. These are hence one of the most interesting
motivations for RF-EH technologies development. It is also
one of the vectors in international standardization bodies.
Even though solutions exist since many years for low-power
applications, including Wi-Fi, Bluetooth, and ZigBee, these
are unsuitable for long-range cellular and M2M, which are
essential for IoT. Low-Power Wireless Area Networks (LP-
WANs) aim to respond to such requirements. In fact, in
order to achieve a low-power long-range communication,
high receiver sensitivity is needed, as fine as to −130 dBm
against −90 to −110 dBm in traditional technologies. This
means that a higher energy per bit is needed, and thus that
the modulation rate should be slower.

One of the major issues for M2M communications is
the low-power long-range communication. LPWAN tech-
nologies, in order to achieve a long range capability, need
to use high receiver sensitivities, up to −130 dBm compared
with the −90 to −110 dBm in many traditional wireless tech-
nologies. This implies a higher energy per bit and thus a
slower modulation rate. The two most popular solution for
LPWAN are Sigfox and LoRaWAN. The first one is a global

IoT network, aiming a low deployment cost of long-range,
small-message device communication. It is a narrowband
technology using extremely slow Binary Phase Shift Keying
(BPSK) modulation. The second one is an LPWAN specifi-
cation for long-range low-datarate wireless battery operated
devices communication, promoted by LoRa Alliance, which
coverage is comparable to a cellular network.

3GPP addressed categories and new standards for IoT
requirements [51]. New users categories (cat1-6) are intro-
duced starting from LTE Release 8. Release 10 defines 6-8
categories, and Release 12 defines LTE Cat-0. This cate-
gory suits IoT applications and general M2M applications
needs with low data rates in short bursts. This results in
a reduced complexity and power. NarrowBand-IoT (NB-
IoT) and LTE-M (or eMTC for enhanced Machine-Type
Communications), are two complementary technoogies for
IoT applications. NB-IoT is a direct candidate of Sigfox
and LoRa, as it is less energy consuming and can address
a large amount of connected devices. It can be deployed
as a standalone solution or inside an LTE carrier, and will
have more in-band deployment flexibility in 5G NR. LTE-M
addresses another connected devices category which is more
constrained in latency, mobility and density. Application
examples are e-health, security, object tracking, etc. LTE-M
however is more energy consuming. An illustration of LTE
IoT evolution is given in Figure 10.

Figure 10: 3GPP IoT solutions standards

Note that many 5G technologies are specified to support
IoT deployment, such as include D2D, SDN, NFV and MEC.
For example, C-RAN reduces the cost of ultra-dense net-
works, expected especially with IoT deployments, through
the simplification of BSs. This enables flexible and adaptable
deployment.

3 5G Energy considerations
Today, energy is a major issue in all industries, including
telecommunications. For example, the Mobile and wireless
communications Enablers for Twenty-twenty Information
Society (METIS) project considers EE as an important 5G
topic [52]. The objectives of the project lead to technical
goals with in particular a much denser network, containing
low-power devices requiring higher battery life, up to 10
times longer than current batteries.

3.1 Energy efficiency on network side
5G will densify the network in order to increase the cov-
erage and the capacity of the system. However, as power
consumption is expected to increase at the same time, a chal-
lenging issue for 5G is the EE. For example, considering
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data centres in the network, the author in [53] examines the
variety of clusters and clouds that implies the need for power-
saving control mechanisms. He presents network and cluster
resources control algorithms, as well as an integrated and
hierarchical control of the resources. Similarly, as treated by
the project EARTH [54], improving EE at BS level need a
variety of technologies. For example, it is proposed in [55]
to use Cellular Partition Zooming (CPZ) to reduce energy
consumption; following the present users in the area, the
BS zooms in for coverage or out for sleep mode, which is
energy saving.

Optimizations, categorized on green energy researches,
aim BS energy use reduction [56]. In fact, the power con-
sumption in the Operation Expenditure (OPEX) in today’s
mobile systems is dominated by networks, up to 90%, and
only 10% is for mobile user. The network electricity sup-
ply is thus a critical issue in mobile industry, especially for
regions with difficult grid power connection. Alternative
energy sources, light, wind, vibrations, etc. are considered.
However, alternative energies, especially renewable ones,
present some challenges regarding availability and volumes.
In particular, combining renewable energy sources at BS is
critical. For example, the japanese operator NTT DoCoMo
launched in July 2004 the DoCoMo Eco Tower [57], which is
an experimental an self-powered 3G BS. Thid BS uses solar
and wind power at once. Similarly, Alcatel proposed Eco-
sustainable Wireless Networks to replace current generators
[58]; Alcatel has an Alternative Energy Program combining
alternative energy sources and energy-efficient equipments
and networks.

Note that RF-EH appears as a candidate technology to
further optimize energy management in 5G. In particular,
EH from RF signals is actively studied and mathematical
models are made in order to make it possible in the near
future, as proposed in [59]. In the same scope, researches
are interested in several scenarios, as cooperative multicast
communication in [60]; EH relays harvest energy from the
BS transmissions following two power splitting strategies
at the relays for EH, and analytical expressions of outage
probability are given for these strategies.

3.2 Energy efficiency on terminals side
Battery life is a major constraint for equipments’ design. In
fact, it can be lengthened through enhancement of its capac-
ity, use and recharge process. The overall EE of the network
would be consequently improved. 5GPPP establishes re-
quirements for future 5G systems considering ultra-efficient
5G hardware, especially in terms of energy consumption,
flexibility and compatibility with heterogeneous environ-
ments [61]. The interface between network and terminal can
use massive MIMO technique to enhance EE, in addition to
new waveforms and to network radio resources optimization.
The air interface, procedures, and signaling can also be en-
hanced in terms of energy consumption through sleep modes,
simplified procedures access schemes, and more efficient
modulation, spreading and coding that allow low transmis-
sion powers. Energy consumption can be reduced using
EH from environmental energy sources, such as light, heat
and vibration [62]. However, as they vary along location,
time, weather conditions, etc., it can be difficult to guarantee

a given Quality of Service (QoS) that is required in some
wireless applications. A possible solution for this problem
is ambient radio signals harvesting, i.e. RF-powered energy-
harvesting network (RF-EHN) [63, 64].

Note that circuit design has also to be coherent with
EE optimization. Many technologies are discussed to pre-
pare 5G-ready handsets, as in [65]. The research areas for
that purpose include RF design, mobile cooperation, context
awareness and seamless roaming among multiple technolo-
gies. New techniques for power amplification, antenna and
filter design, and RF architecture are being studied for future
handsets design. For example, M2M and D2D communi-
cations may use wireless power transfer technologies and
optimization of sleep mode switching in order to have a
battery-less sensor operation.

4 RF Energy harvesting implementa-
tion

4.1 Energy harvesting sources
EH has been already widely deployed using several energy
sources. It consists on absorbing ambient energy in order
to utilize it instantly or later. The most popular harvested
energy sources are solar energy, wind energy, tidal waves
energy, mechanical energy, electromagnetic energy, thermal
energy, etc. EH sources and their corresponding sensors are
illustrated in Figure. 11 [10].

Figure 11: Energy harvesting sources and sensors

• RF sources have a power density ranging from 0.1
µW/cm2 for ambient RF to 1000 µW/cm2 for ded-
icated RF [10]. Electricity in that case is produced
through magnetic inductive coupling: a loop with time
varying current induces a receive loop with an open
circuit voltage, and the resulting voltage can thus be
directly used or stored in a battery for later use.

• Harvesting energy from heat is based on thermal en-
ergy generator, which uses the difference of temper-
atures to generate electricity. However, it has a low
efficiency(5-10%) [50] and needs a temperature differ-
ence of 30◦C. The power density in this case is about
135 mW/cm2 at 10◦C [66].

• Sun and light EH, i.e. solar and photovoltaic energy,
is very popular nowadays due to its power density,
efficiency, and flexibility. The light is collected by
a semiconductor material, usually silicon, that pro-
duces DC power by the movement of electrons in the
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semiconductor. The electricity is then stored in bat-
teries or supercapacitors. The power density is about
100 mW/cm3, but it requires direct exposure to light,
which limits its use indoor [66].

• Mechanical energy is by the other hand harvested from
vibration, pressure, etc. Among others, piezoelectric
material, when exposed to a mechanical force, makes
a polarization of ions in the crystal. This has a high
energy density, which is about 50 µJ/N [66]. An ex-
ample of piezoelectric EH for IoT applications can be
found in [50].

4.2 Energy Harvesting constraints
EH presents an interesting solution to current energy con-
sumption issues. However, it also presents some design
constraints, as ambient RF waves figure among the most
challenging energy sources. It suffers more particularly from
:

• Causality, so that when harvested in the present, the
energy is only available in the future, .

• Difficulty of concurrent EH and information transmis-
sion, at least for current designs.

• Efficiency loss when converting RF harvested signal
to Direct Current (DC).

• Finite nature of energy storage.

For some applications, difficult environment access, con-
nection cost and mobility makes it difficult to charge sensors
or, at least, with a certain periodicity. In addition, if EH is
used, for some EH sources, harvested energy depends on
time and/or location and may not be enough for terminal’s
needs. Examples of time dependance are stillness time for
vibration energy and night time for solar energy. Electro-
magnetic Radiation appears thus as an interesting stable and
predictable energy source.

A cellular system can integrate EH using a standalone
technique, hybrid technique or Simultaneous Wireless Infor-
mation and Power Transfer (SWIPT) technique [67]. For
the first technique, it allows to equip only some entities with
EH. Hybrid EH empowers the system by both grid and EH,
which may solve occasional unavailability of EH. SWIPT
empowers the devices with harvested radio wave frequencies
through which data is being received, as developed in 4.4.1.

Most of current mobile systems broadcast RF signals,
carrying energy that presents a true opportunity as a source.
At the same time, considering this possibility, the RF en-
ergy can supply devices. This implies the use of Wireless
Power Transfer (WPT), and promising techniques are stud-
ied in order to implement such systems. The most significant
examples are :

• Magnetic resonance coupling, which uses near-field
signals and covers an extent ranging from some cen-
timeters to some meters. This makes this technique
adapted for charging mobile phones and hybrid elec-
tric vehicles, and its efficiency is 30% to 90% for a
Tx-Rx distance ranging from 0.75m to 2.25m [68].

• Resonant inductive coupling, which exploits near-
field signals and can also be used suitable for mobile
phones charging, passive RF IDentification (RFID)
cards and contactless cards. Frequency bands for this
technique range from 10 KHz and 30 MHz and have
an efficiency from 6% to 90% respectively [69].

• RF energy transfer, which uses far-field waves. Its
coverage ranges from few meters to several kilome-
ters and is suitable for wireless body and WSNs. Its
efficiency is 0.4% to over 50% for −40 and −5 dBm
input power, respectively [70]. This technique is being
increasingly researched these last years and is gain-
ing growing maturity, which promises new networks
concepts, such as Wireless Powered Communication
Networks (WPCN) [71].

The circuit suggested in [72] for ambient RF energy
battery charge, as may be used in IoT-like applications, is
made of a rectifier circuit and an impedance matching net-
work. It converts RF waves to Direct Current (DC). Unlike
EH circuit, information decoding uses down-conversion and
sampling to process the baseband signal. For EH, a dedi-
cated circuit directly connected to a receiving antenna, called
a rectenna (rectifier antennas), captures energy which is con-
verted then into functional DC voltage. This operation is
called RF-to-DC conversion.

A rectenna has five main components: an antenna, the
network matching the output impedance of the antenna to
the rest of the circuit, a low pass filter that eliminates higher-
order harmonics, the rectifier which is a diode, and DC filter
load (peak detector). Such rectennas are designed in [73], op-
erating at 27.5GHz, and achieve rectification with coupling
between the input and output microstrip lines in the design.
Note that EH-Oriented transceivers, especially rectennas,
can be adopted in most cases for both indoor and outdoor
applications and provide an efficient RF-to-DC conversion,
reaching 80% in some configurations [74].

Figures 12 and 13 illustrate separately respectively en-
ergy and information receivers, which have to be combined
for an EH scenario.

Figure 12: Simplified energy receiver scheme

Figure 13: Simplified information receiver scheme

In the case of a receiver combining both EH and informa-
tion decoding, the received power is split between the two
either statically or dynamically. The splitting depends on
the variations of RF energy and information, and also in the
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needs of the receiver. The combined receiver can separate
information and energy circuits [75], as illustrated in Figure
14, or it can integrate both in the same circuit, as illustrated
in Figure 15.

Figure 14: Separated information and energy receiver

Figure 15: Integrated information and energy receiver

Authors in [75] show that there is a tradeoff exists be-
tween harvested energy and achievable rate, so that either
integrated or separate receivers are selected depending on
the harvested energy.

In teh remainder of this paper, RF-EH is considered.
Note that RF energy by nature implies a relative time vari-
ability, as well as a sporadic aspect. On the other hand, this
technology at mobile networks’ scale is much younger than
other energy sources harvesting, and accumulates thus less
technology mastering and experience.

4.3 RF Energy Harvesting hardware
Several 5G use cases announce the need for self-sufficient
and self-sustaining equipments. This energy chase covers
the network as a whole including terminal devices, network
elements and data centres, and EH can bring a solution for
such requirements [72]. However, implementation of RF-
EH presents many challenges, including, in some scenarios,
the conception of rectennas to collect RF energy and the
WPT [73]. Two categories can be cited for WPT: genera-
tion of electric power within few meters, i.e. near-field, and
generation in an extent that can reach few kilometers, i.e.
far-field. The efficiency of energy transfer in near-field case
can reach up to 80% [76]. The WPT in far-field appears as
RF or microwave signal and uses antennas for transmission
and reception then converts it to power by rectifier circuits.

From a hardware point of view, antenna designs already
exist for EH from interference signals issued from GSM,
WLAN, UMTS and related applications, where antennas are
designed with the potential to be used in EH systems. Sev-
eral categories are also proposed in the literature for different
frequency bands such as 900MHZ, 940MHz, 1.95GHz and

2.44GHz, 0,8 to 12GHz [77, 78, 79, 80, 81]. The designed
antennas can be integrated in an antenna array to increase
the gain and preserve a very high frequency bandwidth.

Though the harvested energy remains suitable for low
power electronics, as it is rather low compared to other EH
sources. However, a major challenge for RF-EH is still the
low power sensitivity and legal restrictions of maximum
authorized RF power radiation.

n the other hand, following [82], the global EH market
is expected to reach 974.4 Million USD in 2022 when it was
only 268.6 Million USD in 2015. This growth is driven by
electronic sensors with ultra low-power and by embedded
systems, which involve an energy issue. EH can be used to
solve this issue, as suggested in [83], and EH relays can be
considered, especially when the devices use WPT through
RF signals. These signals carry both information and energy,
and suggest for relays to charge themselves by extracting
energy from the signals they overhear.

Note that RF-EH chips are already being developed as
indicated in [84], where a startup has raised 30 million USD
in funding to develop chips that can be powered by ambient
radio frequencies. More generally, EH from other sources
is also coming to reality, as the market for EH chips will
approach 3.4 billion USD by 2022 according to the report in
[85]. The mentioned report cites some companies that are in
the race for EH chip market, and include for example Apple,
National Instruments, Analog Devices, STMicroelectronics,
Powercast, Renesas, Microchip Technology, Texas Instru-
ments, Mentor Graphics, etc. An example of optimizations
for RF Energy in a WSN using Powercast can be found in
[86].

4.4 RF Energy harvesting approaches

In order to supply power to the nodes through WPT, it is
possible to use either BSs already present in the network,
or dedicated Power Beacons (PBs) specifically deployed, as
illustrated in Figures 16 and 17. The latter has the advantage
of being easy to deploy as it doesn’t need backhauling. In
both cases, energy beamforming can improve the EH effi-
ciency, and distributed cooperative beamforming can be used
to provide data rate fairness [87].

Figure 16: Illustration of the dedicated energy sources to supply RF energy
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Figure 17: Illustration of the use of existing BSs to supply RF energy

4.4.1 Simultaneous Wireless Information and Power
Transfer

Many suggestions for EH receiver architectures are inspired
from the use of WPT in wireless networks. Actually, the
same electromagnetic field can be used both for information
and energy transfer to the end users and/or devices. This
case is called Simultaneous Wireless Information and Power
Transfer (SWIPT).

Two different tasks have to be completed by an EH re-
ceiver: decoding information and harvesting energy. The
ideal case would integrate in the same receiver both func-
tions with no power loss. However, realistic case dedicate a
circuit for each task, so that EH and information decoding
are performed separately. Authors in [75] suggest an inter-
mediate solution that partially combines EH and information
decoding circuits in a manner that the rectifier performs a
part of the information decoding.

In a SWIPT configuration, a time slot, or a received sig-
nal power portion, are used for EH. The rest of time, or of
power, are intended for decoding information. Nevertheless,
time sharing scheme is more interesting as energy receivers
and information receivers, which are usually distinct, have
different power sensitivities. Note that there is a tradeoff be-
tween energy transfer rate and information transmission rate
following the channel. For example, in an Additive White
Gaussian Noise (AWGN) channel, maximum information
rate target and maximum power transfer efficiency target are
compatible.

There are technological issues that still need to be ad-
dressed in order to enable SWIPT use for wireless network
deployment. For example, if we consider the nature of the
transfers in SWIPT, the variation detection in RF signal by
the receiver defines the information amount it can decode.
The relationship between the two can be described by the
Signal to Interference plus Noise Ratio (SINR), i.e. ratio
between the power of the signal power and the disturbance
power, including interference, noise and eventually any other
disturbance affecting the decoding. In practice, even though
a signal power can be low, its information rate could be
very high. This is however not true for energy amount car-
ried by an RF signal, which depends on its magnitude only.
Hence, in a SWIPT, there is a trade-off between transferred
energy amount and information rate, as it is not possible

to maximize the “rate” of the two transfers simultaneously.
Consequently, there is a need to adapt te network design
for SWIPT implementation, leading to research issues on
the design, analysis and optimization of SWIPT-based net-
works architectures and protocols. For example, in [88], the
wireless powering of terminals in an UDN considers game
theoretical approach of power allocation in a network of
Full-Duplex (FD) BSs which serve an area highly dense of
half-duplex (HF) user equipments. Considering EE and cov-
erage optimization problem for such network as a mean field
game gives an optimal strategy to adapt BSs for this type of
network settings. SWIPT can also be considered in cooper-
ative communication networks, as proposed in [89], where
relays harvest powers to be able to amplify and forward data.
An optimization, such as maximum ratio combining, can be
then operated considering direct and relayed signals.

Note that there are many variants of SWIPT schemes fol-
lowing the integration in the model of other 5G techniques
or the consideration of specific use case. An example is
given in [87], where a cooperative communication network
is considered with a distributed energy beamforming and
simultaneous communication with several users. Moreover,
when used with NOMA, efficient EH can be performed, and
EE can be enhanced with the use of EH pilots for channel
estimation.

4.4.2 Dedicated RF sources powering

Many tools are proposed in case of powering through ded-
icated RF energy source, as in [90] where optimal power
allocation is suggested for frequency division multiplexing,
meaning that data transmission and EH can be performed si-
multaneously, and time division multiplexing, meaning that
data transmission and EH are implemented in different time
slots but in the same frequency band. Optimal EH and in-
formation transmission strategy is then given and long-term
throughput can be optimized. Note that authors in [91] con-
sidered the possible optimizations in the case of dedicated
energy sources for WPT as in IoT applications. Authors
showed that power control is critical for system achievable
rate improvement in the case of a finite blocklength, and
when the Tx power is asymptotically optimum, performance
is nearly optimum.

PBs provided by the network, can be integrated in a re-
lay network. For example, [92] suggests that relay nodes
harvest transmitted power from the PB station to forward
signals to destination. The information can be relayed but
also power, following adequate protocols to optimize power
splitting, especially in the presence of multi-antennas. An-
other example using dedicated RF charging in the case of
smart wearables, where the energy consumption is very low,
is discussed in [93]. This implies a mix of operator-deployed
and user-deployed systems that will need to cooperate. Au-
thors in fact highlight through system-level evaluation the
preference for omnidirectional energy transmission in this
case.

4.4.3 Interference harvesting

An increasing number of users are actively using mobile
systems and demanding continuously improved quality of
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experience. In addition to the diversity of end devices and
of applications, each with its own constraint, 5G uses a het-
erogeneous UDN to respond to the current landscape, which
already implies the coexistence of many RF signals on differ-
ent bands. In fact, as illustrated in Figure 18, today’s current
deployments imply the presence of many signals, which can
be harvested to power devices. In particular, GSM bands
present a higher RF power density, while other sources may
also be exploited for energy harvesting, such as Amplitude
Modulation (AM) radio stations and Ultra High Frequency
(UHF) RFID.

Figure 18: Example of measured RF power densities of main RF energy
sources in an urban outdoor location (Source [94])

A given device using a given system is exposed to signals
intended for other users in the same network, signal from
other networks, or signals on other bands. These signals
are usually seen as interference and many techniques and
resources are used to mitigate it. It has to be carefully dealt
with in an EH context for different types of channels, includ-
ing broadcast channels, multicast channels, multiple access
channels, and multi-user interference channels, as reviewed
in [95]. However, they can also be seen as an energy source
to harvest.

Figure 19 illustrates the case where signal from the user
can be harvested by an interference harvester, which is a
node capable of communicating itself with the BS. The har-
vesting and transmitting are usually sequential.

Figure 19: Example of an interference Harvesting scenario

The authors in [96] present opportunistic communication

for devices that can reconfigure according to the the band
they use, which makes them able to separate useful signal
from possibly harvestable OOB interference. Nevertheless,
interference harvesting from the same band requires addi-
tional processing, and strategies to realize this harvesting
are currently being researched, and promising to be a key
enabling factor for self-sustainable transmissions in 5G net-
works [97]. Similarly, authors in [98] present a cooperative
wirelessly powered communication network protocol, where
distant users overhear uplink signals of users and downlink
access point broadcast signals, and time allocation for up-
link and downlink are jointly optimized, which increases
users rate and improves user fairness and transmission delay.
Actually, the analysis of RF-EH performance has been con-
sidered in works such as [99], where the harvested energy
mean, transmission outage probability and power outage
probability are studied.

The energy can be also harvested from parts of the signal
of the same user. An example with multicarrier modulations,
as in [74], considers the fact that the Cyclic Prefix (CP) is
used when still analog and thus, its energy can be harvested.
The CP would remove inter-symbol interference, and at the
same time contribute in SWIPT implementation, especially
for WPT in downlink.

A backscatter communication architecture is suggested
in [100], which combines ambient EH and reflection of this
same energy modulated, with all its related signal processing
aspects and multiple access techniques.

4.5 RF Energy harvesting scenarios

Globally, as enumerated in [95], three EH and transmission
protocols can be identified:

• Harvest-Use (HU), for which the device is powered
by EH directly, without using any buffer. Data trans-
mission is thus possible only when harvested energy
can cover the processing energy cost.

• Harvest-Store-Use (HSU), for which a storage device,
typically a battery, is used to gather harvested energy.
This energy is then available for use only in the next
time slot. This case has to consider carefully possible
storage inefficiency during the charging and leakage
during the storage. For example, only about 70% of
the energy is stored in Ni-MH rechargeable batter-
ies while 95% can be reached with a supercapacitor.
However, a battery implies less leakage than a super-
capacitor.

• Harvest-Use-Store (HUS), which uses two energy stor-
age devices : a supercapacitor storing the harvested
energy for immediate use, and a buffer storing the
remaining energy for later use.

The energy buffer is critical when using one of these
protocols. Other schemes in a different optimization perspec-
tive can consider storage constraints, QoS requirements or
capacity achieving targets. An example is the introduction
of a sleep-and-awake mechanism to enhance the achievable
rate [95].
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4.6 RF Energy harvesting scheduling
In order to have an efficient EH system, and depending on
the used EH protocol used, the energy consumption has to
be adapted to the EH. This is to prevent energy outage or
overflow. Thus, the design of energy use scheduling is crit-
ical. It can be offline or online, following the case where
channel state information is available at the beginning of the
transmission or only on the fly.

Energy scheduling depends on many parameters, such as
data throughput, transmission competition time, mean delay,
outage probability, quality of coverage, message importance,
grid power consumption when there is a hybrid power sup-
ply, etc. For instance, the scheduling of RF harvested energy
optimizes the time duration of information processing and
EH. A tradeoff between the minimum information outage
probability and the maximum average harvested energy de-
fines the optimal mode switching between the two functions
at the receiver. A review of scheduling techniques can be
found in [95].

The signaling in wirelessly empowered communication
networks has also to be carefully designed. In fact, if wire-
less powered communication networks control is centralized,
signaling overhead, as well as optimizations in case of large
number of devices can be prohibitively complex. Thus, a
distributed EH random access protocol can be adopted, as in
[101], where a slotted ALOHA is used a harvest-until-access
protocol. The proposed algorithm optimizes the average
channel throughput without knowledge of full channel state
information, especially when the number of devices is large,
which reduces the complexity and overhead of a centralized
management.

Integrated spectrum and energy control mechanisms are
presented for a typical heterogeneous 5G network in [102].
In this work, the authors consider the network where the
devices have different EH capabilities and perform a cooper-
ative resource sensing for CR implementation. In this case,
both energy and spectrum are ”harvested”. This leads to an
architecture and model with specific spectrum and energy
control mechanisms in many 5G scenarios, and consequently
a Medium Access Control (MAC) protocol for this context.
Another energy and spectrum efficiency optimized MAC
protocol for 5G EH can be found in [103], where SWIPT
is considered for cooperative and non-cooperative schemes
with EH capabilities in a CR aided 5G networks.

5 RF Energy harvesting in 5G ecosys-
tem

5G ecosystem integrates a wide range of use cases, using
established and new technologies. EH is researched to be
integrated with key 5G enablers, and examples of these re-
searches are given in the remainder of this section.

5.1 UDN RF-EH-enabled
UDN are among main 5G enablers for many use cases, in-
cluding IoT. Considering ambient RF-EH in dense networks,
many implementation and operation challenges arise includ-
ing energy availability, EH mode selection, cooperation be-

tween BSs and devices. In particular, there are tradeoffs
between EE, SINR and outage probability, as highlighted in
[104], where it is found that co-channel interference EH can
bring efficiency improvement, especially if combined with
an optimization of BSs parameters.

When the capacity is limited, the H2020 project SCAV-
ENGE [105] suggests that cells can be split so that some are
master Access Nodes (AN) while the others are EH AN. In
case of heavy traffic, all ANs would be enabled to provide
required capacity, while for light traffic, a part of EH AN
can be switched off. This can be possible as UDN have high
probability of Line-of-Signt, making the access easier for
devices without the need of EH ANs. Backhauling the cells,
if using wireless connection, makes the deployment cheaper
and more flexible. In particular, EH ANs backhauling can
use mmWave or be self-backhauling. In the second case, the
access and the backhauling use the same link, shared in time
and/or frequency. In the first case, mmWave can provide EH
capabilities for rapid AN installation. In particular, for some
deployment scenarios, micro cells with low power can be
used, for which an EH powering and a wireless backhaul are
suitable. The use of EH in this case, as indicated in [105],
can be cost-effective. It can also provide an easy coverage
and deployment in rural areas, easy cell planning, reduced
environmental impact and cost saving in long-term.

Note that WPT can be used between BSs in addition to
terminals. This will imply a new cell planning based for
example on energy balancing connection and QoS-aware BS
planning.

5.2 RF-EH in C-RAN
C-RAN and H-CRAN aim to provide a high data rate, energy
efficient network. However, because of its heterogeneous
nature, H-CRAN is more energy consuming as it has a larger
number of RRHs than C-RAN. When the network is dense,
the energy requirements become critical and several adap-
tations and optimizations have to be made. EH can bring
thus a solution as in [106], where BSs are suggested to be
powered with EH, and can also power devices. A throughput
optimization in that case can be performed under receiver
charged energy constraint. The grid energy consumption in
the case H-CRAN downlink with one grid-powered BS and
many RRHs EH-powered is studied in [67] and a model and
optimization of user association, power allocation and EH
constraints are given. In this scenario, the EE optimization
is modeled as a fractional mixed integer nonlinear program-
ming problem, which can be solved in few iterations. This
improves the number of users, who are mostly associated to
EH-RRHs, and thus decreasing the grid energy consumption.

In a UDN deployment, the implementation cost can be
high due to infrastructure and small cells backhauling, and
C-RAN can en be used to reduce this cost, especially for
low data rate traffic as in IoT. The fronthauling then can use
EH for an energy efficient deployment [105]. Similarly, the
energy cost in an RF-EH combined with an energy man-
agement and scheduling in H-CRAN context is considered
in [107]. RRHs in that case are EH-powered, and a hier-
archical framework based on economical model and using
energy sharing and energy trading between 5G actors, and
more specifically internet service providers, can provide a
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framework for the system design.

5.3 RF-EH enabled MEC

In MEC, computing resources are available at the edge of the
mobile network, i.e. BSs, in order to ensure low latency and
to reduce core network traffic. Globally, two main scenarios
are considered for EH and MEC combination. Either EH
capability is deployed at the MEC BS (or resource server)
to prevent possible grid energy absence or unavailability in
some scenarios, like natural disasters or remote areas, or it is
implemented on device side, which is more suitable in case,
for example, of IoT. Study of the state of the art for these
two scenarios can be found in [108]. For the first scenario,
energy forecast and EH enabled BSs load balancing have
to be controlled. An example considers BSs equipped with
EH capabilities and may reduce thus by the same occasion
energy consumption. The authors in [109] suggest to op-
timize the BSs and virtual MEC resources use following
traffic load and forecasted harvested energy parameters. The
heuristic optimization employs sleep mode for BS and soft-
scaling for Virtual machines. The authors announce up to
69% energy saving in single BS case, that can be enhanced
by up to 16% in BSs cluster. Similarly, an illustration of
the second scenario can be found in [110] and present a
low-complexity dynamic computing offloading strategy for
MEC with EH. This strategy decides computation offloading
power and device transmit power, without the need of dis-
tributed information, and is easily implementable, besides
being asymptotically optimum.

5.4 D2D with EH

D2D communication suffers from a major constraint, which
is energy. EH can be thus integrated to devices in order to
solve this issue, and many studies consider this case and pro-
vide theoretical performance derivation for different scenario.
For example, in [111], the authors consider the scenario
where UEs in a traditional cellular network assisted with re-
lays use decode-and-forward cognitive D2D communication
and EH. They provide analytical expression for main perfor-
mance parameters, which helps to optimize link robustness.
Another scenario can consider D2D in large-scale cognitive
cellular networks as by authors in [112], where D2D trans-
mitters harvest energy from dedicated multi-antenna PBs.
A power transfer model with three possible power transfer
policies can be proposed, in addition to an information sig-
nal model with two considered receiver selection cases. In
addition to outage probability, secrecy is also considered
in the analysis conducted by the authors and complete the
framework for secure D2D communication.

5.5 RF-EH with key 5G RAN techniques

Spectral efficiency is critical in current mobile systems, par-
ticularly in RAN. Thus, spectrum optimizations have to be
considered, in combination with RF-EH techniques. Re-
viewed techniques in the rest of this section include coop-
erative communications and cognitive radios, in addition to
massive MIMO, NOMA and D2D. The combinations and

optimizations usually consider many of these techniques at a
time, in order to prepare its integration on practical systems.

5.5.1 Cooperative communications

In an EH network, nodes may have different channel and
energy conditions, which may enhance performance using a
cooperative approach. Transmission schemes for coopera-
tive networks, multi-user networks, cognitive radio networks
and cellular networks are thus to be considered.

Multi-user environment is an example of scenarios with
EH, where interference management mechanisms have to
be effective. Moreover, this environment presents spatial
diversity gains that offer an opportunity to enhance system
performances through collaboration between network nodes,
which form a virtual MIMO system. Among studied as-
pects for cooperative networks, the power allocation is to
be optimized under EH models, as well as throughput in
delay constrained environment, and joint power allocation
and time scheduling with EH.

Another example of EH integration issues is the joint
optimizations of EE and frequency bands in the design of
wireless-empowered transceivers, as presented in [74] where
in-band interference harvesting is designed so to realize self-
sustainable communication architecture.

5.5.2 NOMA

The adaptation of EH with 5G coming techniques, such as
NOMA or CR networks, is an important issue to address
for RF-EH deployment. In fact, there is a need for more
comprehensive design for both new technologies, NOMA
and RF-EH. Such combination may if established provide
an efficient use of the energy and radio spectrum in energy
efficient and sufficient networks, as in [113]. Other exam-
ples of issues are modeling and analysis of large scale EH
networks and relay-based EH networks, as well as the design
of energy cooperative strategies between harvesting devices.
Note that in addition to energy and power transfers, it is
fundamental to consider energy storage at end nodes, which
ideally would consume harvested energy immediately within
a transmission cycle.

Analysis tools for EH NOMA are intensively investi-
gated, as in [114] where users outage probability under im-
perfect channel state information and imperfect SIC in a
cooperative EH NOMA network is derived. Another exam-
ple of mathematical modeling for user grouping, power and
time allocation can be found in [115], which adopts a mesh
adaptive direct search algorithm to optimize data rate and
transmit power for each user with reasonable complexity.
Similarly, outage probability is calculated for relay systems
with NOMA and EH in [116], where the multiuser downlink
is considered and BSs use multiple antennas to beamform
information and energy.

NOMA use in specific wireless powered IoT relay sys-
tems with RF-EH capabilities can be found in [117], where
RF-EH and information transmission system with time
switching and power splitting relaying are considered. Due
to the constrained nature of IoT nodes, the authors propose
for IoT nodes to first harvest energy from the source node, ei-
ther with time switching relaying or power splitting relaying
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protocol. After that, the information of the source node is
transmitted by the relay node as well as its own information
using NOMA. The description of this system is mathemati-
cally derived by the authors, allowing several optimizations
of system parameters.

5.5.3 Massive MIMO

Massive MIMO is a key 5G enabler, and its integration with
EH schemes has been studied by many researchers. In [118],
the authors explore the use of massive MIMO in hetero-
geneous networks. The deployment considers macrocells
where users harvest energy to maximize their uplink power
by minimizing uplink pathloss. It is found that user associa-
tion should be optimized to maximize both harvested energy
and information transfer. In this case, the downlink received
power and the uplink received power should be both con-
sidered in the optimization. The stochastic model for the
harvested energy and its link to uplink achievable perfor-
mance demonstrates the added value of massive MIMO on
that point, though the gain may deteriorate with network
density. The proposed model enables however the study of
massive MIMO and RF-EH integration with other technolo-
gies.

Another example of 5G techniques integration can be
found in [119], where the downlink of a C-RAN enabled sce-
nario with distributed large-scale MIMO is considered. Each
RRH is powered EH and the grid in order to secure the RRHs
from possible EH unavailability. The problem problem of
BS energy consumption minimization under QoS constraints
in this scenario can be solved using linear programming or
an online energy management algorithm.

SWIPT in massive MIMO systems is studied in [120],
where an analytical study of hybrid and full-dimensional
processing is performed. It considers hybrid precoding and
beamforming BS and derives expressions for harvested en-
ergy, achievable rates and energy-rate tradeoff for growing
number of BS antennas and network nodes. A hybrid precod-
ing and combining is proposed which optimizes harvested
energy with little energy-rate tradeoff degradation.

5.5.4 mmWave

mmWave is attractive for EH as it is intended to be integrated
for large antenna arrays and a dense network, presenting thus
interesting harvesting opportunities. However, it propaga-
tion characteristics, i.e. poor penetration and diffraction, may
limit its use to some scenarios. Many studies though consider
RF-EH for mmWave communications. For example, authors
in [121] consider a scenario where mmWave signal provides
energy and/or information to low power devices and derive
key information and EH performance parameters as well as
overall coverage performance. This establishes an analytical
framework to design network and device parameters, for
example for antenna geometry optimization.

A study on combination of NOMA with massive MIMO
using mmWave can be found in [122], where SWIPT is
used to enhance EE. Hybrid precoding is used for mmWave
massive MIMO, and information and energy can both be

”harvested” by users thanks to a power splitting receiver.
Algorithms are proposed to select a user per beam, and an

analog precoding is then performed to all beams, then users
grouping is performed and a digital precoding is applied. An
iterative joint optimization of power allocation and power
splitting reaches finally a maximized achievable sum-rate.

Note that antennas design for mmWave specific appli-
cations are also a challenge, as investigated in [123], where
the authors consider ambient RF-EH antenna on textile for
wearable in mmWave, and provides up to 40% on-body and
60% off-body radiation efficiency.

5.5.5 Cognitive Radio

Cognitive radio environment needs to be adapted with EH.
As already mentionned, CR is often considered with other
5G enabling technologies. In fact, the spectrum usage is opti-
mized as Secondary Users (SUs) use the spectrum of Primary
users (PUs), following different priorities and cooperation
strategies. These strategies may incorporate information
transmission and spectrum sharing among nodes, but also
EH strategies. In this case, both PU and SU get benefits as
the PU improves his throughput through SU as relay node,
and SU gets more spectrum usage opportunities from PU’s
spectrum. In addition, PU’s bands access can be supported
by SU’s harvested energy. Conventional cognitive radio net-
works, e.g., spectrum allocation and management, spectrum
sensing and handover, spectrum sharing, are reconsidered to
enhance the network reliability in an EH context where, in
addition, harvesting, spending or conserving energy have to
be optimized.

An example of transmission CR schemes in RF-EH net-
work can be found in [124], where an analytical study charac-
terizes dedicated PBs. Information transfer and EH operate
asynchronously in different bands. Another example con-
siders a two-way relay assisted CR NOMA network [125].
In this example, a joint optimization of power allocation,
transmit power and power splitting ratio is proposed. Simi-
lar throughput maximizations under QoS constraints can be
found in [126] for a CR context.

6 Conclusion

This paper is a reflection of the increasing interest on new
techniques to make energy use more efficient in 5G sys-
tems. It aims to provide a comprehensive review on RF-
EH-enabled 5G networks. To this end, 5G standardization,
requirements, use cases, ecosystem and key enabling tech-
nologies were reviewed, and particularly their energy aspects.
RF-EH was then highlighted as a promising technique to
solve energy supply and/or optimization. Different aspects
of EH were exposed, including implementation and network
protocols. The paper then presents literature review of RF-
EH integration with 5G enabling technologies, as well as
some research trends and challenges following the integrated
technologies.
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[109] T. Dlamini, Ángel Fernández Gambı́n, D. Munaretto, and M. Rossi,
“Online supervisory control and resource management for energy har-
vesting bs sites empowered with computation capabilities,” Wireless
Communications and Mobile Computing, p. 17, 2019.

[110] Y. Mao, J. Zhang, and K. B. Letaief, “Dynamic computation of-
floading for mobile-edge computing with energy harvesting devices,”
IEEE Journal on Selected Areas in Communications, vol. 34, no. 12,
pp. 3590–3605, Dec 2016.

[111] H.-S. Nguyen, T.-S. Nguyen, and M. Voznak, “Wireless
powered d2d communications underlying cellular networks: de-
sign and performance of the extended coverage,” Automatika,
vol. 58, no. 4, pp. 391–399, 2017. [Online]. Available:
https://doi.org/10.1080/00051144.2018.1455016

[112] Y. Liu, L. Wang, S. A. R. Zaidi, M. Elkashlan, and T. Duong, “Se-
cure d2d communication in large-scale cognitive cellular networks:
A wireless power transfer model,” IEEE Transactions on Communi-
cations, vol. 64, 11 2015.

[113] L. S. Mohjazi, M. Dianati, G. K. Karagiannidis, S. Muhaidat,
and M. Al-Qutayri, “Rf-powered cognitive radio networks: techni-
cal challenges and limitations,” IEEE Communications Magazine,
vol. 53, no. 4, pp. 94–100, 2015.

www.astesj.com 345

http://www.marketsandmarkets.com/Market-Reports/energy-harvesting-market-734.html
http://www.marketsandmarkets.com/Market-Reports/energy-harvesting-market-734.html
https://www.electronicdesign.com/analog/startups-energy-harvesting-chips-run-radio-frequencies 
https://www.electronicdesign.com/analog/startups-energy-harvesting-chips-run-radio-frequencies 
https://www.eenewseurope.com/news/boom-time-energy-harvesting-chip-market-0
https://www.eenewseurope.com/news/boom-time-energy-harvesting-chip-market-0
http://arxiv.org/abs/1208.4439
https://www.mdpi.com/2079-9292/8/2/129
http://arxiv.org/abs/1512.03122
http://www.scavenge.eu/wp-content/uploads/2018/02/D3.1.pdf
http://www.scavenge.eu/wp-content/uploads/2018/02/D3.1.pdf
http://arxiv.org/abs/1906.08452
https://doi.org/10.1080/00051144.2018.1455016
http://www.astesj.com


S. El Hassani et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 328-346 (2019)

[114] D. Do, M. Vaezi, and T. Nguyen, “Wireless pow-
ered cooperative relaying using NOMA with imperfect
CSI,” CoRR, vol. abs/1810.00276, 2018. [Online]. Available:
http://arxiv.org/abs/1810.00276

[115] M. Basharat, “Joint user grouping and time allocation for noma with
wireless power transfer,” 2017.

[116] P. T. Hiep and T. M. Hoang, “Non-orthogonal multiple
access and beamforming for relay network with rf energy
harvesting,” ICT Express, 2019. [Online]. Available: http:
//www.sciencedirect.com/science/article/pii/S240595951930150X

[117] A. Rauniyar, P. E. Engelstad, and O. N. Østerbø, “Rf energy har-
vesting and information transmission based on noma for wireless
powered iot relay systems,” in Sensors, 2018.

[118] Y. Zhu, L. Wang, K. Wong, S. Jin, and Z. Zheng, “Wireless power
transfer in massive mimo-aided hetnets with user association,” IEEE
Transactions on Communications, vol. 64, no. 10, pp. 4181–4195,
Oct 2016.

[119] R. Hamdi, E. Driouch, and W. Ajib, “Energy management in large-
scale mimo systems with per-antenna energy harvesting,” in 2017
IEEE International Conference on Communications (ICC), May
2017, pp. 1–6.

[120] R. Shrestha and G. Amarasuriya, “Wireless energy harvesting in
massive mimo with low-dimensional digital precoding,” in Proc.

IEEE Global Communication Conference (GLOBECOM), 12 2018,
pp. 1–7.

[121] T. A. Khan, A. Alkhateeb, and R. W. H. Jr., “Millimeter wave
energy harvesting,” CoRR, vol. abs/1509.01653, 2015. [Online].
Available: http://arxiv.org/abs/1509.01653

[122] L. Dai, B. Wang, M. Peng, and S. Chen, “Hybrid precoding-based
millimeter-wave massive mimo-noma with simultaneous wireless
information and power transfer,” IEEE Journal on Selected Areas in
Communications, vol. 37, no. 1, pp. 131–141, Jan 2019.

[123] M. Wagih, A. S. Weddell, and S. Beeby, “Millimeter-wave textile
antenna for on-body rf energy harvesting in future 5g networks,”
in Wireless Power Week 2019, IEEE Wireless Power Transfer
Conference. (21/06/19), June 2019, pp. 1–4. [Online]. Available:
https://eprints.soton.ac.uk/431955/

[124] N. I. Miridakis and T. A. Tsiftsis, “A new interweave cognitive ra-
dio scheme for out-band energy harvesting systems,” IEEE Access,
vol. 6, pp. 72 225–72 232, 2018.

[125] W. Zhao, R. She, and H. Bao, “Energy efficiency maximization
for two-way relay assisted cr-noma system based on swipt,” IEEE
Access, vol. 7, pp. 72 062–72 071, 2019.

[126] B. Alzahrani and W. Ejaz, “Resource management for cognitive
iot systems with rf energy harvesting in smart cities,” IEEE Access,
vol. 6, pp. 62 717–62 727, 2018.

www.astesj.com 346

http://arxiv.org/abs/1810.00276
http://www.sciencedirect.com/science/article/pii/S240595951930150X
http://www.sciencedirect.com/science/article/pii/S240595951930150X
http://arxiv.org/abs/1509.01653
https://eprints.soton.ac.uk/431955/
http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 4, No. 4, 347-358 (2019)

www.astesj.com
Special Issue on Advancement in Engineering and Computer Science

ASTES Journal
ISSN: 2415-6698

Using Privacy Enhancing and Fine-Grained Access Controlled eKYC
to implement Privacy Aware eSign

Puneet Bakshi*, Sukumar Nandi

Department of Computer Science and Engineering, Indian Institute of Technology, Guwahati, 781039, India

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 28 May, 2019
Accepted: 23 July, 2019
Online: 19 August, 2019

Keywords:
eSign
eKYC
Electronic Signature
Privacy
Access Control
Authentication
Token
BAN logic

eSign is an online electronic signature service which is recently gaining
more prominence in India. eSign is based on two online services from
UIDAI, viz. a viz., Aadhaar based authentication and retrieval of resident’s
eKYC information after taking his/her consent. With increased adoption
of Aadhaar based services, privacy of user data has become more and
more important. Present method of taking boolean consent from resident
through non-UIDAI entity may not be acceptable for two main reasons, first
is that the consent does not include in itself a proof from resident that the
consent is indeed taken from him/her and second is that the resident may
wish to have better privacy and fine grained access control rules to access
his/her eKYC data. Bakshi et.el have introduced a mechanism to improve
amortized performance of eSign using a digital access token. In this work,
the digital access token is enhanced to include Privacy Enhancing and Fine-
Grained Access Control (PEaFGAC) Statements for facilitating Privacy
Aware eSign. These tokens can be used by other entities to access eKYC
data of the resident with better access controls enforced by the resident.
This paper briefly describes the present model of eSign, the earlier proposed
model of eSign followed by the proposed model of Privacy Aware eSign.
The proposed model of Privacy Aware eSign is also analyzed using BAN
logic assuming Dolev-Yao security environment.

1 Introduction
eSign is an online electronic signature service in India which
is being promoted by Government of India as part of its Dig-
ital India Initiative. As opposed to traditional dongle based
electronic signature, eSign provides benefits such as less
cost, no manual authentication, no requirement of special
hardware device and no requirement for the end user to keep
any key secret. With the passage of Information Technology
Act (ITA-2000), an electronically signed digital document
is considered equivalent to a handwritten signed paper doc-
ument. In India, eSign is being regulated by Controller of
Certifying Authority (CCA) and is being operated by cer-
tain designated empaneled agencies known as eSign Service
Providers (ESP). ESP provides its services to application
specific agencies known as Application Service Providers
(ASP). ASP provides eSign service to the end users. eSign is
governed by Public Key Infrastructure (PKI) which is further
governed in legal matters by the national legislature of the
country.

To avail eSign service, a resident needs to enroll with

Unique Identification Authority of India (UIDAI) and receive
a 12-digit identity number called Aadhaar [1] [2]. As part
of the enrollment process, resident needs to provide infor-
mation about his/her identity and address to UIDAI such
as Name, Date of Birth, Address, Phone number, Email-id,
Biometric (fingerprint-scan, iris-scan) etc. The process of
obtaining this information from the end user is known as
Know Your Customer (KYC) and is initially introduced by
Reserve Bank of India (RBI) for financial banks [3]. Tradi-
tionally, this process involves submission of a self-attested
physical form along with necessary physical documents, fol-
lowed by verification and approval by receiving organization.
eKYC is an online service which facilitates completion of
KYC process electronically. eKYC has some significant
benefits over traditional KYC, eKYC eliminates submission
of physical documents by customer, is faster and is less error
prone. UIDAI’s eKYC service facilitates a third entity to
retrieve resident’s identity, address and other details after
taking explicit consent and authorization from the resident.

With increased adoption of Aadhaar based identification,
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many online services are now using Aadhaar based services
and with its such wide adoption, privacy of user data has be-
come even more important. Although Aadhaar based eKYC
service provides access to eKYC data only after taking an
explicit consent from the resident, this way of taking consent
from resident has two shortcomings. First is that the consent
is taken by non-UIDAI entity and does not encode in itself a
proof from resident that the consent is indeed given by the
resident. Second is that providing a boolean consent is too
broad, either an unconditional access is given to the whole
eKYC information or no access is given at all. A resident
may wish to have a better privacy enhancing fine-grained
access control to his/her eKYC data. Resident may wish
to define a privacy and access control policy dictating the
scope of information which can be provided, the purpose
for which the information can be provided and recipients
to whom the information can be provided. For example, a
resident may wish to disclose only his/her name and address,
only for electronic signature purpose and only to a specific
eSign Service Provider.

In [4], the author explained two limitations of present eS-
ign model. The first limitation is that the eKYC data access
reflects a restrictive self-only, full-resource and unlimited
access control. Author pointed out that a resident may wish
to have a better access control mechanism which allows third
entities to access part of a resource which is to be used for
a specific purpose and for a limited time period. The sec-
ond limitation is that for each eSign request, resident has
to authenticate itself each time and to include the authenti-
cation proof in each such request. Author pointed out that
if a resident needs to eSign multiple times, time taken by
initial authentication phase will be a major bottleneck. The
author proposed that amortized performance of eSign can be
improved using digital access token which encodes in itself
the authentication proof and other information such as how
many eSign requests can be made using this token and the
expiry time of the token.

This paper is an extension of [4] and the digital access
token is enhanced to implement Privacy Aware eSign. Our
main contribution in this paper is to introduce a method to
implement Privacy Aware eSign using Privacy Enhancing
and Fine-Grained Access Control (PEaFGAC) Statements.
A resident can encode these statements in digital access to-
ken for better access to his/her eKYC data. This token can
be provided to third entities so that they can present this to-
ken for claiming protected resource from UIDAI. This paper
also presents security analysis of the proposed scheme using
Burrows-Abadi-Needham (BAN) logic. The analysis shows
that in the proposed scheme, even if the network is unreli-
able, the exchanged information is reliable and is secured
against eavesdropping.

The remainder of this paper is organized as follows. Sec-
tion 2 presents related work. Notations used in the paper
are reported in figure 1. Section 3 presents Aadhaar based
eKYC service. Section 4 presents eSign version 2.0 model.
Section 5 presents eSign model proposed in [4] to improve
amortized performance of eSign. Section 6 presents pro-
posed Privacy Aware eSign model using privacy enhancing
and fine-grained access controlled eKYC. Section 7 presents
formal security analysis of the proposed model using BAN
logic and finally section 8 concludes the paper.

{X}Y X is signed by key Y
S KY Symmetric key of entity Y
S KY Z Symmetric key shared by entities Y and Z.
PRY Private asymetric key of entity Y
PBY Public asymetric key of entity Y
Ri Resident
AS Pi Application Service Provider
ES Pi eSign Service Provider
UIDAI Unique Identification Authority of India
IDRi , IDAS Pi Identities of Ri, AS Pi and ES Pi

IDES Pi

T IDES Pi ,T IDAS Pi Unique transaction identifiers generated
by ES Pi and AS Pi

PWRi Password of Ri for login to AS Pi portal
AadhaarNoRi Aadhaar No of Ri

CRi Cookie associated with Ri’s logged-in
session, assigned by AS P

PRBi , PRAS Pi Private keys of Ri browser, AS Pi, ES Pi

PRES Pi , PRUIDAI and UIDAI
PBBi , PBAS Pi Public keys of Ri browser, AS Pi, ES Pi

PBES Pi , PBUIDAI and UIDAI
n∗! nonces such as n1AS Pi , where ∗ is any integer

and ! can be Ri, AS Pi, ES Pi or UIDAI
DataRi(DataAi, Intermediate data in plaintext to be send by
DataEi,DataUi) Ri (AS Pi, ES Pi, UIDAI)
S ignRi(S ignAi, {H(DataRi)}PRRi

S ignEi, S ignUi)
consentuse ekyc Consent from resident whether his/her eKYC

can be used
consentgenuse at Consent from resident whether a digital access

token can be generated for later use
LicenseAS Pi License for AS Pi (ES Pi) to use services
LicenseES Pi from ESP (UIDAI)
Mi Message (in plaintext) to be eSign
DS CRi Mi Digital Signature Certificate generated for

message Mi for resident Ri

{M}eS ign Ri ES Pi eSigned message (by Ri) through ES Pi

H() One way cryptographically secure hash fn
‖ Concatenation operator
⊕ XOR operator

Figure 1: Notations used in this paper

2 Related Work
Digital tokens are increasingly being used in many cryptog-
raphy related applications to achieve varied objectives.

U-Prove [5] is an identity management solution based
on blind signatures [6] which uses digital tokens to achieve
objectives of privacy and anonymity. U-Prove consists of
two protocols, viz., issuance protocol and presentation pro-
tocol. In issuance protocol, identity provider issues digital
token to the subscriber which (s)he can later present to the
verifier in presentation protocol so that the service provider
can grant resource access to the subscriber. A U-Prove to-
ken consists of a unique token identifier, a public key of the
token which aggregates information in the token, a token
information field which encodes token specific information,
a prover information field which is opaque to the issuer, is-
suer signature on all the other token contents and a boolean
value which indicates whether the token is protected by a
device. U-Prove uses digital tokens effectively by encoding
necessary information in it in cryptographically secure way
to achieve objectives such as privacy and anonymity.

OAuth2 [7] is an authorization framework which allows
delegation of access to protected resources to a third party
by using digital tokens referred to as access tokens. Access
tokens are issued to Clients by Authorization Server after
taking permission from Resource Owner. An access token
can be of two types, viz., a bearer token and a MAC token.
A bearer token is an opaque string which can be used to
claim access to a resource by any entity who presents the
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token. A MAC token is essentially a shared symmetric key
which is used to sign a challenge by the client to prove its
possession of the token to authorization server. OAuth2 uses
digital tokens effectively for access delegation and is used
by many organizations for data sharing.

Bitcoin [8] is a decentralized digital currency which
can be transacted over peer-to-peer bitcoin network. A bit-
coin network is composed of cryptographically secure linear
chains of blocks with each block containing a header and
a collection of transactions. A transaction is essentially a
digital token that changes ownership of bitcoins from one
entity to another. Each transaction in bitcoin network is
broadly composed of three parts, viz., input, output and
amount. Input refers to the previous owner of the bitcoins,
output refers to the new owner of the bitcoins and amount
refers to the amount of bitcoin that is transacted. Bitcoins
uses cryptographically secure digital information containers
(similar to digital tokens) effectively for the realization of
digital currency.

Although Attribute Based Encryption (ABE) is also
evolved to protect privacy of user data, it is based on Identity
Based Encryption (IBE). An agency may not shift from PKI
to IBE framework for a number of reasons.

3 Aadhaar based e-KYC service
(v2.1)

Aadhaar based eKYC service is available to general citizens
only through certain empaneled agencies such as eSign Ser-
vice Provider (ESP) and the infrastructure network is secured
by certain designated agencies known as Authentication Ser-
vice Agency (ASA) and KYC User Agency (KUA). eKYC
service is hosted as a stateless REST based web service
over HTTPS and the details are sent as input data encoded
in XML. Figure 2 depicts Aadhaar’s eKYC webservice as
specified in eKYC v2.1 specification [9]. The specifica-
tion provides following information about element rc which
represents the resident consent.

“rc – (mandatory) Represents resident’s explicit consent
for accessing the resident’s identity and address data from
Aadhaar system. Only valid value is “Y”. Without explicit
consent of the Aadhaar holder application should not call
this API [9].”

As can be seen from the specification, rc is a boolean con-
sent and assumes that it has been transferred from resident
to UIDAI unaltered. Although intermediate communication
channels between various entities from resident to UIDAI
are well secured and access to eKYC data is provided only
after receiving explicit consent from resident, this way of
taking consent from resident has two shortcomings. First
is that the consent is taken by a non-UIDAI entity and does
not encode in itself a proof from resident that it is (s)he
who provided the consent. This is because residents do not
have any registered tamper proof crypto device which can be
used to encrypt user consent using resident specific PIN or
password. Second is that providing a boolean consent is too
broad, either an unconditional access is given to the whole
eKYC information or no access is given at all. A resident
may wish to have a better privacy enhancing fine-grained
access control to his/her eKYC data indicating details on

scope, purpose and recipient.

URL:

https://<host>/kyc/<ver>/<ac>/<uid[0]>/<uid[1]>

/<asalk>

Input Data:

<Kyc ver="" ra="" rc="" lr="" de="" pfr="">

<Rad>base64 encoded fully valid Auth XML for

resident

</Rad>

</Kyc>

Response Data:

<Resp status="" ko="" ret="" code="" txn="" ts=""

err=""> encrypted and base64 encoded KycRes

element

</Resp>

<KycRes ret="" code="" txn="" ts="" ttl="" actn=""

err="">

<Rar>base64 encoded fully valid Auth response

XML for resident

</Rar>

<UidData uid="">

<Poi name="" dob="" gender="" />

<Poa co="" house="" street="" lm="" loc=""

vtc="" subdist="" dist="" state=""

country="" pc="" po=""/>

<LData lang="" name="" co="" house=""

street="" lm="" loc="" vtc=""

subdist="" dist="" state=""

country="" pc="" po=""/>

<Pht> base64 encoded JPEG photo of the

resident

</Pht>

<Prn type="pdf"> base64 encoded signed

Aadhaar letter for printing

</Prn>

</UidData>

<Signature/>

</KycRes>

Figure 2: Aadhaar’s eKYC 2.1 API

4 Present model of eSign in India
In eSign version 2.0 [10], a resident first registers itself with
a front end application specific agency viz. a viz., Applica-
tion Service Provider (ASP). A resident can use either OTP
based authentication or biometric based authentication. In
case of OTP based authentication, OTP generation request
is forwarded to UIDAI via ASP and ESP. UIDAI generates
an OTP and sends it to resident’s registered mobile number.
In case of biometric based authentication, resident gets his
fingerprint/iris scanned through a registered device. After
authentication phase, resident now initiates an eSign request
through ASP by providing it the consent to use his/her eKYC,
the document to be signed and his/her Aadhaar number. ASP
calculates cryptographic hash of the document and sends
it along with the resident’s consent and resident’s Aadhaar
number to ESP. ESP takes authentication proof from resi-
dent, creates a random symmetric key S KES P UIDAI and a
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Personal Identity Data Object (PID). PID encodes in itself
the resident’s authentication proof and the cryptographic
hash of the PID object (S HA256(PID)). ESP first encrypts
PID with S KES P UIDAI , second encrypts cryptographic hash
of PID (S HA256(PID)) with S KES P UIDAI and third en-
crypts S KES P UIDAI with public key of UIDAI (PBUIDAI).
ESP now wraps them in a new object called “Auth” and
sends it to UIDAI in eKYC request. UIDAI provides eKYC
information to ESP. Using received eKYC information, ESP
generates a Digital Signature Certificate (DS C) and provides
it to ASP. ASP provides the digitally signed document to the
resident.

Resident ASP ESP/KUA/KSA UIDAI

Generate OT P

Generate OT P

Generate OT P

OT P

Generate OTPGenerate OTP

S ign Document

S ign Document

eKYC(Auth)

eKYC

Retrieve eKYC informationRetrieve eKYC information

Use eKYC to generate
digital signature

Digital S ignature

S igned Digital
Document

Use ekYC to prepare DSC and sign documentUse ekYC to prepare DSC and sign document

Figure 3: Sequence diagram of eSign 2.0

In practice, the initial authentication phase in eSign re-
quest is most time consuming since it involves either the
manual text input (in case of OTP based authentication) or
the physical scan of the fingerprint/iris (in case of biometric

based authentication). Other than that, in some use cases
such as Create Birth Certificate, Create Death Certificate,
Student Enrollment, etc., the application is most heavily used
during a certain time period (nearing the end of a deadline)
which puts a sudden nationwide load on UIDAI services.

5 eSign model as proposed in [4]
In [4], author explained two limitations of present eSign
model and proposed a mechanism to address the same. The
first limitation is that in present model of eSign, eKYC data
access reflects a restrictive self-only, full-resource and un-
limited access control. Author pointed out that the resident
may wish to have a better access control mechanism re-
flecting third-entity-also, partial resource, use-limited and
time-limited.

Aadhaar Number
Resident Consent (use eKYC for eSign)
Version
::: :::

{ S KES O UIDAI }PB UIDAI

Biometric
OTP
::: :::

PID

S KES Pi UIDAI

{ S HA256(PID) }S KES Pi UIDAI

:::

Figure 4: Auth Object (eSign 2.0)

Aadhaar Number
Resident Consent (use eKYC for eSign)
Resident Consent (Gen Access Token)
Version
::: :::

{ S KES O UIDAI }PB UIDAI

Biometric
OTP
::: :::

PID

S KES Pi UIDAI

{ S HA256(PID) }S KES Pi UIDAI

:::

Figure 5: Auth Object as proposed in [4]

The second limitation is that a resident has to authenti-
cate himself/herself for each eSign request and include the
corresponding authentication proof in each eSign request.

If a resident wishes to eSign a large number of docu-
ments, the initial authentication phase will comprise most of
the overall eSign time. After taking necessary consent from
the resident, his/her authentication proof be stored with ESP
in first request and is reused in rest of the requests.

A digital access token [figure 6] can be used to include
claims from participating entities (ESP and UIDAI). A new
service named GenerateAccessToken is proposed to be intro-
duced by UIDAI.
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ESP Data

PRUIDAI

::: ::: ::: :::
ESP Private Claims

S KES Pi

Aadhaar No
Resident Consent
IDAS Pi

IDES Pi

AS Pi Transaction ID
ES Pi Transaction ID
::: :::

ESP Public Claims

PRES Pi

PBES Pi

ESP DSC

UIDAI Data

::: ::: ::: :::
UIDAI Private Claims

S KUIDAI

Aadhaar No
Resident Consent
IDAS Pi

IDES Pi

AS Pi Transaction ID
ES Pi Transaction ID
UIDAI Transaction ID
Token ID
Token Expiry Time
eSigns Granted
::: :::

UIDAI Public Claims

PRUIDAI

PBUIDAI

UIDAI DSC

Figure 6: Access Token Structure as proposed in [4]

In this proposed model of eSign [figures 7, 8], resident
first authenticates himself/herself using OTP or biometric
based authentication and sends eSign request to ASP. ASP
forwards this eSign request to ESP. ESP takes OTP and per-
mission to generate access token from resident and creates
an “Auth” object. This “Auth” object is created as before but
additionally including ESP claims as well. ESP sends Gen-
erateAccessToken request to UIDAI including “Auth” object.
After receiving this request, UIDAI creates an access token
including its own claims as well as claims received from
ESP. UIDAI sends this access token back to the ESP. Now,
ESP sends eKYC request to UIDAI including this access
token instead of the “Auth” object. After receiving eKYC
information from UIDAI, ESP generates Digital Signature
Certificate (DSC) from it and provides the same to ASP. ASP
embeds DS C in the document and sends the digitally signed
document to the resident. For all rest of the eSign requests,
ESP can reuse the same access token in eKYC requests and
avoid the initial authentication phase.

The paper also presented two usability scenarios, based
on whether the eKYC information can be cached by ESP
or not. If ESP is permitted to reliably and securely store
eKYC information of the resident, even the repeated eKYC
requests from ESP to UIDAI can be avoided.

The paper also presented performance comparison anal-
ysis of proposed model with present model and found sub-
stantial improvement in amortized performance of eSign.

Resident ASP ESP/KUA/KSA UIDAI

Generate OT P

Generate OT P

Generate OT P

OT P

Generate OTPGenerate OTP

S ignDocument

GenerateAccessToken(Auth)

Access Token

eSign document, generate Access TokeneSign document, generate Access Token

eKYC(AccessToken)

eKYC

Retrieve eKYC informationRetrieve eKYC information

Use eKYC to generate
digital signature

Digital S ignature

S igned Digital
Document ;

Use ekYC to prepare DSC and sign documentUse ekYC to prepare DSC and sign document

Figure 7: First call to eSign in eSign model proposed in [4]

6 Privacy Aware eSign model
In earlier proposed model [section 5] digital access token is
used to increase amortized performance of eSign by storing
necessary claims from UIDAI and ESP. The same token can
be enhanced to include claims from resident as well. A resi-
dent can encode claims related to privacy and fine grained
access control of his/her eKYC data. A stricter PEaFGAC
statements may be enforced centrally at UIDAI level and an
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overriding less strict rule can be supplied with each eKYC
request to grant access to the requesting entity.

Resident ASP ESP/KUA/KSA UIDAI

S ignDocument

Check f or Access Token
Use Access Tokeni f valid

eSign document, generate Access TokeneSign document, generate Access Token

I f Access Token is valid,
eKYC(Access Token)

eKYC

Retrieve eKYC informationRetrieve eKYC information

Use eKYC to generate
digital signature

Digital S ignature

S igned Digital
Document ;

Use ekYC to prepare DSC and sign documentUse ekYC to prepare DSC and sign document

Figure 8: Second call to eSign in case eKYC needs to be fetched again

6.1 Privacy and Fine-Grained Access Con-
trol (PEaFGAC) Statements for eKYC
data

A PEaFGAC statement encodes in itself the scope of infor-
mation which can be provided, the purpose for which the
information can be provided and attributes of recipients to
whom the information can be provided. These statements
are comprised of small sub-statements which are combined
using relational operators. Each statement is identified by a
numeric id and an alphanumeric tag.

An example of a PEaFGAC statement is presented in
figure 10. This statement encodes in it that the purpose for
seeking eKYC information should be eSign, seeking entity
must either have the email in domain finance.iitg.ac.in, or
must be working in finance department of Indian Institute
of Technology, Guwahati (IITG), or must have a designation
of director or above. The statement is uniquely identified
by a statement identifier (ID) and has a small alphanumeric
representational string (TAG). Other than these, the staement

also encodes in it the purpose for which eKYC can be ac-
cessed (Purpose), required (eKYC) attributes of information
seeker (AP) and eKYC information which can be provided
to the requester (scope). If required, a user can have multiple
privacy statements for his/her eKYC data represented by
different tags.

AadhaarNo

POI:

name, dob

POA:

co, house, street, lm, loc, vtc, subdist, dist,

state, country, pc, po

LData:

lang, name, co, house, street, lm, loc, vtc,

subdist, dist, state, country, pc, po

Pht:

<Base64 encoded JPEG photo of resident

Org:

dep, desig

Other:

email

Figure 9: Least information assumed to be available from eKYC for this
paper

PS.ID:

5

PS.Tag:

eSignDoc

PS.Purpose:

eSign

PS.AP:

(email = *@finance.iitg.ac.in) OR

(org = IITG AND org.dep = finance) OR

(desig >= director)

PS.Scope:

poi.name, poi.dob, poa.country, Ldata.lang

Figure 10: Example of a PEaFGAC statement

It is assumed that all entities which request eKYC data
also have their eKYC information available with UIDAI.
This include not just the users but the organizations such as
ESPs as well. To better know an entity (both users and orga-
nizations), it is proposed that eKYC fields are expanded to
include more details such as entity type (indicating whether
the subject is a human or an organization), resident’s orga-
nization, resident’s department, resident’s designation, etc.
When an entity attempts to access eKYC data of a resident,
entity’s eKYC data and purpose for which the eKYC data is
sought are verified against PEaFGAC statement protecting
eKYC data to decide whether the requisite access can be
granted or not. Only if the access can be granted, will the
eKYC data be provided to the requesting entity. The eKYC
data provided to the entity is limited in scope by PEaFGAC
statement. For rest of this paper, eKYC data is assumed to
consists of at least the information presented in figure 9.

6.2 PEaFGAC Token
The token structure introduced in [4] can be enhanced to
include resident claims including PEaFGAC statement [fig-
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ure 11]. Before sending an eSign request, resident creates a
PEaFGAC token by sending a token generation request to
UIDAI through ASP and ESP. During token generation pro-
cess, resident is redirected to UIDAI web page where (s)he
provides OTP value for authentication and PEaFGAC state-
ment for privacy and fine-grained access to his/her eKYC
data. Subsequently UIDAI verifies the OTP value and signs
cryptographic hash of the statement with its private key and
stores the signed hash in resident’s private claims and stores
the statement in plaintext in resident’s public claims section
of PEaFGAC digital access token.

ESP Data

PRUIDAI

::: ::: ::: :::
ESP Private Claims

S KES Pi

Aadhaar No
Resident Consent
IDAS Pi

IDES Pi

AS Pi Transaction ID
ES Pi Transaction ID
::: :::

ESP Public Claims

PRES Pi

PBES Pi

ESP DSC

UIDAI Data

::: ::: ::: :::
UIDAI Private Claims

S KUIDAI

Aadhaar No
Resident Consent
IDAS Pi

IDES Pi

AS Pi Transaction ID
ES Pi Transaction ID
UIDAI Transaction ID
Token ID
Token Expiry Time
eSigns Granted
::: :::

UIDAI Public Claims

PRUIDAI

PBUIDAI

UIDAI DSC

Resident Data
Resident Public Claims

ID, Tag, Purpose, AP, ScopePS1

ID, Tag, Purpose, AP, ScopePS2

ID, Tag, Purpose, AP, ScopePS3

H(PS1)
H(PS2)
H(PS3)

Resident Private Claims

PRUIDAI

Figure 11: Proposed PEaFGAC Token Structure

Figure 12 depicts the sequence and details of communi-
cation messages among participating entities for generation
of a token. First column indicates the message identifier,
second column indicates the participating entities and the
direction of communication and third column indicates what
message is sent and how it is constructed.

Login to ASP

TGM1 R→ AS P

Generate nonce n1Ri

DataR1 = IDRi‖PWRi‖PBBi‖n1Ri

S ignR1 = {H(DataR1)}PRBi

{ loginReq(DataR1, S ignR1) }PBAS Pi

TGM2 R← AS P
DataA1 = CRi ⊕ (n1Ri + 1)
S ignA1 = {H(DataA1)}PRAS P

{ loginRes(DataA1, S ignA1)}PBBi

Generate OTP

TGM3 R→ AS P

Generate nonce n2Ri

DataR2 = AadhaarNoRi‖CRi‖n2Ri

S ignR2 = {H(DataR2)}PRBi

{ getotpAS PReq(DataR2, S ignR2) }PBAS Pi

TGM4 AS P→ ES P

Generate nonce n1AS Pi

DataA1 = AadhaarNoRi‖IDAS Pi‖

LicenseAS Pi‖T IDAS Pi‖n1AS Pi

S ignA1 = {H(DataA1)}PRAS Pi

{ getotpES PReq(DataA1, S ignA1) }PBES Pi

TGM5 ES P← UIDAI

Generate nonce n1ES Pi

DataE1 = AadhaarNoRi‖IDES Pi‖

LicenseES Pi‖T IDES Pi‖n1ES Pi

S ignE1 = {H(DataE1)}PRES Pi

{ getotpReq(DataE1, S ignE1) }PBUIDAI

TGM6 R← UIDAI { OT P }S ecureCellularNetwork

TGM7 ES P← UIDAI

DataU1 = returnS tatus‖T IDES Pi‖

MaskedMobileNo‖(n1ES Pi + 1)
S ignU1 = {H(DataU1)}PRUIDAI

{ getotpRes(DataU1, S ignU1)}PBES Pi

TGM8 ES P← AS P

DataE2 = returnS tatus‖T IDAS Pi‖

MaskedMobileNo‖(n1AS Pi + 1)
S ignE2 = {H(DataE2)}PRES Pi

{ getotpES PRes(DataE2, S ignE2)}PBAS Pi

TGM9 ES P← R

DataA2 = returnS tatus‖
MaskedMobileNo‖(n2Ri + 1)

S ignA2 = {H(DataA2)}PRAS Pi

{ getotpAS PRes(DataA2, S ignA2)}PBBi

Generate Token

TGM10 R→ AS P

Generate nonce n3Ri

DataR3 = CRi‖n3Ri

S ignR3 = {H(DataR3)}PRBi

{ gentokAS PReq(DataR3, S ignR3) }PBAS Pi

TGM11 AS P→ ES P

Generate nonce n2AS Pi

DataA3 = AadhaarNoRi‖IDAS Pi‖LicenseAS Pi‖

T IDAS Pi‖n2AS Pi

S ignA3 = {H(DataA3)}PRAS Pi

{ gentokES PReq(DataA3, S ignA3) }PBES Pi

TGM12 ES P→ UIDAI

Generate nonce n3ES Pi

DataE3 = AadhaarNoRi‖IDES Pi‖

LicenseES Pi‖T IDES Pi‖

n3ES Pi

S ignE3 = {H(DataE3)}PRES Pi

{ gentokUIDAIReq(DataE3, S ignE3) }PBUIDAI

TGM13 UIDAI ← ES P

Generate nonce n1UIDAI

DataU1 = UIDAIRedirectURL
(ForTakingPrivacyS tatements)‖
PBUIDAI‖T IDES Pi‖n1UIDAI

S ignU1 = {H(DataU1)}PRUIDAI

{ genpsUIDAIReq(DataU1, S ignU1) }PBES Pi

TGM14 ES P← AS P

Generate nonce n4ES Pi

DataE4 = UIDAIRedirectURL
(ForTakingPrivacyS tatements)
‖PBUIDAI‖T IDAS Pi‖n4ES Pi

S ignE4 = {H(DataE3)}PRES Pi

{ genpsES PReq(DataE4, S ignE4) }PBAS Pi

TGM15 AS P← R

Generate nonce n4Ri

DataA4 = { Present UIDAIRedirectURL to
Resident which requests him
to provide OT P Value and Privacy
statements‖PBUIDAI‖n4Ri }

S ignA4 = {H(DataA4)}PRAS Pi

{ genpsAS PReq(DataA4, S ignA4) }PBBi

TGM16 R→ UIDAI { PEaFGACPrivacyS tatements }PBUIDAI

PEaFGAC Token Generation Request

TGM17 R→ AS P
DataR4 = CRi‖(n4Ri + 1)
S ignR4 = {H(DataA4)}PRBi

{ genpsAS PRes(DataA4, S ignA4) }PBBi

TGM18 AS P← ES P
DataA5 = (n4ES Pi + 1)
S ignA5 = {H(DataA4)}PRAS Pi

{ genpsES PRes(DataA4, S ignA4) }PBES Pi

TGM19 ES P← UIDAI
DataE5 = (n1UIDAI + 1)
S ignE5 = {H(DataE5)}PRES Pi

{ genpsUIDAIRes(DataE5, S ignE5) }PBUIDAI

TGM20 ES P← UIDAI

Create PEaFGACTokenATRi

DataU2 = ATRi‖(n3ES Pi + 1)
S ignU2 = {H(DataE5)}PRES Pi

{ gentokUIDAIRes(DataE5, S ignE5) }PBUIDAI

TGM21 AS P← ES P
DataE6 = (n2AS Pi + 1)
S ignE6 = {H(DataE5)}PRES Pi

{ gentokES PRes(DataE6, S ignE6) }PBAS Pi

TGM22 R← AS P
DataA5 = (n3Ri + 1)
S ignA5 = {H(DataE5)}PRAS Pi

{ gentokES PRes(DataA5, S ignA5) }PBRi

Figure 12: Proposed PEaFGAC Token Generation protocol
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6.3 Proposed Privacy Aware eSign model us-
ing PEaFGAC statement for eKYC data
and PEaFGAC token

This section presents how PEaFGC statement for eKYC
data and PEaFGAC token can be used to implement Pri-
vacy Aware eSign. It is assumed that PEaFGAC token has
already been generated as explained in section 6.2. It is also
assumed that the communication channel between resident
and ASP is secured using SSL/TLS, between ASP and ESP
is secured using SSL/TLS and between ESP and UIDAI is
secured using dedicated secure leased lines.

Figure 13 depicts the sequence and details of communi-
cation messages transferred in eSign request in case eKYC
needs to be fetched again.

Login to ASP

M1 R→ AS P

Generate nonce n1Ri

DataR1 = IDRi‖PWRi‖PBBi‖n1Ri

S ignR1 = {H(DataR1)}PRBi

{ loginReq(DataR1, S ignR1) }PBAS Pi

M2 R← AS P
DataA1 = CRi ⊕ (n1Ri + 1)
S ignA1 = {H(DataA1)}PRAS P

{ loginRes(DataA1, S ignA1)}PBBi

Initiate eSign request

M3 R→ AS P

Generate nonce n2Ri

DataR2 = Mi‖consentuse ekyc‖

consentgenuse at‖CRi‖n2Ri

S ignR2 = {H(DataR2)}PRBi

{ signdocAS PReq(DataR2, S ignR2) }PBAS Pi

M4 AS P← ES P

Generate nonce n1AS Pi

DataA3 = H(Mi)‖AadhaarNoRi‖IDAS Pi‖

LicenseAS Pi‖T IDAS Pi‖

consentuse ekyc‖consentgenuse at‖

n1AS Pi

S ignA3 = {H(DataA3)}PRAS Pi

{ signdocES PReq(DataA3, S ignA3) }PBES Pi

Retrieve eKYC (reusing access token) and sign document

M5 ES P→ UIDAI

Generate nonce n1ES Pi

I f ATRi is valid use it
DataE5 = ATRi‖H(Mi)‖n1ES Pi

S ignE5 = {H(DataE5)}PRES Pi

{ kycES PReq(DataE5, S ignE5) }PBUIDAI

M6 ES P← UIDAI

Retrieve eKYCES Pi

Retrieve ATRi → UC → AP
Veri f y whether access can be granted
based on above two parameters.
eKYCRi = eKYC o f resident scoped

by ATRi → UC → scope
DataU3 = eKYCRi‖(n1ES Pi + 1)
S ignU3 = {H(DataU3)}PRUIDAI

{ kycES PRes(DataU3, S ignU3) }PBES Pi

M7 AS P← ES P

Generate key pair PBRi PRRi using eKYCRi

S ignChain = { PBRi }PRES Pi
‖

{ PBES Pi }PRCCA

DS CRi Mi = { eKYCRi‖H(Mi) }PRRi
‖

PBRi‖S ignChain
Delete PRRi

DataU2 = DS CRi Mi‖T IDAS Pi‖(n1AS Pi + 1)
S ignU2 = {H(DataU2)}PRES Pi

{ signdocES PRes(DataU2, S ignU2) }PBAS Pi

M8 R← AS P

{Mi}eS ign Ri ES Pi = Mi‖DS CRi Mi

DataA6 = {Mi}eS ign Ri ES Pi‖(n2Ri + 1)
S ignA6 = {H(DataA6)}PRAS Pi

{ signdocAS PRes(DataA6, S ignA6) }PBBi

M9 R↔ R
Veri f y correctness o f eKYC, H(M) and
S ignChain in {Mi}eS ign

Figure 13: Proposed Privacy Aware eSign model

7 Formal Security Analysis of the
proposed model using BAN Logic

This section presents formal security analysis of the pro-
posed scheme using Burrows-Abadi-Needham (BAN) logic

[11]. Because of space limitation, it is assumed that PEaF-
GAC token has already been generated securely.Analysis of
the token generation request can be done similarly.BAN logic
is a well-known model used to find beliefs of participants in
a cryptographic protocol.

Operator Usage Description
P |= X P believes statement X
P C X P sees statement X
P 7 −→ X P controls X
#(X) Message X is fresh

P
K
↔ Q P and Q share key K

K
7→ P P has K as its public key

P
X
⇀↽ Q Formula X is a secret known

only to P and Q
{X}K Formula X is encrypted using K
〈X〉Y Formula X is combined with

formula Y

Figure 14: Fundamental BAN operators

Operator Usage Description
MeS ign R ES P CCA eSign of message M is done by

Resident R through ES P
approved by CCA
MeS ign R ES P CCA

= M‖DS CR M

= M‖{eKYCR‖H(M)}PRR‖

PBR‖S ignChain
= M‖{eKYCR‖H(M)}PRR‖

PBR‖{PBR}PRES P‖

{PBES P}PRCCA

P |= Ei
secure
−−−−→ E j P believes that communication

from entity Ei to E j is secure
P |= Ei

secure
←−−−− E j P believes that communication

from entity E j to Ei is secure
P |= Ei

secure
←−−−→ E j P believes that communication

between entities Ei and E j is
secure in both directions

P |= Ei
ACT Perm
←−−−−−→ E j P believes that entity Ei has

given permission for action
ACT to entity E j

P |= CR { Ei P believes that cookie CR is
associated with logged-in entity Ei

ER |= ER
CER−→IDER
−−−−−−−−→ ER ER believes that it has securely

communicated its identity IDER

to entity ER through cookie CER

Figure 15: Extended BAN operators

The security environment is assumed to be based on
Delev-Yao model in which all messages are communicated
over public channels and an attacker can see, modify, com-
pose and replay messages but cannot break cryptographic
principles. The security environment also assumes that an
attacker can decipher messages if he has a valid decryption
key. Some of the fundamental operators used in BAN logic
are defined in figure 14. An extension to BAN logic, defined
in figure 15 is required to analyse the proposed model.

Rules of Inference
[R1:] Message meaning rules concern the interpretation

of messages. They all derive beliefs about the origin of
messages.
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For shared secrets, the inference rule is

P |= Q
Y
⇀↽ P, P C 〈X〉Y

P |= Q B X

That is, if P believes that the secret Y is shared with Q and
sees 〈X〉Y , then P believes that Q once said X.

[R2:] The nonce-verification rule expresses the check that
a message is recent, and hence, that the sender still believes
in it:

P |= #(X), P |= Q B X
P |= Q |= X

That is, if P believes that X could have been uttered only
recently and that Q once said X, then P believes that Q
believes X.

[R3:] The jurisdiction rule states that if P believes that Q
has jurisdiction over X, then P trusts Q on the truth of X:

P |= Q⇒ X, P |= Q |= X
P |= X

[R4:] The seeing rule states that if a principal sees a for-
mula, then he also sees its components, provided he knows
the necessary keys:

PC(X,Y)
PCX , PC〈X〉Y

PCX , P|=Q
K
↔P(,)PC{X}K

PCX ,

P|=
K
7→P, PC{X}K

PCX , P|=
K
7→P, PC{X}K−1

PCX .

Note that if P sees X and P sees Y it does NOT follow that
P sees (X,Y) since that means that X and Y were uttered at
the same time.

[R5:] The fresh rule states that if one part of the formula is
fresh, then the entire formula must be fresh.

P |= #(X)
P |= #(X,Y)

.

[R6:] The belief rule states that if P believes one part of the
formula, then it also believe part of the formula.

P |= (X,Y)
P |= (X)

.

Extended Rules of Inference

[R7:] If receiver entity ER believes that CR is a
cookie associated with a unique session from resident
R, PBB is public key with browser used by resident R,
PBER is public key of receiver entity ER, nR is a fresh
nonce generated by R, ER receives message of the form
{CommMsgReq(X‖CR‖nR, {H(X‖CR‖nR)}PRBi

) }PBER
, then

ER believes that X is sent by entity R and communication
channel from R to ER is secure and no message is observed,
modified or replayed by an intruder.

ER |=
PBER
7−−−−→ ER,

ER |= CR { S ,
ER |= #nR,
ER |= {{Y}PRR }PBR = Y
ER C { CommMsgReq (

X‖CR‖nR,
{H(X‖CR‖nR)}PRRi

) }PBER

ER |= R
S ecure
−−−−−→ ER,

ER |= R B X

[R8:] If receiver entity ER believes that PBER is pub-
lic key of receiver entity ER, nER is a fresh nonce
generated by ER, ER receives message of the form
{ CommMsgReq (X‖nER , {H(X‖nER )}PRER

) }PBER
, then ER be-

lieves that X is sent by entity ER and communication channel
from ER to ER is secure and no message is observed, modi-
fied or replayed by an intruder.

ER |=
PBER
7−−−−→ ER,

ER |= {{Y}PRER
}PBER

= Y ,
ER |= #nER

ER C { CommMsgReq (
X‖nER ,
{H(X‖nER )}PRER

) }PBER

ER |= ER
S ecure
−−−−−→ ER

ER |= ER B X

[R9:] If receiver entity ER believes that communication
from all possible sender entities ERi to ER (∀i = 1...n) is
secure, then ER believes that communication channel to ER

is secure and no message is observed, modified or replayed
by an intruder.

[R10:] If resident R believes that CR is a cookie associ-
ated with a unique session from resident R, PBER is public
key of entity ER, nR was a fresh nonce generated by R and
used in a previous request call from R to ER, R receives a
message of the form {CommMsgRes(X‖(nR +1), {H(X‖(nR +

1)}PRER
)}PBER

, then ER believes that X is sent by entity R
and communication channel from R to ER is secure and no
message is observed, modified or replayed by an intruder.

[R11:] If sender entity ER believes that PRER is private key
of sender entity ER, PBER is public key of receiver entity ER,
nER was a fresh nonce generated by R and used in a previous
request call from ER to ER, ER receives message of the form
{CommMsgRes (X‖(nER +1), {H(X‖(nER +1)}PRER

)}PBER
, then

ER believes that X is sent by entity ER and communication
channel from ER to ER is secure and no message is observed,
modified or replayed by an intruder.

[R12:] If sender entity ER believes that communication
from all possible receiver entities ERi (∀i = 1...n) is secure,
then ER believes that communication channel to ER is secure
and no message is observed, modified or replayed by an
intruder.

[R13:] An electronic signature (MieS ign) is a valid signature
only when resident verifies that three main parts in signature,
viz., eKYC, H(M) and S ignChain are as expected.
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Assumptions

The protocol makes several assumptions. The assumptions
relevant for the discussion of this paper are listed below.

[A1:] It is assumed that all sessions from all residents Ri

keeps their cookie CRi secret.

[A2-A6:] The scheme makes several assumptions about
public keys. For example, Ri believes that PBAS Pi is public
key of AS Pi. Similar to this, other entities also make similar
assumptions. These assumptions are listed below.

Ri |=
PBAS Pi
7−−−−−→ AS Pi ...(A2)

ES Pi |=
PBAS Pi
7−−−−−→ AS Pi ...(A3)

AS Pi |=
PBES Pi
7−−−−−→ ES Pi ...(A4)

UIDAI |=
PBES Pi
7−−−−−→ ES Pi ...(A5)

ES Pi |=
PBUIDAI
7−−−−−−→ UIDAI ...(A6)

[A7:] AS Pi assumes that all valid cookies CRi

are associated with a valid ongoing session from a
unique valid user Ri already logged in to AS Pi portal.

AS Pi |= CRi { IDRi ∀i = 1..n
[A8-A15:] Ri and AS Pi assumes that all nonce n∗Ri (where
∗ is any integer used in the scheme) are fresh. Similar to
this, other entities also make similar assumptions. These
assumptions are listed below.

Ri |= #n∗Ri ...(A8)
AS Pi |= #n∗Ri ...(A9)
AS Pi |= #n∗AS Pi ...(A10)
ES Pi |= #n∗AS Pi ...(A11)
ES Pi |= #n∗ES Pi ...(A12)
UIDAi |= #n∗ES Pi ...(A13)
UIDAI |= #n∗UIDAI ...(A14)
ES Pi |= #n∗UIDAI ...(A15)

[A16:] It is assumed that when AS Pi receives message
of the form CommMsg(DataA j, S ignA j)PBAS Pi

from ES Pi,
it has verified the validity of data, i.e., {S ignA j}PBES P j

=

H(DataA j). The same assumption is made for all entities
receiving messages of this form.

Goals to be achieved.

Following are the goals which are envisaged to be achieved
by the proposed model.

[G1-G6:] Sender entity must be sure that the data received
by receiver entity is same as what was sent by it and is not
modified, observed or replayed by an intruder after it was
sent by the sender entity. Similarly, receiver entity must
be sure that the data received by it is same as what was
sent by sender entity and is not modified, observed or re-
played by an intruder after it was sent by the sender entity.

AS Pi |= Ri
secure
←−−−→ AS Pi

Ri |= Ri
secure
←−−−→ AS Pi

AS Pi |= AS Pi
secure
←−−−→ ES Pi

ES Pi |= AS Pi
secure
←−−−→ ES Pi

ES Pi |= ES Pi
secure
←−−−→ UIDAI

UIDAI |= ES Pi
secure
←−−−→ UIDAI

[G7:] Resident Ri must be sure that at the end what he
receives is indeed a digital signature on message Mi, signed
by resident’s private key and generated by the genuine ES Pi.
Ri |= MieS ign = MeS ign Ri ES Pi CCA

Idealization

BAN idealization of communication messages in communi-
cation phase is shown in table 1

Table 1: BAN Idealization of Proposed Protocol (Part I: M1-3) and (Part II:
M4-8)

M1 AS Pi C {login (
IDRi‖PWRi‖PBBi‖n1Ri

{H(IDRi‖PWRi‖PBBi‖

n1Ri )}PRBi

)
}PBAS Pi

M2 Ri C {loginRes (
CRi ⊕ (n1Ri + 1)
{H(CRi⊕

(n1Ri + 1))}PRAS Pi

)
}PBBi

M3 AS Pi C {signdocAS PReq (
Mi‖consentuse ekyc‖

consentgenuse at‖CRi‖n2Ri ),
{H(Mi‖consentuse ekyc‖

consentgenuse at‖CRi‖

n2Ri )}PRBi

)
}PBAS Pi

M4 ES Pi C {signdocES PReq (
H(Mi)‖AadhaarNoRi‖

IDAS Pi‖LicenseAS Pi‖

T IDAS Pi‖consentuse ekyc‖

consentgenuse at‖n1AS Pi ,
{ H(H(Mi)‖AadhaarNoRi‖

IDAS Pi‖LicenseAS Pi‖

T IDAS Pi‖

consentuse ekyc‖

consentgenuse at‖

n1AS Pi ) }PRAS Pi

)
}PBES Pi

M5 UIDAI C {kycES PReq (
ATRi‖H(Mi)‖n1ES Pi ,
{H(ATRi‖H(Mi)‖

n1ES Pi )}PRES Pi

)
}PBUIDAI
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M6 ES Pi C {kycES PRes (
eKYCRi‖(n1ES Pi + 1)
{H(eKYCRi‖

(n1ES Pi + 1))}PRUIDAI

}PBES Pi

M7 AS Pi C {signdocES PRes (
{eKYCRi‖H(Mi)}PRRi

‖

PBRi‖{PBRi }PRES Pi
‖

{PBES Pi }PRCCA‖

T IDAS Pi‖(n1AS Pi + 1),
{H(eKYCRi‖H(Mi)}PRRi

‖

PBRi‖{PBRi }PRES Pi
‖

{PBES Pi }PRCCA‖

T IDAS Pi‖

(n1AS Pi + 1))}PRES Pi

)
}PBAS Pi

M8 Ri C {signdocAS PRes (
Mi‖{eKYCRi‖H(Mi)}PRRi

‖PBRi‖{PBRi }PRES Pi
‖

{PBES Pi }PRCCA‖(n2Ri + 1)
{H(Mi‖{eKYCRi‖H(Mi)}PRRi

‖PBRi‖{PBRi }PRES Pi
‖

{PBES Pi }PRCCA‖

(n2Ri + 1))}AS Pi

)
}PBBi

Analysis

[P1-P6:] Using messages M1, M3 and rule R7, it can
be deduced that AS Pi believes that communication
from Ri to AS Pi is secure. Using messages M2, M8
and rule R11, it can be deduced that AS Pi believes
that communication from AS Pi to Ri is secure. From
these two deductions, it can further be deduced that
AS Pi believes that communication between Ri and
AS Pi is secure in both directions.

Using M1, M3, R7, R8,
AS Pi |= Ri

secure
−−−−→ AS Pi (I1)

Using M2, M8, R11,
AS Pi |= Ri

secure
←−−−− AS Pi (I2)

Using I1 and I2,
AS Pi |= Ri

secure
←−−−→ AS Pi (G1 : Proved)

Using M1, M3, R10, R11
AS Pi |= Ri

secure
−−−−→ AS Pi (I3)

Using M2, M8, R8,
AS Pi |= Ri

secure
←−−−− AS Pi (I4)

Using I3 and I4,
AS Pi |= Ri

secure
←−−−→ AS Pi (G2 : Proved)

Using M4, R7,
ES Pi |= AS Pi

secure
−−−−→ ES Pi (I5)

Using M7, R11,
ES Pi |= AS Pi

secure
←−−−− ES Pi (I6)

Using I5 and I6,
ES Pi |= AS Pi

secure
←−−−→ ES Pi (G3 : Proved)

Using M4, R11,
AS Pi |= AS Pi

secure
−−−−→ ES Pi (I7)

Using M7, R8,
AS Pi |= AS Pi

secure
←−−−− ES Pi (I8)

Using I5 and I6,
AS Pi |= AS Pi

secure
←−−−→ ES Pi (G4 : Proved)

Using M5, R7,
UIDAI |= ES Pi

secure
−−−−→ UIDAI (I7)

Using M6, R11,
UIDAI |= ES Pi

secure
←−−−− UIDAI (I8)

Using I7 and I8,
UIDAI |= ES Pi

secure
←−−−→ UIDAI

(G5 : Proved)

Using M5, R11,
ES Pi |= ES Pi

secure
−−−−→ UIDAI (I9)

Using M6, R8,
ES Pi |= ES Pi

secure
←−−−− UIDAI (I0)

Using I9 and I10,
ES Pi |= ES Pi

secure
←−−−→ UIDAI (G6 : Proved)

[P7:] Using message M9 and rule R13, it can be de-
duced that Ri believes that {Mi}eS ign is a valid elec-
tronic signature.

Using M9 and R13,
Ri |= {Mi}eS ign = {Mi}eS ign Ri ES Pi CCA

(G7 : Proved)

8 Conclusion
This work is an extension of the work [4] on enhancing amor-
tized performance of eSign by using digital access tokens
including claims from ESP and UIDAI. In this work, the
digital access token introduced in [4] is extended to include
privacy and fine-grained access control statements for access
to resident’s eKYC data. This enhanced token can be used
by third entities to access the protected eKYC data with
better privacy and fine-grained access control rules enforced
by the resident. A formal security analysis of the proposed
model using BAN logic is also presented.
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Recently, augmented reality (AR) technology has been applied to the inter-
action technology between human and virtual objects. In AR interaction
technology, it is necessary for users to be able to manipulate virtual objects
intuitively. Thus, we focus on manipulating virtual objects directly with the
user’s bare hands in this study. On the other hand, in AR technology, since
the 3-dimensional (3D) model is superimposed on the image of the real
space afterwards, it is always displayed on the front side than the user’s
hand (occlusion problem). Thus, it becomes an unnatural scene in some
cases. In this study, this system detects hand area of the user by extracting
depth information, color information and using canny edge detection in the
user’s hand. Thus, this system performs hidden surface removal along the
area of the user’s hand by considering the object-context relations between
the user’s hand and the virtual object. In the evaluation experiment, it is
confirmed that the hidden surface removal in this study make it possible
to distinguish between finger boundaries and to clarify and process finger
contours. This work is an extension of the paper entitled “Hidden Surface
Processing for Interaction of Hand and Virtual Objects Using Leap Motion
Controller” published in 2018 International Conference on Information
and Communication Technology Robotics (ICT-ROBOT).

1 Introduction

Augmented reality (AR) is used in many fields including
education, medicine and entertainment, and its applications
became widespread [1, 2, 3]. Also, the interaction with the
virtual objects is required in those papers. Therefore, we
think that more precise virtual object manipulations in AR
will be performed in the future.

On the other hand, since hands are our main means of in-
teraction with objects in real life, AR interfaces should also
be able to be for free hand interaction with virtual objects.

Furthermore, it is important to be able to adapt to more
detailed tasks by hand in order to handle a wide range of
fields such as medical care and education.

In the conventional study [4], by putting a marker, a
special glove, etc. on a user, the user’s position information
was acquired and interaction with a virtual object was real-
ized. However, these methods may give the user a sense of
discomfort such as weight due to wearing. Therefore, bare
hand interaction is required.

However, since the 3-dimensional (3D) model displayed

by the AR is superimposed on the image of the real space af-
terwards, the 3D model is always displayed on the front side
and user’s hand is hidden by virtual objects. Thus, the scene
may become an unnatural scene, and the user cannot see
the object-context relations of the virtual object and his/her
hand, and feels that it is difficult to manipulate the virtual
objects.

In the existing study [5], the system used transparent 3D
models and the 3D models followed each fingers of the user
based on the depth information of the user’s hand. In this
way, they performed hidden surface removal and tackled the
occlusion problem. However, since the 3D models which
follow the user’s fingers are larger than the finger, a wider
range than the actual finger was displayed on the front (see
Figure 1). In addition, no description has been given of a
case where there is a multiple virtual objects in the existing
study.

In other related study [6], using the Kinect sensor in
order to obtain depth information of the user, hidden surface
removal was realized when an arm was inserted between
multiple virtual objects. Also, it was the same even when
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it came to deformable virtual object. However, the Kinect
sensor is a sensor that roughly recognizes human motion
and depth information, and the study didn’t focus on the
interaction between hands and virtual objects.

Figure 1: Hidden surface removal in existing study

In this study, we use Leap Motion Controller to acquire
depth information of the user’s hand. Additionally, this sys-
tem acquires RGB (Red, Green and Blue) information from
the web camera. Based on these pieces of information, the
contour of the hand is extracted to realize hidden surface
removal along the contour of the hand.

In this study, we aim to cope with more detailed virtual
object manipulations by conducting hidden surface removal
along the outline of the user’s hand. Moreover, we conduct a
manipulation of grasping a virtual object of primitive model
by hand and confirm whether it works properly.

2 Proposal
In order to conduct hidden surface removal along the contour
of the user’s hand, this system detects hand area of the user
by extracting depth information, color information and edge
detection in the user’s hand.

First, in order to extract hand area, we use the RGB im-
age based on color information. Next, based on the depth
information of the hand, a blue point group is created on
the thumb, and a green point group is created on the other
fingers. These point groups are displayed at their positions
only when the hand is in front of the virtual object. In addi-
tion, the hidden surface removal along the fingers is realized
by using the hand area extracted first and the result of edge
detection. Also, in order to cope with multiple virtual ob-
jects and distinguish the object-context relations of the blue
point group and the green point group, we use the Z-buffer
method.

In this way, when the user’s hand is near from camera
than the virtual object, the user’s hand is correctly displayed
on the front side of the virtual object, and the user can grasp
the anteroposterior relationship between the user’s hand and
the virtual object.

2.1 System Component

This system consists of a Web camera, the Leap Motion Con-
troller, PC and AR marker. In this study, since this system
needs accurate position information of user’s fingers, we use

the Leap Motion Controller that can acquire various data
relating to user’s hand with high accuracy.

The purpose of use of each of the devices shown above
is as follows:

• Web camera: Acquisition of real image and recogni-
tion of marker.

• The Leap Motion Controller: Obtaining 3D coordi-
nates of the user’s fingers.

• Monitor: Video output.

• AR marker: Acquisition of position and tracking of
virtual objects.

The Leap Motion Controller and the webcam both use
camera features, which causes the camera features to in-
terfere with each other. Therefore, this system addresses
this problem by using network programming. This system
acquires data of 3D coordinates of the user’s fingers with
the Leap Motion Controller on the server side. In addition,
this system sends the data to the client side. On the other
hand, this system acquires images with the Web camera, and
conducts image processing and video output using the data
which received from the server side on the client side.

This system controls the position and orientation of the
virtual objects is by recognizing the AR marker. Therefore,
the AR marker needs to be recognized by the web camera.
However, when the user manipulates virtual objects, the AR
marker may be covered by his/her own hand. Therefore, this
system adopts a method of treating Marker A to Marker F
as one marker (see Figure 2). Thus, even when a part of
the marker is covered, the virtual objects can be displayed
properly.

We place the Leap Motion Controller on the position of
Marker B. This system displays the virtual objects on the
position of Marker C and Marker G (see Figure 2).

Figure 2: AR marker

2.2 Development Environment

We use ARToolKit for AR marker recognition and camera
control. And, we develop this system using OpenGL for
displaying virtual objects and OpenCV for various image
processing. Here, the resolution of the camera is 320 × 240
pixels.
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2.3 Flow of Image Processing

The processing flow comprises of several steps as shown
in Figure 3. In Figure 3, the block of light red background
indicates that it is generated image.

Figure 3: Flow of image processing in this system

2.4 Processing of Camera Image

This system gets RGB image with the web camera (see Fig-
ure 4). In this study, in order to use the HSV (Hue, Saturation
and Value) color space often used in the processing of color
images, this system converts RGB images to the HSV color
space.

Figure 4: RGB Image

2.5 Generation of Binary Image

2.5.1 Determination of “skin color”

This system needs to extract the area of skin color for de-
tection of the user’s hand area. At first, this system puts
red point on the finger which are the closest to the camera
(see Figure 5). A certain range is given to the HSV value
obtained from the pixel of that point, and it is defined as
”skin color”.

Figure 5: Red point

Next, this system detects the user’s hand area as binary
images.

The procedure is shown below.

1. Get the 3D coordinates of the proximal phalanx of
the finger which are the closest to the camera with the
Leap Motion Controller.

2. Generate images that red point is plotted around the
acquired position.

3. Obtain the 2D coordinate value of pixel units in the
red point.

4. In Figure 4, this system gets average values of HSV
in the pixel values corresponding to the coordinates
acquired in step 3.

5. Apply an appropriate range to each value of Hue, Sat-
uration, Value and decide it as “skin color”.

2.5.2 Noise removal

The binary image generated by this system contains salt and
pepper noise at first. Therefore, this system conducts erosion
and dilation twice in 8-neighbor in order to remove noise.

However, that alone cannot remove the noise sufficiently
(see Figure 6). This is because, in this method, this sys-
tem has to conduct erosion and dilation multiple times in
order to remove loud noise. However, it needs complicated
calculation.

Therefore, regarding to the loud noise, this system re-
moves the noise in the area of the hand by conducting the
following processing (see Figure 7).

1. Determine white area including red point (which is
put on the finger which is closest to the camera) as
hand area.

2. Fill the inside of the hand area with black and the
outside of the hand area with white.

3. Invert white and black.

In this way, all noise in the hand area is removed (see
Figure 8).

Figure 6: Result image including noise
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Figure 7: Noise removing process

Figure 8: Noise removing

2.6 Generate Image Considering Depth Informa-
tion

This system acquires 3D coordinates of the distal bone, mid-
dle phalanx, basal bone and metacarpal bone of the user’s
hand (see Figure 9) with Leap Motion Controller.

Figure 9: Hand joint

Based on the acquired position information of the fin-

gers, this system generates images plotting blue point group
(following the position of the thumb) and green point group
(following the position of a finger other than the thumb).

Blue point group displays at the positions of each joint of
the thumb when the user’s thumb is front of the back object
(see Figure 10).

Figure 10: Blue point group following the thumb

In addition, green point group displays at the positions
of each joint of the fingers except thumb when the user’s
fingers except thumb are front of the back object (see Figure
11).

Figure 11: Blue point group and green point group following the whole
hand

Furthermore, this system makes it possible to handle mul-
tiple virtual objects of different depths. The object-context
relations between the back virtual object and the hand of the
user is determined depending on whether or not blue point
group and green point group are displayed. On the other
hand, the object-context relations between the virtual object
on the near side and the user’s hand is determined by using
the Z-buffer method. Using the Z-buffer method, when a fin-
ger is positioned behind the virtual object, blue point group
and green point group following the position of the finger
are hidden by the virtual object. In this way, this system can
determine the object-context relations between the user’s
hand and the virtual objects even if there are multiple virtual
objects.

2.7 Generate Images which Always Display The
Hand in Front of Virtual Objects

This system synthesizes the original RGB image (see Figure
12-a) only in the white area in Figure 13 to the image in
Figure 12-b. Thus, this system generates images that the
user’s hand is always displayed on the front of the virtual
object (see Figure 12-c).
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Figure 12: Generation of images which hand is displayed front

Figure 13: Binary image

2.8 Generate Result Images

The area in Figure 12-b corresponding the area of the blue
point group, the green point group and the red point group
(in the case where the position of the proximal phalanges
of thumb is in front of the virtual object) of Figure 14-a are
replaced with the image shown in Figure 14-b (Figure 12-c).
Thus, based on the depth information, this system generates
images that the hand is displayed in front of the virtual object
(see Figure 14-c).

Figure 14: Generation of result images

2.9 Distinction between Fingers Using Canny
Edge Detection

The white area in Figure 13 indicates the hand area. How-
ever, no distinction between fingers is made from this image.

Therefore, if hidden surface removal is conducted based
on this image, even if only the thumb should be subjected
to hidden surface removal like Figure 15, other fingers are
involved and processing is conducted.

Figure 15: Involved other fingers

Therefore, we need edge detection of the user’s thumb
in order to solve this problem.

Edge detection is the name for a set of mathematical
methods which aim at identifying points in a digital im-
age at which the image brightness changes sharply or more
formally, has discontinuities. The point at which image
brightness changes sharply are typically organized into a set
of curved line segments termed as edges.

We need to detect finger edge in order to distinguish
between thumb and other fingers. Furthermore, at the time
of the edge detection, the edge must be one clear line, since
the area of the thumb extracted by edge detection is filled in
the area surrounded by the edges in the later processing.

In this study, we use Canny edge detection algorithm
[7] to find an edge of the user’s thumb. Because it provides
better results and efficiency than other available algorithm
when we want to detect clear edges [8].

Canny edge detector uses two thresholds and if the in-
tensity of that pixel is below that lower threshold than it is
assigned “0” value that can be none edge and if the inten-
sity of any pixel is above that the higher threshold than it is
assigned “1” value and can be edge.

In this study, we distinguish the thumb from the other fin-
gers. In order to detect the thumb, the thumb is surrounded
by an ellipse, and the inner area surrounded by it and the
boundary displayed by edge detection is extracted. The area
is the thumb area (see Figure 16).

Figure 16: Extraction of the thumb area

The following process is conducted to detect the thumb.

1. Get two coordinates of upper left end and lower right
end of blue point group (see Figure 17-a).
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2. Make an ellipse based on a line connecting the two
points (which are the coordinates acquired in step 1).

3. Overlap the ellipse surrounding the thumb on the im-
age generated based on the Canny edge detection (see
Figure 17-b).

4. Fill the area surrounded by the ellipse and the edge
in Figure 17-b which corresponding to the position
including the red point group in Figure 17-a with gray.

5. Regards this gray area as the thumb area.

In this way, this system generates result image (see Fig-
ure 17-c).

Figure 17: Distinction between the thumb and the other fingers

3 Experimental Results
We executed this system to confirmed whether hidden sur-
face removal along the fingers is possible or not.

First, we checked whether this system can cope with
multiple virtual objects. In this system, the object-context
relations between the back virtual object and the hand of
the user is determined depending on whether or not blue
point group and green point group are displayed. In order
to confirm whether this is properly processed, we placed
the virtual object at position C in Figure 2 and performed
manipulation that a user grabs the virtual object. On the
other hand, the object-context relations between the virtual
object on the near side and the user’s hand is determined
by using the Z-buffer method. In order to confirm whether
this is properly processed, we placed the virtual object at
position G in Figure 2 and performed manipulation that a
user grabs the virtual object.

Furthermore, we performed grasping manipulations on
virtual objects of 3D primitive figures from various direc-
tions in order to confirm whether this system is applicable to
virtual objects of various shapes.

3.1 In the case of an object behind

Since only the thumb comes to front side than Marker C, the
blue point group follows only the thumb (see Figure 10) and

draw the thumb properly on the front of the virtual object
(see Figure 18).

Figure 18: Result at the position of C in the AR marker

3.2 In the case of an object in front

This system conducted the hidden surface removal consid-
ering multiple virtual objects by the Z-buffer method. The
blue point group follows only the thumb and the green point
group follows the other fingers (see Figure 11). Besides,
only the point group of the thumb was drawn on the front of
the virtual object by the Z-buffer method. As a result, it was
possible to draw only the thumb on the front (see Figure 19).

The blue point group and green point group in Figure
11 are based on the depth information of the user’s fingers.
Also, the anteroposterior relationship between the blue point
group and the green point group is correctly displayed by the
Z-buffer method. In this way, when the thumb is positioned
behind the other fingers, the green point group is displayed
on the front side of the blue point group.

Figure 19: Result at the position of G in the AR marker

3.3 Various trials

We tested three movement patterns for each 3D objects. Here,
we use cube (see Figure 20), cone (see Figure 21) and torus
(see Figure 22) as 3D primitive objects.

In this section, we display the virtual object at position
B.

Each movement is as follows.

1. Grip the virtual object from the side.

2. Grip the virtual object from the top.

3. Grip the virtual object while the user’s thumb is be-
hind the other fingers.

The results are shown below. Here, “Grip the virtual
object from the side”, “Grip the virtual object from the side”,
and “Grip the virtual object from the side” in order from the
left in Figure 20 - Figure 22.
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Figure 20: Cube

Figure 21: Cone

Figure 22: Torus

4 Consideration
We confirmed that this system can perform correctly hidden
surface removal even when a user manipulates multiple vir-
tual objects by Z-buffer method from the experiment result.
In addition, we also confirmed that this system is effective
for virtual objects of various shapes.

The distinction between the virtual object and the user’s
hand was not clear when using the Z-buffer method when
considering the depth between the virtual object and the
user’s hand. Therefore, if there is only one virtual object or
if the depth coordinates of the virtual objects are all at the
same position, it is better to have blue point group follow
the thumb of the user only than to have blue point group and
green point group follow the palm of the user’s hand.

Regarding gripping the virtual object from the side (see
Figure 20), it was confirmed that the hidden surface removal
was accurately distinguished without involving a nearby fin-
ger.

Regarding gripping the virtual object from the top (see
Figure 21), sometimes the hidden surface removal of the
base of the thumb did not work well, and a virtual object was
displayed superimposed on the thumb. This is because the
area of the thumb extracted by the Canny method is smaller
than the area of the real thumb.

Regarding gripping the virtual object while the user’s
thumb is behind the other fingers (see Figure 22), it was con-
firmed that the hidden surface removal was properly treated
even when the fingers other than the thumb were on the near
side. This is an effect of the present system because the
determination of the skin color is conducted on the foremost
finger. Also, at this time, since the blue point group is moved
to the back from the green point group, processing such as
the Canny method for the thumb is ignored.

5 Conclusion
The future of AR as interaction technology in users and
virtual objects looks bright. In recent years, AR has been
applied to a wide range of fields such as education, medicine,
entertainment and a guide for various tasks. Among them,
the user directly manipulates virtual objects with their bare
hands. In the future, we expect further development of
interaction manipulation, and more detailed virtual object
manipulation will be required.

Thus, we proposed and implemented hidden surface re-
moval along the fingers, aiming at being able to apply to
more detailed works about interaction manipulation in AR.
In this study, we paid attention to detection the contour of
the hand to realize hidden surface removal along the user’s
fingers. In this system, processing based on hand depth infor-
mation, color information and edge detection is conducted
to detect hand contours.

As for edge detection, the Canny method was used to
reduce noise and obtain a clear contour. By these processes,
appropriate hidden surface removal was realized without
involving other fingers.

In the evaluation experiment, it was shown that it can
cope with multiple virtual objects. In addition, we tested
various grip methods for virtual objects of various shapes,
and showed that they manipulate normally.

As future works, since the generation of binary images
is not stable at the time of skin color detection, it needs
the solution. Moreover, since the contour of the thumb is
interrupted at the time of the Canny edge detection, it needs
to set more appropriate threshold in Canny edge detection.

References
[1] Kangdon Lee, “Augmented Reality in Education and Training”,

TechTrends, vol.56, no.2, pp.13-21, 2012.

[2] Carmigniani J, Furht B, Anisetti M, Ceravolo P, Damiani E, Ivkovic
M, “Augmented reality technologies, systems and applications”, Mul-
timedia Tools and Applications 51:341-77, 2011.

[3] Abdelkader Bellarbi, Christophe Domingues, Samir Otmane, Samir
Benbelkacem and Alain Dinis, “Underwater augmented reality game
using the DOLPHYN”, Proceedings of the 18th ACM symposium on
Virtual reality software and technology, ACM, 2012.

[4] Buchmann V, Violich S, Billinghurst M, Cockburn A. “FingARtips –
Gesture Based Direct Manipulation in Augmented Reality”, 2nd inter-
national conference on computer graphics and interactive techniques,
ACM Press, pp.212–221

[5] R. Katahira, M. Soga. “Development and Evaluation of a System
for AR enabling Realistic Display of Gripping Motions using Leap
Motion Controller”, Procedia Computer Science 60:1595–1603, 2015.
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Peer-to-peer (P2P) energy trading is a mechanism that allows people to share
locally the energy they have generated from distributed renewable resources (DER),
to generate profit form the unused resources and to reduce the cost for electricity
for the household and in the community itself. This calls for the design of new
energy markets, accompanied with the development of comprehensive exchange
strategies, which reflect both the consumer?s preferences and the heterogeneity
of the renewable sources. The paper presents a study of the behavior patterns
of individual prosumers using bidding strategies based on the State-of-Charge
of the battery and two different pricing algorithm, one with fixed prices and one
based on the battery price of each standalone system as well as the effect such
patterns have on a local energy market with solar panels, fuels cells and batteries.
The evaluation is achieved by the use of a prototype based on the Open Energy
Systems (OES), a community in Okinawa, Japan, made of 19 interconnected houses
with residential storage, photovoltaic cells and AC grid connection. In order
to simulate heterogeneity, a fuel cell, modeled after Ene-Farm, is added to the
original configuration. Each house has a power flow management system, which
uses a priority-based algorithm to maintain demand-response efficiency, capable
of scheduling the operating hours of the available fuels cells. The energy market
is based on Zaraba, a continuous double auction algorithm used by the Japanese
Stock Exchange, in which prosumer can bid for a desired amount and price of
electricity for a 30-minutes time slot in the future The preliminary numerical
evaluation is based on the results from several simulations using different versions
of the bidding agent.

1 Introduction

This paper is written as an extension of the work titled
“Energy exchange strategy for local energy markets with
heterogeneous renewable sources”, presented at the 2018
IEEE International Conference on Environment and Electri-
cal Engineering and 2018 Industrial and Commercial Power
Systems [1] in Palermo, Italy.

In the recent years a huge surge in the usage of renew-
ables worldwide [2]. The growth of the solar photovoltaic
capacity installations in particular is remarkable, nearly dou-
ble those of wind power and adding more net capacity than
coal, natural gas and nuclear power combined. This trend
can be seen not only on global scale since the dropping
prices for energy storage and Feed-In Tariffs(FIT) [3] has
led to an increase in the adoption of solar energy by in-
dividual consumers. Additionally, the efforts of countries

like Japan, have contributed to the improvement of the effi-
ciency and reducing of the cost for Distributed Renewable
Resources (DER), making on-site energy sources such as
fuel cells more popular with consumers [4]. However, the
current centralized nature of both the grid infrastructure and
the electricity markets is preventing residential customers
from participating and taking full advantage of cheaper re-
newables. The successful implementation of blockchain
technology for peer-to-peer (P2P) trading in the Brooklyn
Microgrid [5], has not only led to a surge in the adoption of
the technology in the development of local energy markets
but to new and innovative approach towards designing such
markets. Still the increased heterogeneity of the microgrids
as well as the needs of the individual prosumers are yet to
be addressed.

The paper [1], on which the research presented here is
based, studied the impact of introducing a new power source,
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in this case a hydrogen fuel cells, on already existing on
a local energy market with renewables and batteries. The
prototype, used for the analysis was built upon and exist-
ing system, the Open Energy Systems (OES) [6], operating
it real world microgrid in Okinawa, Japan. OES consists
of 19 autonomous subsystems, equipped with photovoltaic
cells, energy storage and loads and interconnected via DC
power bus. The system, currently used by the OES micro-
grid, has a well-defined exchange algorithm [7], designed
to enable energy exchanges between all of the connected
subsystems. However, no financial rewards are attributed to
the prosumers and the energy is essentially exchanged for
free.

The subsequently developed prototype aimed to change
that by developing a market-based trading platform which
can provide financial incentives for trading and thus enabling
all the prosumers to be active participants in the local energy
market and to make better use of the generated renewable
energy. Such approach contributes to the an increase in the
self-sufficiency and the sustainability of the community it-
self and expands the possibility for developing decentralized
energy market to reflect on the decentralized nature of the
P2P exchange. Usually trading platforms require the sub-
mission of an order bid, using an internal bidding strategy,
which may or may not be fully matched, or be matched
only partially, with someone else?s bid using a perviously
agreed matching method. The matching can be done cen-
trally by aggregating all requests, determining a common
market clearing price (MCP) in order to maximize trading
volume for a given timeslot. Another approach is to use
auctions, a method often used for trading goods, mainly
non-fungible goods e.g. E-bay. Continuous or real-time
trading, characteristic for spot markets, is used in this proto-
type as it provides both speed and liquidity. The bids, used
here, require for the desired amount and price of the energy
for exchange to be set in advance. Both parameters are de-
termined by the individual prosumer’s exchange strategy,
which is based on the State of Charge (SoC) of the available
battery. A version of the algorithm was already in operation
in the OES system, proving to be working well for the for
subsystems with solar panels and batteries. In order to fur-
ther test the SoC-based exchange strategy, a hydrogen fuel
cell was added to the original configuration of the subsys-
tems in simulated environment. The fuel cell came to the
attention of the authors, due to it rising popularity among
Japanese households. Unlike the the fluctuating output of
the solar panels, it provides stable generation level which
coupled with well devised prediction of consumption pat-
terns can contribute to the building of off-grid communities,
completely self-sufficient and independent from the utility
grid.

The study presented 2018 IEEE EEEIC and I&CPS
showed the broader effects of the SoC-based exchange strat-
egy have on a community with heterogeneous power sources
and the strategy itself has a very simplistic pricing algo-
rithm which didn’t account for the actual price of the energy
being exchanged. As a result, a new pricing method was
added, based on the price of the energy, stored in the bat-
tery of each individual subsystem. This paper presents a
quantitive evaluation of the effects of this change on the de-
veloped market as well as on the behavior of predetermined

prosumers’ groups, created based on the daily consump-
tion average. Examining more detailed behavioral patterns
allows for better understanding of each prosumer’s needs
which can enhanced the development of more customized
bidding strategies. Moreover, it opens the possibilities to
design a more diverse community, where each standalone
system can use different set of power sources, to serve as
testing environment in order to achieve more realistic results.

The evaluation, presented in this paper, is based on a
study of the effects of SoC-based bidding strategy with sim-
ple pricing algorithm and pricing algorithm based on the
current price of the energy, contained in the battery of each
standalone subsystem, on the local market and on the indi-
vidual prosumer. It is achiebed by comparing the results,
obtained by the simulation with the OES community, with
the two bidding strategies. Furthermore, the presented strate-
gies are evaluated in the context of a single member of a
prosumers’ group to better understand how changes in the
bidding system can affect the individual prosumer.

Section 2 of this paper introduces the basic concepts
used in the development of the solution and provides a look
into the current state of P2P energy trading and existing
blockchain based markets. Section 3 gives a more detailed
information about the observed community and the selected
prosumers’ groups. Section 4 provides an overview of the
prototype’s design and the concrete implementation which is
used for the quantitative evaluation. Finally, Section 5 will
focus on the analysis of the simulations’ results followed by
final remarks and discussion of future works.

2 Research background
This paragraph will introduce existing solutions for energy
exchange between interconnected subsystems. Many studies
focus on the exchange strategies between interconnected
microgrids and the main grid. The research, presented by
Asimakopoulou [8], suggests a Leader-Follower strategy for
energy management of Multi-Microgrids, achieved with the
use of bilateral contracts between microgrids and a large
production unit. Wang [9] proposes a control strategy for
networked microgrids and distribution systems. Other au-
thors such as Matamoros and Gregoratti [10, 11] has focused
on developing an optimization framework for a distributed
energy trading algorithm between islanded microgrids. They
were also among the first researchers to give a solution for
direct trading between microgrids although due to the lack
of clear separation between the microgrids’ internal power
management strategy and their exchange strategy the pro-
posed system didn’t offer many possibilities of implementing
self-interest-based internal strategies.

Such opportunity was offered by Wang [12, 13, 14] who
proposed a two-layered optimization method that separates
internal and external strategy and helps avoiding undesired
power injections and reduces peak consumption. This pro-
posal creates new opportunities for collabotation between
self-interest microgrids. Other papers [16, 17] prefer the use
of Game Theory for the trading algorithm, while Nunna [18]
came up with an multi-agent approach for power trading
between microgrids using demand-response and distributed
storage.

www.astesj.com 367

http://www.astesj.com


B. Spasova et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 366-379 (2019)

Dimeas’ paper [19] proposed a multiagent system (MAS)
approach, that allows independent agents,Buyers and Sell-
ers, to submit Bids for EnergyPackages according to Grid-
Prices. Other papers also discussed this kind of ap-
proaches [20, 21, 22] but mainly from a theoretical point of
view without physical prototype.

Starting with Nakamoto’s white paper on Bitcoin [23],
Blockchain has received both academic and industry interest
for being the first scalable method to successfully decentral-
ize P2P exchanges. It can be applied not only for cryptocur-
rencies, but also for various other use cases as for instance
in the energy sector, notably the here-addressed P2P energy
trading [24]. Using Blockchain for trading was first address
by Transactive Grid Project [25] which demonstrated the
concept of the Brooklyn Microgrid [26], [5]. Later many
projects such as Grid+ [25], NRGCoin [27], Bankymoon,
Daisee, D3A and Energo Labs [28] followed but so far few
pilots and prototypes are completed and the one that are
focus more on developing functioning energy market from
the perspective of retailers and producers and not from the
customer’s perspective.

As stated in previous works [1], a prototype, following
the Wang’s approach was developed, which focuses on de-
veloping a platform for trading between members of one
microgrid. The base concept design allows in the future to
expand the market by trading with neighbouring microgrids
as well. For research purposes, a prototype was developed,
having explicit separation between the internal strategy for
energy management and the trading algorithm, defined in
the external strategy built-in in its base design. Such divi-
sion aims to address both the lack of incentive and the deci-
sion coupling issue which is particularly affects cases where
blockchain is used without separating external and internal
logic beforehand. The systems aims to create environment
where different energy exchange strategies can be used to
better reflect the different targets set by prosumers when
using renewable energy. The internal strategy, is tasked with
managing the demand-response efficiency of each subsystem
and with evaluating the system needs for buying and selling
energy, implemented by the priority-based internal agent and
the bidding agent, respectfully. The external strategy is the
software implementation of the local energy market, used in
this study.

Moreover, unlike the other studies, introduced in the
paragraph, this research focuses on the small prosumers and
aims to create local energy market where each player can
use a customized bidding strategy that is best suited to their
needs. In order to achieve that, a better understanding of
the behavior of different types of prosumers is needed. This
paper deepens the study of the market by observing the ef-
fects a small change in the bidding strategy can have on the
individual prosumer.

3 Application in real world micro-
grid

This section will provide more detailed information on the
real world microgrid, used for the evaluation and on the
prosumers’ groups, designed based on the recorded con-
sumption data in the microgrid for the year 2015.

3.1 Microgrid Architecture

The OES is a bottom-up, distributed electric power system
that mainly uses renewable energy sources. It presents an
alternative way of exchanging energy in-between energy sub-
systems in order to manage energy fluctuations within the
community. Supply and demand are balanced autonomously
without impacting the utility grid and thus energy autonomy
is increased with minimal infrastructure costs. The concept
and feasibility of OES have been demonstrated in a decen-
tralized, peer-to-peer microgrid in Okinawa, Japan. The mi-
crogrid has been operating there since late 2014 and consists
of 19 houses, each equipped with their own subsystem with
photovoltaic cells, residential energy storage in a form of 4.8
kWh batteries, dc nanogrid and loads. All the subsystems
are connected via dedicated, shared DC power bus as well as
communication line which allows energy exchanges within
the community. The subsystem use a direct current (DC)
procedure for exchange, combined with pure peer-to-peer
(P2P) communication infrastructure and exchange algorithm
[7]. All the houses also have connection to the utility (AC)
grid, which can be used as an auxiliary power supply when
no other energy supply is available. Bidirectional dc-dc con-
verters are used as an interface between subsystems: they
allow for an effective control of the power flow and can be
used as an abstraction of the internal subsystem design. This
way, dc power can be exchanged within a community to help
balancing demand-response requirements without requiring
global knowledge or control.

In order to test the system capabilities in simulated en-
vironment with heterogeneous power sources, a fuel cell is
added to the to the configuration of each standalone subsys-
tem. The fuel cell, used here is largely based on Ene-Farm, a
hydrogen fuel cell for home use, that has been gaining popu-
larity in Japan. Ene-Farm is an energy system that can extract
hydrogen from natural gas, usually supplied though under-
ground pipes in most major cities in Japan, or propane gas
(LPG), usually supplied to a residence via external tanks part
of the building design. The hydrogen is then used in combi-
nation with ambient oxygen to generate electrical power and
at the same time to capture the residual heat which in turn is
used to heat up water. Ene-Farm was chosen here for both
its wide spread use and its high efficiency ratio.

The extended topology of the observed microgrid, very
similar to the real world one, can be seen on Figure 1.

Figure 1: Sample subsystem configuration and general microgrid architec-
ture of the chosen microgrid
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3.2 Prosumers’ groups in the OES community

During the process of design and development of the proto-
type the daily consumption of all 19 members of the OES
community for the entire year of 2015 was examined in de-
tailed. Furthermore the solar generation patterns we also
mapped for the same period of time. Based on the analysis,
the OES consumers were divided into three main groups,
defined by their individual average daily consumption for
the observed period, using the generated output from the fuel
cell and the solar panels patters a baseline indicator. The
groups are as follows:

1. Group 1: High consumers, with observed daily aver-
age consumption of more than 700 watts;

2. Group 2: Average consumers, with daily average con-
sumption in the range of 350 to 700 watts;

3. Group 3: Low consumers, with daily average con-
sumption of less than 350 watts.

Figure 2: OES prosumers distribution, based on their consumption

Figure 2, shows that more than 50% of the consumers in
the OES community are in the second category, a trend that
remained unchanged for the entire year 2015. Moreover, no
noticeable changes in the members of Group 2 was observed
throughout the year. One notable exception was registered
in April 2015 when a user moved from Group 3 to Group 1
due customers moving into previously uninhabited house.

Dividing the community into categories, based on such a
crucial factor as consumption, helps further the understand-
ing of the community and the prosumers themselves because
it provides an effective way to analyze the behavior of dif-
ferent types of consumer since members of one category
tend to exhibit similar behavior within an acceptable margin
of error. That will allow for the development of different
strategies aimed to satisfy the needs of variety of customers.

4 Prototype design and implementa-
tion

The prototype, presented here, is developed based on the
Open Energy Systems (OES), a real world microgrid operat-
ing in Okinawa, Japan. This section will provide an overview

of the basic premises and concrete algorithms used in the
development of the proposed solution.

4.1 Design assumptions and limitations

During the development of the prototype, presented here,
several simplification were incorporated in the design. The
following paragraph focuses only on the ones that have ma-
jor implication for the research, subject of this paper. For
more detailed list, please refer to the cited paper [1].

1. No losses, including conversion and transmission
losses, are taken into account during the powerflow
management;

2. Projected transmission losses, however, are taken into
consideration in the pricing algorithm;

3. Initial investment in the renewable source is disre-
garded when calculating the energy price;

4. Each subsystem is equipped battery, used for absorb-
ing imbalances in the network;

5. The price of the battery is calculated for ∀t ∈ T ,
where T is time series.

6. The price of the battery is calculated as a sum of the
amount charged in the battery from each power source
multiplied by the predefined energy price of the source
and then divided by the current amount of energy in
the battery. The formula can be seen bellow.

bp =

∑
i∈N PSamount

i,t ∗ PSprice
i

currentcapacity
∀t ∈ T (1)

7. Users are charged when storing energy in the battery,
not when discharging the stored energy for the con-
sumption

8. It is presumed that the data, provided by the power
meters and the controllers, can be trusted;

9. The DC line capacity is set as 2.5 kw for all subsys-
tems;

10. Japanese yen is selected as main currency for all the
financial transactions, due to the microgrid location;

11. The battery is charged solely from the renewable
sources;

12. There is no Feed-in to the utility grid

4.2 Prototype design

The following paragraphs will give a short description of
the internal and externals strategies, focusing on the bidding
component of the former. For more information about the
chosen algorithms, please refer to the cited paper [1].
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4.2.1 Internal strategy

The internal strategy, used in this paper, is tasked with man-
aging the demand-response efficiency of each subsystem
and with evaluating the system needs for buying and selling
energy. It is comprised of two main components: priority-
based agent and bidding agent, each implementing different
side of the internal agent. They are designed to work in-
dependently using only the same data in order to increase
encapsulation. More information about the basis of the algo-
rithms cam be found in the paragraphs bellow.

Priority-based internal agent: The internal agent is re-
sponsible for scheduling the power flows to and from the
modules, configured for each individual subsystem. It is
designed for standalone house equipped with residential stor-
age, energy sources and loads. The fundamental premise
built into the design of the system is inherent flexibility when
it comes to changing the number and types of the installed
power sources. Essentially the system allows for various
sources such as photovoltaic and fuel cells, wind turbines,
standard electricity grid, etc. to be added to the configura-
tion at any moment, given that each source is a assigned a
priority level, a parameter used to control when it is going
to be used, and a price for electricity for kWh. The priority
is normally determined by factors such as energy price and
cost for curtailment. In the current system the priority is set
as follows: fuel cell output; solar generation; battery; utility
grid. In this case power sources with what is considered
an expensive curtailment, like fuel cells, are given higher
priority in order to fully utilize their generation even though
the cost for electricity for other sources such as solar tends
to be much lower. Once the priority is defined, the algo-
rithms uses it to satisfy the demand-response requirements
by accessing the available energy from each source until the
demand is satisfied. If after using all the power from the
renewables, the demand is still not satisfied, the system gets
the remaining necessary power from the AC grid. If there is
still available renewable energy after the demand-response
requirements are satisfied, it is charged to the battery if there
is enough capacity, the remaining energy is curtailed. As it
can be seen, in this system, the battery plays a dual role as
both a power source and a load. The role of the agent is to
maintain internal power balance at any moment:

Pbatt
i,t =

∞∑
n=1

Pps
n,i,t + Pac

i,t + Ptrade
i,t − Pload

i,t ∀t ∈ T , i ∈ Z (2)

Figure 3: Scheduling conditions and simplified workflow of the internal
agent.

Following the research presented in previous works [1]
a scheduling component was added to the functionality of
the internal agent. This software module is tasked with
scheduling the operating hours of power sources with con-
stant output like a fuel cell. The module analyzes the future
energy requirements and gives command to shut down or
turn on the fuel cell. Fuel cells of the Ene-Farm type require
30 minutes to stop and start operation therefore the default
conditions are set based on the solar generation output and
the SoC of the battery to take into account the future state of
the system.

Figure 3 shows the basic workflow of the priority-based
internal agent with the defined configuration. As shown the
fuel cell is scheduled to shut down when the SoC of the
battery is higher that 80%, which is more than enough to
satisfy any upcoming changes in the consumption and to
reduce to risk of curtailment from this power source. Even
if the SoC is lower, if there is an observed spike in the so-
lar generation, the fuel cell also turn off to enable the solar
generation to be fully absorbed by the battery, thus utilizing
better the generation and lowering the bidding price. In the
opposite scenario, the fuel cell is scheduled to resume op-
erations, when the SoC falls under 20% in order to prevent
the activation of the connection to the utility grid, which has
much higher price than the fuel cell generation. For the same
reasons, the fuel cell turns on, when there is a decline in solar
generation whether due to reduced solar radiation caused by
weather conditions or during nightfall. This conditions help
reduce the electricity cost for the household by decreasing
the reliance on the utility grid.

Bidding agent: The bidding agent is a module that is in-
stalled together with the internal agent and is tasked with
generating a sell or buy bid for the next timeslot and dispatch-
ing it for matching. Each bid consists of desired amount of
electricity for a certain price for kWh. The amount is de-
termined based on a detailed analysis of the status of each
subsystem which includes the number and type of config-
ured power sources, e.g. batteries, PV, fuel cell, etc., and
current consumption and generation patterns. This is then
used by a pricing function to determine the future need for
electricity and is reflected in the bids that follow.

The bidding strategy, subject to evaluation of this paper,
uses the State-of-charge (SoC) of the installed battery to pre-
dict the amount of electricity that will be needed for the next
30-minute timeslot but with two different pricing algorithms.
The base amount, seen in Figure 4a,b, refers to the minimum
amount of electricity available for exchange, calculated as
a function of the DC line capacity and the trading timeslot
duration to avoid line congestion.

In the case of the previously used bidding strategy, the
prices are fixed based on the prices for the electricity, paid
by the customer, as seen on Figure 4a. It is assumed that
the lower the SoC level, the more inclined is the prosumer
to buy electricity. Since all systems are connected to the
AC-grid, the highest price for the electricity in the market
was designed to always be less than the price of the grid.
Similarly, there is a higher incentive to sell the generated
renewable energy when the battery is getting full. The price
in this case is set as a minimum price at which electricity can
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be sold while still generating profit. This pricing, although
well designed for the original OES configuration, is not as
effective in the presence of a stable power source such as
fuel cell, because of the difference in the price for energy,
generated from the solar panels and from Ene-Farm.

Figure 4: Bidding prices and amounts for State of Charge (SoC)-based
bidding strategy with simple pricing algorithm(a) and pricing algorithm
based on battery price (b).

The new pricing algorithm, shown on Figure 4b, takes
into account the price of the electricity, currently stored
in each individual subsystem, noted as bp in the table. It
currently affects only the sell bid with the price similarly
decreasing with the increased incentive to sell. The percent-
age is based on a projected transmission loss of nearly 15%
which in the case of the studied community is paid by the
Seller.

4.2.2 External Strategy:

The external strategy represents the software implementation
of the local energy market, used in this study. At the core of
the market is the matching algorithm, a simplified version
of the Zaraba method, which is a continuous double auc-
tion algorithm used by the Japanese Stock Exchange. The
trading is done in real time, with multiple sell and buy bids
received for the duration of each 30-minute timeslot. They
are match on on first-come first-served basis with the most
beneficial counter bid being chosen each time as a counter-
part. At the end of the timeslot the agreed deals are sent to
the internal agent to execute the physical exchange and all
the unmatched bids are invalidated.

Since the DC losses are neglected, we assume that the
sum of all energy trading must be equal to zero:∑

i∈Z

Ptrade
i,t = 0 ∀t ∈ T (3)

4.2.3 Virtual Wallet:

In order to keep an accurate record of all financial transac-
tion, including detailed information about the used energy
from the renewable sources and from the grid, cost of the
energy charged to batter and cost/revenue from the energy
trading, each subsystem has a virtual wallet. The data, kept
in the wallet, is accessible via simple user interface which
provides basic analysis and monthly reports.

5 Simulation Setup and Results
For numeric evaluation purposes, this study uses the results
of multiple simulations, obtained using prototype, compar-
atively similar to the OES Simulator [7], written in Python
3.6. The prototype provides a software approximation of
the internal power flow of each system and of the commu-
nity. All the implemented algorithms are consistent with
the descriptions given in the previous section and in other
works [1]. The following subsection will display the gen-
eral configuration of studied subsystems, the data, provide
information of the scope of the data used as an input for the
simulator and will discuss the results of the performed tests.

5.1 Input Data and Configuration

In order to further the research, shown in previous works [1],
the simulation uses the same dataset for the consumption
and solar radiation, recorded for 19 houses, part of OES
in Okinawa, Japan, in the duration of year 2015 with 10
minutes granularity. The bidding is done for a 30-minutes
timeslot in the future, which amounts in total to 48 trading
timeslots per day.

Each subsystem in the community has the following
configuration of modules:

1. Solar panels with average area of 20 m2, with esti-
mated panel yield of 19% and 75% performance ratio.
Since the initial investment is not taken into consider-
ation in the estimate, the price for solar energy is set
to 0 yen for kWh.

2. Fuel cell with factory output of 700 watts and pre-
defined price for electricity of14 yen for kWh, based
solely on the price of the fuel used, since the initial
investment is also disregarded during calculations.

3. Utility grid, used as an auxiliary power source with
no power limitations. The price for electricity is con-
sidered 30 yen for kWh, which is an approximation of
the real price of the electricity in Japan. This is neces-
sary due to the varying prices for different regions as
well as different usage categories.

4. Battery with capacity of 4.8kWh, charged at 50% with
energy price of 10 yen for kWh, used only in the first
iteration of the algorithm. For the remaining of the
simulation, it is calculated in the beginning of each
iteration, how much energy was charge it in the previ-
ous cycle and from which renewable source.

5. Wallet with 100,000 Japanese yen available.
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5.2 Results

In order to evaluate the added functionality presented in this
paper, two simulations are performed, each using different
bidding strategies as listed below:

1. SoC-based bidding strategy, described in the cited
paper [1].

2. SoC-based bidding strategy with pricing algorithm
based on the battery price of each standalone system,
presented in this paper.

All simulations are performed using a only selected po-
tion from the available dataset with length of 1 calendar
month, in this case August 2015. To simplify the visual-
ization of the results, only one week, from August 2nd to
August 9th, is taken for the analysis of the whole market.
That particular week is chosen because of the variety of
weather conditions that occurred during that period. The
selected timeframe consisting of several sunny days and two
partially cloudy day is chosen. In order to better study the
behavior pattern of the individual participants, only data
from 1 day, August 5th 2015, with daily generation close to
the month’s average is examined.

5.2.1 Community overview

This section will provide a detailed analysis of the effects
of the new bidding strategy on the entire community before
focusing on selected members of the predefined prosumers’
groups. The second portion of the analysis can be seen in the
next section. Detailed analysis of the results of the simula-
tions showed 55% decrease in the number of deals with the
new bidding strategy. This is due to less available matches
in the preferable price range of the prosumers which makes
them less willing to either sell or buy energy if it is not bene-
ficial for them. This has had an effect on the market price as
well as seen on Figure 5.

Fig. 5b shows that the pricing algorithm, has led to pre-
dictable patterns for market price, with stable peaks that
indicate higher prices in comparison with the case of fixed
pricing, Fig. 5a. Most influenced by the new pricing algo-
rithm are the high consumers which show 10% decrease in
energy spending. Average consumers and low consumers
with daily average consumption more than 100 watts spent
7% less for electricity for the same period of time while
systems with daily average consumption of less than 100
watts registers a surplus increase of 10%.

Despite the lower number of deals, there has been ob-
served in 10% increase in the utilization of solar generation
due to a drop in the consumption of electricity from the AC
grid. The numbers are based on the numeric evaluation of the
results though a slight reduction the curtailment peaks can
be seen on Figure 6. The increase is due to more customized
bidding strategy and shows that better focus on customers’
energy requirements and implementing them into individual
bidding strategy can be used as a foundation for building
self-sustainable community. There is no visible curve for
the Fuel cell curtailment since it remains 0 for the entire
period due to the efficiency of the scheduling component of
the internal agent.

Figure 5: Market price within a community, comprised of standalone houses
with solar panels and fuel cells, SoC-based bidding strategy with fixed pric-
ing(a) and SoC-based bidding strategy with pricing algorithm based on the
battery price (b)

5.2.2 Analysis of individual prosumers from the predefined
groups

The analysis of a selected members of the groups, described
above, provides a deeper understanding of the results shown
above. Consumers of all groups showed slight in the usage
of the energy stored in their battery which is a contributing
factor for the slight decrease in the solar curtailment.

For a Group 1 consumer the increase has led to lowering
the usage of the AC grid, shown on Fig. 7, while for con-
sumer from Groups 2 and 3, the difference is compensated
by using less electricity directly from the Fuel cell, shown
on Fig. 8 and Fig. 9 respectively. The solar usage remained
unchanged. Since solar energy is considerable cheaper than
the one from AC or Fuel cell it can be considered as a factor
in the general lowering of the energy cost.

Deeper analysis of the sources of energy for the battery
further shows that the new pricing algorithm has contributed
to the higher utilization of the solar energy. Although the
results shows very little change for customers of Group 1,
Fig. 10, in the case of customers from both Group 2 and
3, Fig. 11 and Fig. 12 respectively, shows increased charg-
ing from the solar generation while the no energy has been
bought from the market. That scenario shows better man-
agement of the energy and of the trading which is more
consistent with the system requirement of this two types
of consumers since both should have enough energy so be
entirely self-sufficient and participate in the market only to
sell their excess energy. The graph of the energy exchanged
through the DC bus gives even better idea of what is hap-
pening. As we can see on Fig. 14 for customers of Group 2
and Fig. 15 for customers of Group 3, there is a distinctive
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Figure 6: Average curtailment in community, comprised of standalone houses with solar panels and fuel cells, SoC-based bidding strategy with fixed
pricing(a) and SoC-based bidding strategy with pricing algorithm based on the battery price (b)

Figure 7: Energy usage by power sources for Group 1 consumer that use SoC-based bidding strategy with fixed pricing(a) and SoC-based bidding strategy
with pricing algorithm based on the battery price (b)
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Figure 8: Energy usage by power sources for Group 2 consumer that use SoC-based bidding strategy with fixed pricing(a) and SoC-based bidding strategy
with pricing algorithm based on the battery price (b)

Figure 9: Energy usage by power sources for Group 3 consumer that use SoC-based bidding strategy with fixed pricing(a) and SoC-based bidding strategy
with pricing algorithm based on the battery price (b)
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Figure 10: Energy charged to the battery by power sources for Group 1 consumer that use SoC-based bidding strategy with fixed pricing(a) and SoC-based
bidding strategy with pricing algorithm based on the battery price (b)

Figure 11: Energy charged to the battery by power sources for Group 2 consumer that use SoC-based bidding strategy with fixed pricing(a) and SoC-based
bidding strategy with pricing algorithm based on the battery price (b)
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Figure 12: Energy charged to the battery by power sources for Group 3 consumer that use SoC-based bidding strategy with fixed pricing(a) and SoC-based
bidding strategy with pricing algorithm based on the battery price (b)

Figure 13: Deals distribution for Group 1 consumer using SoC-based bidding strategy with fixed pricing(a) and SoC-based bidding strategy with pricing
algorithm based on the battery price (b)
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Figure 14: Deals distribution for Group 2 consumer using SoC-based bidding strategy with fixed pricing(a) and SoC-based bidding strategy with pricing
algorithm based on the battery price (b)

Figure 15: Deals distribution for Group 3 consumer using SoC-based bidding strategy with fixed pricing(a) and SoC-based bidding strategy with pricing
algorithm based on the battery price (b)
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lack of spikes that indicate buy deals, which shows that in
the case of the simple SoC strategy we have moments early
morning and late evening where prosumers with enough
energy are forced to buy from other prosumers electricity
on higher prices because they have previously sold their for
lower price. Reversed pattern can be observed for customers
of Group 1, Fig. 13, because their have electricity demand
that on average exceeds their generation by 50% so they
should not be selling energy in those periods of time as well.

Although the effects on the community are only marginal,
the new pricing method had shown significant shift in the
patters of all of the observed individual customers. Further
customization can provide better results and can make the
prosumers more competitive in the market but in the context
of their individual needs.

6 Conclusion
This study shows the impact of enhanced pricing algorithm,
which accounts for the price of the electricity contained in
the battery of standalone systems, part of a local energy mar-
ket with renewables and batteries. The evaluation is done by
analyzing the results, generated by a prototype with the use
of real data from a full-scale microgrid in Okinawa, Japan.
The microgrid represents a community of 19 houses each
equipped with residential storage, photovoltaic cells, fuel
cell and AC grid connection. All the houses are connected
via dedicated, shared DC power bus which allows them to
exchange energy with their neighbors. A continuous double-
auction algorithm, used by the Japanese Stock exchange, is
used for the implementation of the trading platform. Each
house can bid on the local market, using a State-of-Charge
based bidding strategy. Similar to previous works [1], some
simplifications were taken during the development of the
simulation platform, including neglecting all losses and ig-
noring the price of the energy, stored in the battery when
calculating the desired exchange price. The effects of the
incorporation of the losses in the algorithm are yet to be
studied but it is expected that such change will cause an
increase in the market price. The topic is currently being
investigated and will be a subject to future works.

This paper focuses on studying how including the bat-
tery price in the pricing algorithm affects different types of
consumers and the community as a whole. The results show
that increasing the customization leads to higher utilization
of the renewables and further reduces the cost of electricity
for consumers with daily average consumption higher than
100 wats. Since this was achieved with customizing a single
parameter, it is the opinion of the authors that further analy-
sis of the behavior of the individual system is need in order
to create bidding strategy, tailored to each prosumer. It is
the opinion of the authors that a well design exchange strat-
egy should allow for the customers to set individual goals
such as maximizing profit, maintaining independence from
the utility grid, reducing energy waste, etc. It should imple-
ment a prediction algorithm which accounts for consumption
and generations patterns and include weather predictions for
better evaluation of the energy needs. Furthermore, with
the wide spread of renewables and distributed renewable
resources (DER), more diverse communities are likely to

appear so further tests in the community with standalone
systems with various configuration power sources can serve
as a testing environment to achieve more realistic results.
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 Although social media is used by an ever-increasing number of businesses, its benefits have 
not yet been fully exploited. Social media analytics tools can prove helpful in this regard, 
since they comprise a unique information source for business intelligence. As the social 
media environment rapidly evolves, various social media analytics tools are emerging. This 
research examines the usefulness of social media analytics tools for assessing corporate 
websites and Facebook pages. Two social media analytics tools, Website Grader and 
LikeAlyzer, are selected to evaluate the wine industry in Greece and Germany. A 
comparative study of the two countries is subsequently presented. The paper suggests that 
researchers and practitioners can easily use these analytics tools to acquire valuable 
quantitative data for a fast, effective and efficient assessment of corporate websites and 
Facebook pages and thus improve their social media usage. The results show that the two 
countries present similarities, but there is great potential for improvement in their use of 
social media.  
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1. Introduction  

Digital marketing is transforming the very nature of business 
through the implementation of digital technologies which serve the 
marketing goals of businesses. Digital marketing is classified into 
various categories, including search engine marketing (e.g. Bing, 
Google), influencer marketing, social media (SM) marketing, 
online display advertising, mobile marketing, affiliate marketing 
(e.g. Amazon), email marketing, and content marketing. 

SM marketing provides an innovative way of communicating 
with the public, attracting new and maintaining old customers, 
improving customer relationships, creating brand awareness, 
increasing market share and return of investment, gaining business 
revenue from sales, and engaging more customers in charities, 
corporate social responsibility activities and other issues [1]. 
Nowadays, more firms are gradually adopting SM, for example, 
YouTube, Twitter, Pinterest, Google+, Facebook, Instagram, and 
Flicker, setting aside their initial doubts regarding their 
effectiveness [2].  

As the digital environment evolves, SM hold a substantial 
position in the next generation business intelligence platform. 

Effective SM use can have a decisive impact on a digital marketing 
campaign [3]. Thus, more and more SM analytics tools are 
emerging. Understanding SM usage in the context of digital 
marketing through analytics tools is critical for both academic and 
business communities. These tools have become a unique 
information source for assessing a business’s presence in the SM 
environment as they collect, monitor, analyze, summarize and 
visualize a vast amount of SM data [4]. However, businesses from 
various sectors, including the food and beverage industry, have not 
yet exploited the full potential of these tools. 

Wine may be considered a social product, as it is included in 
the top eight product categories involved in discussions over the 
internet. Thus, the internet provides an ideal medium for wine 
promotion and sale. Surveys have shown that in comparison to 
many other consumer products, wine appears more often as a 
search engine keyword [5]. In the past wine consumers sought 
information from specialized magazines, books, and newsletters. 
Lately more and more consumers are consulting SM connoisseurs, 
sommeliers and the wine-loving audience in order to help them 
decide on a satisfactory wine purchase. On the other hand, 
businesses have a lot to gain from the feedback provided by 
customers through SM. Professionals in the wine industry are 
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trying to understand consumer behavior and preferences through 
the opinions and criticism diffused through various SM [6]. 

Today competition in the wine market is at its highest level to 
date. Around the world the vineyard surface area covers 7.4 million 
hectares and the production of wine has reached 292.3 million 
hectoliters. The exact number of wine producers cannot be safely 
estimated since, in addition to professional winemakers, there are 
hobbyists, family micro-businesses and single producers. In 2018 
Italy, France and Spain were the dominant global wine exporters. 
Specifically, in terms of volume Spain is the largest exporter and 
the three countries together represent half of the world market. In 
terms of value, France – maintaining a successful strategy for high 
quality products – is the leader; France and Italy together hold a 
share of the global market of approximately 30% [7].  

However, this intense competition requires new strategies 
which go beyond the production of high quality wine, leading 
wineries to strive for differentiation [8]. Towards this end, SM 
have succeeded the geographic decoupling of wine customers and 
wineries affecting data collection and sharing, communication, and 
the overall wine purchasing experience.  

Despite the significant impact of SM on wine customers and 
winery businesses [9, 10] digital marketing for wine is still 
complex [11]. Wineries are increasingly adopting SM [12] but at a 
slow pace, as most lack the knowledge to incorporate and exploit 
SM effectively in their marketing strategy [13-16]. A study of 
Italian wineries has shown that it is principally large wineries with 
a number of employees with SM knowledge and skills that are 
highly motivated for adopting SM [17]. 

The current study aims to shed light on the usefulness of SM 
analytics tools for helping businesses to evaluate SM usage, plan 
their SM efforts and revise them regularly. It focuses on the wine 
industry in Greece and Germany. Two freely available online tools 
are used to extract useful data for both countries. The German 
market holds the largest share of wine imports in Europe, 
becoming a target for wine exporting countries, such as Greece. In 
addition, Greek wine exporters are trying to become more active 
in the German market [18].  

The article is structured as follows. We begin with a discussion 
of SM analytics tools. We then outline the methods and tools used 
for assessing German and Greek wineries’ websites and Facebook 
pages. The SM analytics tools, Website Grader and LikeAlyzer, 
are selected as these offer an accurate/comprehensive and quick 
assessment. Next, we present the evaluation for the two countries 
– 105 Greek and 100 German wineries. Finally, we provide the 
survey results and draw some conclusions. 

2. SM Marketing 

SM regard communication means among people, allowing 
content to be created and shared in the digital networking 
environment [19]. SM can be described as an online platform for 
participation, discussion, and sharing; its use encourages the 
exchange and diffusion of opinion and information among users 
[20]. [21] argues that the revolutionary role of content publishers 
provided to SM users contributes to a democratization of 
information. Although SM comprise sources of information, they 
also provide social and emotional support, as within the SM 
context there is emphasis on the interaction rather than on the 

content itself [22, 23]. [24] distinguishes five main categories of 
SM: collaborative projects (e.g. Wikipedia); social networking 
sites (e.g. Facebook); content communities (e.g. YouTube, 
Pinterest, and Flickr); blogs (e.g. Blogger, Tumblr, and Twitter); 
and virtual worlds (e.g. Second Life). SM reflect daily life 
discussions, occurring at work or at home, at a restaurant or 
supermarket, which travel far away from the place they happen and 
are communicated to the public through the digital world [25]. 
According to the definition by [26], SM can be considered an 
interactive dialogue. This “dialogue is often triggered by 
consumers/businesses and/or products/services that circulate 
among them to set in motion a revealing communication on 
promotional information, so that it allows learning from one 
another’s use and experiences, eventually benefitting all of the 
involved parties” [p. 290]. 

While for individuals SM serve as a means of communication 
for users with similar interests, businesses can leverage user 
conversations about their products, services and brand, and engage 
in discussions for using the relevant information to make better 
business decisions [27]. [28] designates SM marketing as an 
interdisciplinary and interoperable concept that uses SM to achieve 
business aims by adding value for the parties involved. [29] defines 
it as the use of SM technologies (e.g. Web 2.0, Web 3.0) and 
software for creation, communication, delivery and sharing of 
offers that have value for business owners.  

SM marketing focuses on producing attractive content for 
customers and promoting the use and sharing of this content 
through the various social networks they follow. In this way 
“word-of-mouth" marketing is practiced, establishing a strong 
relationship between consumers and products, with a limited cost 
for businesses [5]. Although the general public uses SM primarily 
to develop social contacts rather than for shopping, the success of 
SM marketing is based on a more indirect approach. More 
specifically, instead of offering products for sale, the company 
encourages members of a community to discuss and disseminate 
the use and benefits of these products [30]. Several businesses try 
to exploit consumers’ opinions expressed through SM by 
involving them in product design choices [31] using SM analytics 
tools. In light of this, a significant number of data services, 
platforms and tools have been developed [32]. Some of the most 
popular examples are: Buffer, Hootsuite, Google Analytics, 
Talkwalker, TapInfluence, Brand24, Klear, Keyhol, Quintly, IBM 
Watson Personality analytics, BuzzSumo, Funnel.io, 
nTuitive.social, Sprinklr, Website Grader, MeetEdgar, MavSocial, 
ZohoSocial, Lithium, Social report, SumAll, Social Mention, Cyfe, 
Sendible, Eclincher, SproutSocial, AgoraPulse, Bit.ly, Everypost, 
Socedo, Socialoomph, and Fanpage Karma. However, there are 
also analytics tools for specific SM, for example weepi, 
Followerwonk, Postchup, Twitonomy and Tweetdeck for Twitter; 
Komfo, Sociograph.io, LikeAlyzer and AdΕspresso for Facebook; 
Owlmetrics, Storyheap and SocialDrift for Instagram; and 
ViralWoot and Tailwind for Pinterest. Table 1 presents a literature 
review of the use of SM analytics in various business sectors. The 
review was based on the Google Scholar search engine.  

3. Methods and Tools 

The approach used for the evaluation of the corporate wineries’ 
websites and their Facebook pages can be analyzed in three phases: 
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Table 1. Social media analytics tools review 
Social Media 
Analytics Tools Paper Sector 

Facebook: 
Sociograph.io 

[33] Traded firms 

[34] Radiology 

LikeAlyzer [35] Hotel 
[36] Tourism 

Pinterest: 
ViralWoot  

[37] Academic libraries 

[38] Data management & analytics 
of big data 

Twitter: 
Followerwonk 

[39] Most influential emergency 
physicians  

[40] Hospital pharmacy 

Twitonomy [41] Communication tool in 
congress 

[42] SM marketing 
All SM 
  
Hootsuite 

[43] SM marketing 

Google Analytics 

[44] Usability of e-commerce sites 

[45] Libraries  

[46] Tourism 

Talkwalker 
[47] Business and market research  

[48] Fashion 

Brand24 [49] Start-up companies 

Quintly [50] Tourism  

BuzzSumo 
[51] Health 

[52] SM marketing in higher 
education institutions  

Website Grader 
[53] Website evaluation tools 
[54] Universities’ websites  

MavSocial [55] Tourism  

SumAll [56] Engaging library users  

Social Mention 
[48] Fashion 

[57] SM networking 

Sendible [58] SM management tools 

[59] SM marketing 

AgoraPulse [60] Fitness 

Fanpage Karma 

[61] Brand communication 

[62] SM marketing 

[63] Wine tourism 

• Determination of the sample of winery businesses. 

• Selection of appropriate SM analytics tools for assessing 
websites and Facebook pages. 

• Data collection and analysis. 

The survey was conducted in 2019 and the sample for Greek 
and German wineries was identified through the Google search 
engine. For the Greek market the keywords used were: “winery”, 
“retail sale winery”, “Greek winery”, “wine”, “wine trade”, 
“winemaking”, “wine in Greece”. For the German market the 
keywords used were: “Wein”, “Weingut”, “Deutscher Wein”, 
“Wein Online-Shop”, “German wineries”, and “German wines”. 
105 Greek and 100 German wineries were identified, which have 
a corporate website and/or a Facebook page.  

The selection of the appropriate SM analytics tools was based 
on the aforementioned literature review (Table 1) and free online 
availability of tools. Website Grader (website.grader.com) was 
selected for corporate websites and the LikeAlyzer 
(likealyzer.com) was selected for Facebook pages [35, 54, 64-67]. 

Website Grader is a comparative online tool, which evaluates 
a website based on a standard rating (from 0 to 100) in relation to 
other sites. The rating indicates whether the website works well for 
the company and helps to improve website quality. More 
specifically, the features that Website Grader evaluates are: 

• Performance: evaluates the overall appearance of a website, 
the size of web pages and its speed. Performance is 
probably one of the most important features, as it is 
associated with the visitor's first impression and experience 
of the website. This can help increase the visibility and 
impact of the business. The value of this feature ranges 
from 0 to 30. The performance feature includes the 
following characteristics: page size, page requests, page 
speed, browser cashing, page redirects, compression, and 
render blocking. 

• Mobile readiness: refers to the capacity to view the website 
on any mobile device, for example smart phones, in terms 
of response and viewer settings. As a large portion of the 
purchasing community visits pages and makes extensive 
use of the internet and SM from their mobile device, the 
flexibility of a website to work efficiently on these devices 
is important. Its value ranges from 0 to 30. Responsiveness 
and viewport are the characteristics included in this feature. 

• Search Engine Optimization (SEO): relates to the ranking 
of the website by search engine users. The short title of a 
website, short descriptions and keywords can help improve 
the rankings. Its value ranges from 0 to 30. The SEO feature 
includes the following characteristics: page titles, sitemap, 
headings, and meta description. 

• Security: checks the existence of a security certificate, such 
as a Secure Sockets Layer (SSL), for ensuring security and 
authentication of information submission. The value of this 
feature ranges from 0 to 10.  

The LikeAlyzer tool was selected for the evaluation of wineries’ 
Facebook pages. It is a popular analysis tool [66], which provides 
monitoring and feedback on an organization’s Facebook presence 
and impact, allowing the comparison and exploration of Facebook 
potential. More specifically, it assesses any Facebook page, 
provides suggestions for improvement and compares it with other 
Facebook pages. The features that the LikeAlyzer evaluates are the 
following: 

• Frontpage: refers to the visitor’s first impression of the 
page. This includes information about the business, for 
example, about, username, profile picture and cover photo, 
and call to action. 

• About: regards more detailed business information, such as 
milestones, contact information, location and products. 

• Activity: concerns the activity of the page and how often it 
occurs. It evaluates the number of pages liked, native 
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Facebook videos, the number of posts per day, and the 
average post length. 

• Response: refers to the response to visitors, either through 
comments on posts or through personal messages. It 
evaluates whether visitors can post. 

• Engagement: evaluates visitors’ activity on the page, and 
some features that can only be accessed by the page 
developer. The number of people who have interacted with 
the page and the total page likes are measured.   

It is worth noting that LikeAlyzer does not provide an 
overall score, but each feature is graded from 0 to 100%. 

4. Results 

4.1. The Greek Case 

Europe is a leader in global wine exports. In Greece the 
importance of the winemaking sector is reflected in its potential for 
promoting traditional products abroad [18]. As one of Greece’s 
main export products, wine comprises more than 50% of the total 
export value of the Greek beverage industry. Fragmentation of 
domestic production and the large number of businesses that are 
exclusively active in winemaking, mainly small and medium sized 
companies, are the main characteristics of the sector [3]. There are 
also large wineries with extensive distribution networks 
throughout Greece, which are responsible for a significant 
proportion of wine production. Moreover, although the Greek 
economic crisis has resulted in a decrease in demand, recently it 
has generated an increased interest in non-bottled wines [68]. 

Of the 105 Greek wineries in the sample, 86% have a corporate 
website for promoting and advertising their products/services, 72% 
support a Facebook page, 37% use Instagram, 38% use Twitter, 17% 
use YouTube, and 10% use Pinterest. This leads to the conclusion 
that Greek wineries use and trust SM, and especially Facebook, 
Instagram and Twitter, for marketing activities [3]. It is evident 
that Greek wineries have turned to the digital environment for 
success in the market. The wine industry has been among the 
slowest to adopt SM [69]. As regards the year the winery 
established its internet presence, 24% established between 1999 
and 2005, 22% between 2006 and 2011, while 54% between 2012 
and 2018. Turning to the languages supported by corporate 
websites, 82% are both in Greek and English and 18% only in 
Greek, indicating that the majority are interested in export 
activities.  

Greek winery websites were evaluated with Website Grader. 
The overall mean score was 66.42%. The overall mean score for 
each of the Website Grader features is: (a) performance: 19.45/30; 
(b) mobile readiness: 23.62/30; (c) SEO: 17.06/30 and (d) security: 
6.12/10. Figure 1 shows the scores of performance characteristics 
of a Greek winery website.  

Figure 2 shows the overall recommendations of the Website 
Grader tool for the improvement of the particular website. The 
recommendations refer only to performance and SEO features, 
which scored lower than satisfactory values. 

 
Figure 1. Website Grader Results for performance characteristics of a Greek 

winery website 

 
Figure 2. Website Grader recommendations for performance and SEO 

characteristics of a Greek winery website 

Next, the results from the LikeAlyzer evaluation are presented. 
The Frontpage feature mean score for the sample is 97% and is 
analyzed according to the following attributes: 

• Profile picture and cover photo: 92.81% of the wineries use a 
profile picture/cover photo in their profile. 

• Username: 93.75% use a shortened page address to promote 
their business more easily. 

• About: 89.06% provide information about the page and what 
someone can expect when starting to follow the page. 

• Call to Action: 100% use “Call to Action” buttons (e.g. 
“Message Now”, “Call Now”, “Sign Up Now”, “Shop Now”) to 
support interaction with users and promote the business’ main 
objectives. 

The About feature mean score is 72% and is analyzed 
according to the following attributes: 

• Milestones: only 3.13% use milestones to tell the story of 
their business. 

• Contact information: 64.06% of all contact information 
(telephone, email, website) is provided on the Facebook page. The 
percentage is quite low compared to the usefulness and 
convenience of this information for users. In addition, the lack of 
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such information has a negative impact on the reliability and safety 
of the page.  

• Location: 70.31% provide the location of their headquarters. 

• Products: 26.56% promote their products on their page. 

The Activity feature mean score is 54% and is analyzed 
according to the following attributes: 

• Posts per day: 0.24 are the daily posts made by businesses, 
which needs improvement to enhance user engagement. 

• Average post length: 192.88 characters is the average length 
of the posts, which can be improved as it has been noted that posts 
with 40-100 characters generate more user engagement. 

• Pages liked: 42.06 is the average number of “Likes” made by 
the businesses in the sample to other businesses. Increasing this 
average will positively affect the cross-sector dialogue and interest, 
as well as the overall engagement. 

• Native Facebook videos: 1.56 is the average number of videos 
published. Given that video is considered the most engaging 
format on Facebook, this feature needs to be improved.  

The Engagement feature mean score is 3% and is analyzed 
according to the following attributes: 

• People talking about this: on average 163 users accessed the 
page or interacted with its content within the past week. 

• Total page likes: 5,840 is the average number of “Likes” by 
users per business. A larger number of likes corresponds to the 
business’ wider reach.  

The Response feature mean score is 85% and is analyzed 
according to the following attribute: 

• Users can post: 52.38% of businesses offer their users the 
option of posting on their page. 

4.2. The German Case 
German businesses have a long history in the wine sector. For 

the last forty years Germany has been a leader in global wine 
imports. Most of the Greek wine imports are made by Germany. 
Despite the maturity of the German wine sector, it is currently 
undergoing structural changes. In the near future it is expected that 
expenditure for marketing will increase, as consumer habits 
change and new marketing approaches and channels (e.g. blogs 
and electronic auctions) are required on the basis of a strategic path 
for sustainability [71,72]. The German Wine Institute, which 
comprises the country’s wine industry marketing organization for 
the generic promotion of German wines domestically and abroad, 
already uses SM tools, including Twitter, Instagram, YouTube and 
Facebook [73].  

In 2012 German wineries’ SM usage was explored in two 
research studies [6, 74]. In [6], a sample of 321 German wineries 
was studied to identify winemakers' SM preference. Facebook was 
found in this study to be German winemakers’ favorite platform. 
In [74] the SM usage of German wineries and its impact on a 
sample of Facebook and non-Facebook users was assessed. The 
turnover of purchases of Facebook users was higher than that of 
non-users as they are interested in sales offers from wineries they 
support through SM. 87% of the sample purchased wine from a 

specific winery and 15% purchased wine from this winery on a 
regular basis. 

All 100 German wineries have a corporate website and 53% 
also have a Facebook page. Concerning the year the winery 
established its internet presence, 61% established between 1998 
and 2005, 15% between 2006 and 2011, and 24% in 2018. As 
regards the languages supported by corporate websites, 29% are 
only in German, 71% are available both in German and English, 
and 7% support a third language.  

Data collected from the German wineries indicate that they 
engage in SM marketing practices to a high degree. Regarding SM 
usage, 96% of wineries use Facebook, 28% use Instagram, 8% use 
Twitter, and 1% use YouTube and Pinterest. 

German winery websites were evaluated with Website Grader, 
achieving an overall mean score of 70.58%. Specifically, the 
scores for each feature are presented as follows: (a) performance: 
scores reached an average of 23.61/30; (b) mobile readiness: 
23.27/30; (c) SEO: 16.79/30; and (d) security: 7.65/10.  

Next, the results from the LikeAlyzer evaluation are presented. 
The Frontpage feature mean score of the sample is 94.30% and is 
analyzed according to the following attributes: 

• Profile picture and cover photo: 86.79% of the wineries use a 
profile picture/cover photo in their profile. 

• Username: 94.34% use a shortened page address. 

• About: 81.13% provide information about the page. 

• Call to Action: 100% use “Call to Action” buttons. 

The About feature mean score is 82.90% and is analyzed 
according to the following attributes: 

• Milestones: only 9.43% use milestones. 

• Contact information: 85% of all contact information is 
provided on the Facebook page.   The percentage is not extremely 
high, offering scope for improvement for the German wineries. 

• Location: 90.56% provide the location. 

• Products: 9.43% promote their product, showing low 
exploitation of Facebook for promotion. 

The Activity feature mean score is 42.50% and is analyzed 
according to the following attributes: 

• Posts per day: 0.09 are the daily posts. 

• Average post length: 186.74 characters is the average text size 
of the posts. 

• Pages liked: 28.91 is the average number of “Likes”. 

• Native Facebook videos: 0.91 is the average number of videos 
published.  

The Engagement feature mean score is 3% and is analyzed 
according to the following attributes: 

• People talking about this: on average 70 people have 
interacted with a page. 

• Total page likes: 4,515 is the average “Likes” made by users 
per business.  

http://www.astesj.com/


C. Costopoulou et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 380-387 (2019) 

www.astesj.com     385 

The Response feature mean score is 90.56% and is analyzed 
according to the following attribute: 

• Users can post: 90.56% of businesses allow users to post on 
their page.  

In the following figures an example of a German winery 
assessed with LikeAlyzer is presented. Figure 3 presents the 
overall impression of the Facebook page, and Figures 4 and 5 show 
the assessment of Frontpage and Activity features respectively. 

 
Figure 3. Overview of the Facebook page of a German winery assessed by 

LikeAlyzer 

 
Figure 4. Frontpage feature assessment by LikeAlyzer 

 
Figure 5. Activity feature assessment by LikeAlyzer 

4.3. Discussion 
 
The assessment results of the Greek and German wine industry 

using Website Grade and LikeAlyzer tools are presented in Table 
2. According to the Website Grader evaluation, the performance 
rating for Greece is 19.45 out of 30, and for Germany 23.61. This 
slight difference in performance of German corporate websites 
shows that they create a better first impression and experience for 
users. However, Greek winery websites enrich their content with 
many images and videos in addition to a standard description of 
their products, which significantly reduces their speed. Regarding 

mobile readiness, Greek and German websites have similar scores, 
though flexibility and responsiveness for mobile devices have to 
be further improved. Moreover, according to [4], 60% of users are 
unlikely to return to a website with accessibility problems from a 
mobile device, while 40% of users choose to visit a competitor's 
site. It is therefore essential for winery websites to offer customers 
an optimized experience for their smart phones and tablets. SEO 
was 17.06 for Greek wineries and 16.79 for German. Greece seems 
to be ranked more highly when customers search through a search 
engine. As regards security, Greek websites scored 6.12, while 
German websites are ahead with a score of 7.65. Security seems to 
be moderate for both countries; Greek websites in particular need 
immediate improvement with the implementation of security 
protocols such as SSL.  
Table 2. Greek and German winery assessment results from Website Grader and 

LikeAlyzer 

Features Countries 
Greece Germany 

Website Grader  
Overall 66.42 % 70.58 % 
Performance 19.45/30 23.61/30 
Mobile readiness 23.62/30 23.27/30 
SEO 17.06/30 16.79/30 
Security 6.12/10 7.65/10 
LikeAlyzer 
Frontpage 97.00 94.30 
About 72.00 82.90 
Activity 54.00 42.50 
Engagement 3.00 3.00 
Response 85.00 90.56 

 

Well-designed corporate websites provoke customers’ 
emotional reactions while browsing [76]. From the study of 
German and Greek wineries’ corporate websites, there is an overall 
impression that the website design presents some differentiation. 
In particular, Greek wineries’ homepages have rich, impressive 
and colorful photos with people celebrating food and wine, 
experiences from product use, and information on the winery’s 
history, showing a better understanding of how to project 
customers’ ideal experience. In contrast, the appearance of 
German wineries’ websites is less meticulous, generating less 
positive or even negative comments/impressions among users [3]. 
A German study conducted in 2016 showed that websites with 
large-sized, high-quality photos of joyful people or inspired 
moments, such as a panoramic view of the vineyard, can 
potentially create an emotional impact on users/customers [75]. 
Customers’ emotional influence and engagement can be taken 
forward when wineries try to tell their own business story, 
allowing customers to get to know the winemakers better and 
identifying similar values that connect them. 

Our research also provides data on extroversion to foreign 
customers. Specifically, 83% of Greek wineries and 71% of 
German wineries provide their websites in at least two languages. 
This indicates that Greece constitutes a dynamic player in wine 
exports and endeavors to develop its export activities further, and 
highlights Germany’s position as the largest importer of wine.  

The LikeAlyzer evaluation shows that Greek and German 
winery Facebook pages are in general terms at similar levels. 
However, both countries have prospects for further improvement. 
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Regarding the Frontpage feature that shapes visitors’ first 
impressions, Greece’s score of 97% is higher than Germany’s 
score of approximately 94%. Concerning the About feature, 
German pages provide a satisfactory amount of business 
information. However, it is worth mentioning that Greek wineries  
exploit Facebook more effectively than Germany by providing 
more product information. The Activity feature scores are low for 
both countries although Greek pages have more posts per day, 
pages liked and native videos. The Engagement feature has the 
same score (3%) for both countries since only Facebook page 
administrators have access to the specialized data. Finally, 
Germany scores more highly for Response, showing that German 
wineries allow more user interaction.     

5. Conclusions 

Enterprises recognize the value of SM analytics in innovation 
and product development, and customer service operations and 
strategy. Social media analytics are recently used by business 
managers and professionals.  

SM analytics are easier to use than traditional media analysis 
and can provide a fast, effective and efficient assessment of 
corporate websites and Facebook pages. This is verified by the 
current research. Two freely available SM analytics tools were 
used to assess the corporate websites and Facebook pages of the 
winery industry in Greece and Germany. Few studies to date have 
focused on the implementation of SM analytics in the food and 
beverage industry. In this research the use of such tools has proved 
easy and effective, providing specialized data which can offer 
valuable insights into the wine industry in both countries. The 
websites of German wineries are of higher quality – from a 
technical perspective – than those of Greek wineries. However, the 
latter have a stronger Facebook presence. This can be explained by 
the overall attitude of Greek internet users and businesses towards 
SM usage. According to the Digital Economy and Society Index 
2019 [77], the percentage of internet users that uses SM is 73%, 
57% and 65% for Greece, Germany and the European Union 
respectively; the percentage of businesses that uses SM is 21%, 16% 
and 21% for Greece, Germany and European Union respectively. 

The key contribution of this paper lies in the use of simple 
standard analytics to help winery managers and practitioners to 
plan their SM efforts and revise them regularly, using inexpensive 
open source tools. A limitation of this paper regards the exclusive 
focus on Facebook. Assessing the overall SM strategy of wineries 
requires the study of other SM, for example, Pinterest, Instagram, 
and Twitter. Such platforms can have additional potential for 
online visibility and direct sales by linking to corporate websites 
or electronic shops [75]. Future work will focus on the use of free 
SM analytics tools for Twitter and Instagram for retrieving data 
that can be used to build an overall assessment of the wine industry, 
as well as other food and beverage sectors. It is expected that this 
research will give researchers and practitioners an assessment of 
the wine industry and motivate them to use SM analytics tools to 
improve digital marketing strategies in the wine and other 
industries, for example, tourism, health and entertainment. This in 
turn can help to create a roadmap for exploitation of SM benefits. 

References 

[1] L. Weber, Marketing to the social web: How digital customer communities 
build your business. John Wiley & Sons, 2009. 

[2] M. Armara, Digital Marketing: the effectiveness of advertising through Social 
Media. Master Thesis. University of Piraeus, Department of Industrial 
Management and Technology, 2015. 

[3] C. Costopoulou, M. Ntaliani, F. Ntalianis, “Social Media in Greek and 
German Wineries' Websites” in 2018 9th International Conference on 
Information, Intelligence, Systems and Applications (IISA), Zakynthos, 
Greece, 2018. https://ieeexplore.ieee.org/abstract/document/8633596 

[4] D. Zeng, H. Chen, R. Lusch, S. H. Li, “Social media analytics and intelligence” 
IEEE Intelligent Systems, 25(6), 13-16, 2010. 

[5] I. Fabiatou, “Greek and German Wineries’ Websites”, B.Sc. Thesis, 
Supervisor: C. Costopoulou, Dept. of Agricultural Economics and 
Development, Agricultural University of Athens, 2018.  

[6] G. Szolnoki, H. Dieter, “Online, face-to-face and telephone surveys-
Comparing different sampling methods in wine consumer research” Wine 
Economics and Policy, 2(2), 57-66, 2013. 
https://doi.org/10.1016/j.wep.2013.10.001 

[7] OIV, Organization Internationale de la Vigne et du Vin, State of the 
Vitiviniculture World Market, State of the sector in 2018. 
http://www.oiv.int/public/medias/6679/en-oiv-state-of-the-vitiviniculture-
world-market-2019.pdf 

[8] A. Morrison, R. Rabellotti, “Gradual catch up and enduring leadership in the 
global wine industry” Research Policy, 46(2), 417-430, 2017. 
https://doi.org/10.1016/j.respol.2016.09.007 

[9] L. Thach, T. Lease, M. Barton, “Exploring the impact of social media 
practices on wine sales in US wineries” Journal of Direct, Data and Digital 
Marketing Practice, 17(4), 272-283, 2016. 
https://doi.org/10.1057/dddmp.2016.5 

[10] D. Kolb, L. Thach, “Analyzing German winery adoption of Web 2.0 and 
social media” Journal of wine research, 27(3), 226-241, 2016. 
https://doi.org/10.1080/09571264.2016.1190324 

[11] N. A. Viana “Digital wine marketing: Social media marketing for the wine 
industry” in BIO Web of Conferences 7, 03011, EDP Sciences, 2016. 
https://doi.org/10.1051/bioconf/20160703011 

[12] G. Szolnoki, D. Taits, M. Nagel, A. Fortunato, “Using social media in the 
wine business: An exploratory study from Germany” International Journal of 
Wine Business Research, 26(2), 80-96, 2014. https://doi.org/10.1108/IJWBR-
09-2013-0031 

[13] D.A. Laverie, W.F. Humphrey, N. Velikova, T.H. Dodd, J.B. Wilcox 
“Building wine brand communities with the use of social media: a conceptual 
model” in 6th AWBR International Conference, Bordeaux, France, 2011. 

[14] R. Dolan, S.  Goodman, C. Habel “How (and why) are wineries using 
Facebook for marketing?” Grapegrower & Winemaker, 595, 85-86, 2013.  

[15] G. Szolnoki, R. Dolan, S. Forbes, L. Thach, S.  Goodman, “Using social media 
for consumer interaction: An international comparison of winery adoption and 
activity” Wine Economics and Policy, 7(2), 109-119, 2018. 
https://doi.org/10.1016/j.wep.2018.07.001 

[16] T. Pucci, E. Casprini, C. Nosi, L. Zanni, L. “Does social media usage affect 
online purchasing intention for wine? The moderating role of subjective and 
objective knowledge” British Food Journal, 121(2), 275-288, 2019. 
https://doi.org/10.1108/BFJ-06-2018-0400 

[17] A. Galati, S. Tinervia, A. Tulone, M. Crescimanno, “Drivers affecting the 
adoption and effectiveness of social media investments: The Italian wine 
industry case” International Journal of Wine Business Research, 2019. 
https://doi.org/10.1108/IJWBR-04-2018-0016 

[18] I. Eleftheriadis, “The competitiveness of Greek exports of wine to the markets 
of Germany and China” Master Thesis, School of Agriculture, Aristotle 
University of Thessaloniki, 2012. 

[19] T. Ahlqvist, A. Bäck, M. Halonen, S. Heinonen, Social media roadmaps, 
Helsinki: Edita Prima Oy, 2008.  

[20] R. Jones, “Social Media Marketing 101, Part 1”, 2009. 
http://searchenginewatch.com/article/2064413/Social-Media-Marketing-
101-Part-1 

[21] W. D. Evans, “Social marketing campaigns and children's media use” The 
Future of Children, 18(1), 181-203, 2008. https://doi.org/10.1353/foc.0.0009 

[22] D. Nazan, I. Menevi, R. Eyyam, “What is the motivation for using Facebook?.” 
Procedia-Social and Behavioral Sciences 15, 2642-2646, 2011. 
https://doi.org/10.1016/j.sbspro.2011.04.162 

[23] J. Zhang, “Social Media and distance education”, 2010. 
http://deoracle.org/online-pedagogy/emerging-technologies-social-media-
and-distance-education.html. 

[24] A. M. Kaplan, M. Haenlein, “Users of the world, unite! The challenges and 
opportunities of Social Media” Business Horizons, 53(1), 59-68, 2010. 
https://doi.org/10.1016%2Fj.bushor.2009.09.003  

[25] S. Tsartsaflis, E. Kletsios, “How social media influence the branding of mass 
catering and entertainment companies in a period of economic crisis”, B.Sc. 
Thesis, Alexander Technological Educational Institute of Thessaloniki, 
Department of Marketing, 2013. 

[26] Y. K. Dwivedi, Κ.Κ. Kapoor, Η. Chen, “Social media marketing and 
advertising” The Marketing Review 15(3), 289-309, 2015. 
https://doi.org/10.1362/146934715X14441363377999 

[27] S. Falkow, “Social media strategy” E+ White paper 2400 (2009). 

http://www.astesj.com/


C. Costopoulou et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 380-387 (2019) 

www.astesj.com     387 

[28] R. Felix, P. A. Rauschnabel, C. Hinsch, “Elements of strategic social media 
marketing: A holistic framework” Journal of Business Research, 70, 118-126, 
2017. https://doi.org/10.1016%2Fj.jbusres.2016.05.001 

[29] T. L. Tuten, M. R. Solomon, Social Media Marketing, Sage, 2017.  
[30] G. Schneider, Electronic Commerce, Cengage Learning Editions, 2015.  
[31]  J. Mahoney, S. Lawson, R. Stone, “What do you Think of the Return of 

Dunga-Rees?” Social Media Interactions Between Retail Locations and their 
Customers” in the 32nd annual ACM conference on Human factors in 
computing systems, ACM, Toronto, Canada 2014. 
http://dx.doi.org/10.1145/2559206.2581299 

[32] B. Batrinca, P. C. Treleaven, “Social media analytics: A survey of techniques, 
tools and platforms” AI & Society, 30(1), 89-116, 2014. doi:10.1007/s00146-
014-0549-4 

[33] B. Kaushik, H. Hemani, P.V. Ilavarasan, “Social media usage vs. stock prices: 
an analysis of Indian firms” Procedia computer science, 122, 323-330, 2017. 
https://doi.org/10.1016/j.procs.2017.11.376 

[34] R. L. Seidel, A. Jalilvand, J. Kunjummen, L. Gilliland, R. Duszak, 
“Radiologists and social media: do not forget about Facebook” Journal of the 
American College of Radiology, 15(1), 224-228, 2018. 
https://doi.org/10.1016/j.jacr.2017.09.013 

[35] V. S. Kumbhar, “Hotel Websites Facebook Data Analysis Using Weka” in 
Second International Conference of Commerce and Management (ICCM) on 
Development through Transformation: Prospects for Inclusive Growth, 
Shivaji University, Kolhapur, 2017. 

[36] R. McGee, “The Use of Facebook to Promote Tourist Destinations: A Case 
of the Middle East” Doctoral dissertation, University of New Haven, 2016. 

[37] L. Bingle, “Pinterest in Academic Libraries: Social media policy on visual 
social networks”. 
https://ojs.library.ubc.ca/index.php/seealso/article/view/188985/186518 

[38] R. Saravanakumar, C. Nandini, “A survey on the concepts and challenges of 
big data: Beyond the hype” Advances in Computational Sciences and 
Technology, 10(5), 875-884, 2017. 

[39] J. Riddell, A. Brown, I. Kovic, J. Jauregui, “Who are the most influential 
emergency physicians on Twitter?” Western Journal of Emergency Medicine, 
18(2), 281, 2017. https://dx.doi.org/10.5811%2Fwestjem.2016.11.31299 

[40] J. M. Delgado, J. T. De Pourcq, E. M. Boquet, J. M. Sesmero, F.M. Alonso, 
“Social authorities concerning# hospital pharmacy on twitter”, Eur J Hosp 
Pharm, 2019. 

[41] J. Straus, R. Williams, C. Shogan, M. Glassman, “Social media as a 
communication tool in Congress: Evaluating Senate usage of Twitter in the 
113th Congress” in APSA 2014 Annual Meeting Paper, Washington, D.C., 
2014. 

[42] P. E. Lutu, “Data analytics to support social media marketing: challenges and 
opportunities” in CONF-IRM, Cape Town, South Africa, 54, 2016. 

[43] P. R. Geho, J. Dangelo, “The evolution of social media as a marketing tool 
for entrepreneurs” The Entrepreneurial Executive, 17, 61, 2012. 

[44] L. Hasan, A. Morris, S. Probets, “Using Google Analytics to evaluate the 
usability of e-commerce sites” in International Conference on Human 
Centered Design, Springer, Berlin, Heidelberg, 2009. 
https://doi.org/10.1007/978-3-642-02806-9_81 

[45] W. Fang, “Using Google Analytics for improving library website content and 
design: A case study” Library Philosophy and Practice, 1-17, 2007. 
https://doi.org/doi:10.7282/T3MK6B6N 

[46] B. Plaza, “Google Analytics for measuring website performance” Tourism 
Management, 32(3), 477-481, 2011. 
https://doi.org/10.1016/j.tourman.2010.03.015 

[47] S. A. Parnsup, D. Tancharoen, N. Phaphoom, A. Kongthon, “An Adoption 
of Social Media Monitoring Tools for Business and Market Research” TNI 
Journal of Business Administration and Languages, 4(1), 1-4, 2016. 

[48] S. Ranfagni, M. Faraoni, “Be Social and be Tuned: Evaluate your Brands in 
Online Communities” in 2017 Global Fashion Management Conference at 
Vienna, Austria, 2017. https://doi.org/10.15444/GFMC2017.03.06.01 

[49] E. Gheribi, A. Kotnicka, A. Klemens, M. Klepacz, R. Kwiatkowski 
“Analysis of Financing Sources for start-up Companies” Management and 
Education, 14(1), 22-27, 2018.  

[50] S. Asongu, N. Odhiambo, “Tourism and social media in the world: An 
empirical investigation” African Governance and Development Institute, 
Working Paper, 2018.  

[51] P. M. Waszak, W. Kasprzycka-Waszak, A. Kubanek, “The spread of medical 
fake news in social media–the pilot quantitative study” Health Policy and 
Technology, 7(2), 115-118, 2018. https://doi.org/10.1016/j.hlpt.2018.03.002 

[52] K. Aman, N. Hussin, “The Effectiveness of Social Media Marketing in 
Higher Education Institution” International Journal of Academic Research in 
Business and Social Sciences, 8(9), 827-834. 
http://dx.doi.org/10.6007/IJARBSS/v8-i9/4657 

[53] S. S. Khandare, S. Gawade, V. Turkar, “Survey on website evaluation tools” 
in 2017 International Conference on Recent Innovations in Signal processing 
and Embedded Systems (RISE), IEEE, Bhopal, India, 2017.  

[54] S. Kaur, K. Kaur, P. Kaur, “An empirical performance evaluation of 
Universities Website” International Journal of Computer Applications, 
146(15), 10-16, 2016. https://doi.org/10.5120%2Fijca2016910922 

[55] R. Ribeiroae, T.Florentino, “Digital Transformation in Tourism: a high level 
analysis of the impact that social networks and mass collaboration concept is 
having at tourism service providers” in 7th International Conference on 
Cinema and Tourism-ICCT, Porto, 2016.  

[56] E. Ramsey, A. Vecchione, “Engaging library users through a social media 
strategy” Journal of Library Innovation, 5(2), 71-82, 2014.  

[57] J. H. Kietzmann, K. Hermkens, I. P. McCarthy, B. S. Silvestre, “Social media? 
Get serious! Understanding the functional building blocks of social media” 
Business horizons, 54(3), 241-251, 2011. 
https://doi.org/10.1016/j.bushor.2011.01.005 

[58] S. Thapa, G. Skinner, “Review of Social Media Management Tools and 
Related Literature” International Journal of Advanced Trends in Computer 
Applications, 2(1), 89-99, 2015. 

[59] I. Gasparini, “Social Media Marketing: Facebook e le Banche”, Ph.D Thesis, 
Università di Modena e Reggio Emilia, 2015. 

[60] J. García-Fernández, A. Elasri-Eijaberi, F. Pérez-Tur, X. M. Triadó-Ivern, L. 
Herrera-Torres, P. Aparicio-Chueca, “Social networks in fitness centres: the 
impact of fan engagement on annual turnover” Journal of Physical Education 
and Sport, 17(3), 1068-1077, 2017.  

[61] A. Huertas, E. Marine-Roig, “Destination brand communication through the 
social media: What contents trigger most reactions of users?” Information 
and Communication Technologies in Tourism, 295-308, Springer, 2015.  

[62] S. A. Movsisyan, “Social media marketing strategy of Yerevan brandy 
company”, Annals of Agrarian Science, 14(3), 243-248, 2016. 
https://doi.org/10.1016/j.aasci.2016.08.010  

[63] M.M. Rodriguez-Fernandez, E. Sanchez-Amboage, V.A. Martinez-
Fernandez, “The emergent nature of wine tourism in Ecuador and the role of 
the Social medium Facebook in optimising its positioning” Revista 
ESPACIOS, 38(14), 24-37, 2017.  

[64] S. Kaur, K. Kaur, P. Kaur, “Analysis of website usability evaluation methods” 
in 3rd International Conference on Computing for Sustainable Global 
Development (IEEE), New Delhi, India, 2016. 

[65] B. F. Canziani, D. H. Welsh, “Website quality for SME wineries: 
Measurement insights”, Journal of Hospitality and Tourism Technology, 7(3), 
266-280, 2016. http://dx.doi.org/10.1108/JHTT-02-2016-0009 

[66] M. M. Rodríguez-Fernández, E. Sánchez-Amboage, C. Rodríguez-Vázquez, 
M. D. Mahauad-Burneo, “Galician Spas in Facebook, Media and Metamedia 
Management”, Advances in Intelligent Systems and Computing, 503, 
Springer, 2017. https://doi.org/10.1007/978-3-319-46068-0_43 

[67] M. Teijeiro-Álvarez, C. Rodríguez-Vázquez, F. Blázquez-Lozano, “The 
Importance of Social Capital in Higher Education. A Study of The Facebook 
Fan Pages”, New Advances in Information Systems and Technologies. 
Advances in Intelligent Systems and Computing, 445, 2016. 
https://doi.org/10.1007/978-3-319-31307-8_48 

[68] S. Tsitos, “Empirical investigation of Greek winemaking enterprises in 
international markets”, Master Thesis. Department of Economics, University 
of Piraeus, 2016. 

[69] O. Notta, A. Vlachvei, “Web site utilisation in SME business strategy: The 
case of Greek wine SMEs” in 6th International Business and Social Sciences 
Research Conference, Dubai, UAE, 2013. 

[70] M. Machill, C. Neuberger, F. Schindler, “Transparency on the Net: functions 
and deficiencies of Internet search engines”, Info 5(1), 52-74, 2003. 

[71] M. Dressler, “The German wine market: A comprehensive strategic and 
economic analysis” Beverages, 4(4), 92, 2018. 
https://doi.org/10.3390%2Fbeverages4040092 

[72] A. G. Goncharuk, “Wine business performance benchmarking: A comparison 
of German and Ukrainian wineries” Benchmarking: An International Journal, 
25(6), 1864-1882, 2018. https://doi.org/10.1108%2Fbij-06-2017-0131 

[73] DWI, Deutsches Weininstitut/ The German Wine Institute. 
www.germanwines.de, 2019 

[74] C. Hoffmann, G.Szolnoki, L. Thach, “Cross-Cultural Comparison of Social 
Media Usage in the Wine Industry: Differences between the United States and 
Germany” Successful Social Media and Ecommerce Strategies in the Wine 
Industry. Palgrave Macmillan, New York, 154-166, 2016. 

[75] P. Merdian, E. Rüger-Muck, G. Raab, “Emotional impact of wine selling 
websites: An investigation of the online perception of wine web stores” in 9th 
Academy of Wine Business Research Conference, Adelaide, Australia, 2016. 

[76] S. Wilhelm, “Erfolgsfaktor Online-Handel: Tipps für die E-Commerce-Praxis 
- von der Gründung bis zur Expansion, Frankfurt am Main, Deutscher 
Fachverlag, 2012. 

[77] DESI, “The Digital Economy and Society Index (DESI) for 2019”, European 
Commission, Brussels, 2019 https://ec.europa.eu/digital-single-market/en/de 

 

http://www.astesj.com/


 

www.astesj.com     388 

 

 

 

 

A Proposal of Control Method Considering the Path Switching Time of SDN and Its Evaluation 

Kosuke Gotani1, Hiroyuki Takahira1, Misumi Hata1, 2, Luis Guillen1, Satoru Izumi*, 1, Toru Abe1, 3, Takuo Suganuma1, 3 

1Graduate School of Information Sciences, Tohoku University, 980-8577, Japan 

2Japan Society for the Promotion of Science, 980-8577, Japan 

3Cyberscience Center, Tohoku University, 980-8577, Japan 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 17 June, 2019 
Accepted: 31 July, 2019 
Online: 16 August, 2019 

 Recently, communication demands often change because of the various network services in 
companies and individuals. Software Defined Networking (SDN) has emerged as a viable 
control paradigm that allows flexible communication, using OpenFlow as its default 
standard and enabler. However, when changes happen frequently in SDN networks due to 
unforeseen reasons -such as a network failure or topology changes- it takes a long time to 
perform all the operations. For instance, to change a routing path, first new paths must be 
calculated, then the controller must transmit the commands to the network elements, which 
has to process those commands. This process can cause a delay, or even disruption, in the 
communication service. Therefore, this paper proposes a network control method to reduce 
the time to change a path using OpenFlow. 
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1. Introduction  

1.1. Background and Overview 

This paper is an extension of a previous work originally 
presented at the 5th International Conference on Information and 
Communication Technologies for Disaster Management (ICT-
DM2018) [1]. Recently, the spread of cloud services has led to the 
diversification of communication [2], as well as the demand for 
frequent changes on the communication demand.. Thus, it is 
necessary to respond promptly to such demands, e.g., unexpected 
network failure. In particular, a technology that can control the 
network flexibly is needed.  

Therefore, SDN [3,4] and OpenFlow [5,6] have recently 
attracted attention. SDN can control the network flexibly by 
software and OpenFlow is one of the most popular southbound 
implementation protocols of SDN. The OpenFlow architecture 
consists of an controller and OpenFlow-enabled switches which 
are centrally managed by the controller. In this OpenFlow network, 
when a failure or server configuration change occurs, all the paths 
of the traffic that is passing by through the involved switches from 
a source to a destination (also known as flow) must be changed.  

To change the path of a flow, a new flow entry must be installed 
in all the switches’ memory. A flow entry is represented by a 
condition part and an action part. The condition part includes 
specific values on fields within the flow header, such as MAC 
address or IP address. The action part includes how to route the 
flow when the values of its header match the values of the 
condition part. 

However, it takes a long time to change various paths of the 
several flows.Specifically, it takes around 10 ms to change a single 
path due to the influence of the transmission time of a flow entry 
form the controller to the switch, and the processing time to add 
flow entry into the switch [7, 8, 9]. Therefore,in time-sensitive 
situations, such as disasters, in which several paths must be 
changes in a short period of time, not all the flow changes will be 
successful . For example, SONET (Synchronous Optical Network) 
needs to be recovered within 50 ms, but, it will be challenging to 
change more than six flows within that time [10]. This time 
constraint can lead to delays or even service outage. In this way, a 
technique to switch many flows in a short time is needed. 

The main goal of this research is to reduce the delay or service 
outage in OpenFlow networks, with particular focus on the time 
needed to change the path of a flow. The proposal consists of a 
network control method that considers the time needed to change 
a path in each switch. In this method, the initial assumption is that 
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the network model consists of OpenFlow-enabled switches with 
different processing time, linked by connections with different 
bandwidth.  Then, the paths with the shortest switching time and 
the least bandwidth requirements are selected. The basic design 
was described in [1], and the preliminary simulation experiments 
presented in [11]. In this paper, the authors evaluate the 
effectiveness of the proposed method using emulated 
environments. Based on the obtained results, we confirmed that the 
proposed method can reduce the switching time for all paths, so 
that it can realize the reduction of communication delay and 
network services outages. 

1.2. Novelty and Contribution 
 In this work, a novel approach which chooses communication 
paths considering not only the processing time to add flow entry of 
the switch, but also the available bandwidth in the links. Existing 
approaches mainly focus on the reduction of the calculation time 
of the paths, or using a backup path in advance. However, they do 
no deal with the processing time of the switch. 

 By considering both the processing time and the bandwidth, it 
can shorten the path switching time and improve the amount of 
data transferred in a short period. Moreover, tt can also contribute 
to the reduction of the packet-loss due to the communication 
interruption during the network failure. This method is effective 
for services that require lowdelay communication. Furthermore, it 
is possible to improve the amount of data transfer between two 
sites in the situation where path change frequently, such as is the 
case in a disaster situation. 

1.3. Paper Organization 
 In the following Section 2, we explain the related work on fast 
path switching and the target problem. In Section 3, we describe 
the proposed control method. The design of the algorithm is shown 
in Section 4. Then, Section 5 shows the evaluation of the proposed 
method and its effectiveness. Finally, we conclude this paper in 
Section 6. 

2. Related Work 
2.1. Related Work on Fast Path Switching 

There are several authors that studied fast path switching in 
OpenFlow networks, which are mainly categorized in two 
approaches. The first approach, consists of switching to a backup 
path registered in advance in a proactive manner [13,14,15], while 
the second one reactively calculates a new path when a request 
occurs [10,16,17,18]. These authors select the paths considering a 
variety of single parameters, e.g., switching time, bandwidth of the 
link between the controller and the switch, and power 
consumption. However, all of them largely depend on the available 
amount of memory (TCAM) to hold the flow table. In this 
research, we deal with methods for calculating and switching the 
path reactively. 

Cascone et al. [13] proposed a recovery mechanism based on 
fast reroute of paths in disaster situations. Mohan et al. [14] 
investigated algorithms to choose a backup path to decrease the 
number of flow entries. Stephens et al. [15] showed a mechanism 
to compress the flow table for fast recovery from link failure. 

Astaneh et al. [10] proposed a path selection method to reduce 
the path switching time while considering the communication 

bandwidth. They reduced the cost of the path switching compared 
to the traditional approach of using Dijkstra's algorithm. Sharma et 
al. [16] proposed an in-band based path switching method for 
failure recovery. Paris et al. [17] showed a dynamic control scheme 
for network reconfiguration. Malik et al. [18] proposed a method 
to reduce the path calculation and switching time by partially 
reusing the route before the change of path. Therefore it can reduce  
the number of added flow entries. 

2.2. Target Problem 

The related work presented in the previous section did not take 
into account environments in which there are heterogeneous 
switches. Many organizations often build their network by 
combining switches with various specifications because of budget 
constraints and differences on the time of purchase [12]. Moreover, 
the processing time is also different in these switches, causing 
large delays when there is a heavy traffic on low-processing time 
switches. Therefore, it is necessary to create a network control 
method to cope with the difference in processing time when adding 
flow entries. 

3. A Proposal of Control Method Considering Path 
Switching Time 

3.1. Overview 

In this section, to solve the problems mentioned above, the 
authors of this paper propose a network control method that 
considers the path switching time of each switch. In this method, 
the network model is designed with different processing time for 
each switch, and the proposed algorithm selects paths with the 
shortest time for all paths. Our proposed method considers both the 
processing time of the switch and the network bandwidth.  

The proposed method chooses a path with  enough bandwidth, 
and that goes through high-performance switches to add a flow 
entry, so that the overall path switching time is reduced when there 
are several flows. In addition, the proposed method also selects 
paths sequentially without considering the combination of paths, 
so that the computational time per path is reduced. 

3.2. Path Selection Considering Path Switching Time 

This section presents the basic concept of the path-selection 
mechanism that considers the path switching time as shown in the 
example depicted in Figure 1. In this example, there are four 
switches (𝑆𝑆1 to 𝑆𝑆4) and the processing time to add a flow entry in 
each switch is different. Now, there is a communication flow from 
𝑆𝑆1 to 𝑆𝑆4, and for some reason the path must be changed.  In this 
case, there are two candidate paths; 𝑝𝑝1 (𝑠𝑠1 → 𝑠𝑠2 → 𝑠𝑠3)  and 
𝑝𝑝2 (𝑠𝑠1 → 𝑠𝑠4 → 𝑠𝑠3). The overall path switching time of the flow is 
the processing time for the switch on the path that has the 
maximum processing time. For instance, the path switching time 
of  𝑝𝑝1 is 4.0 ms and that of 𝑝𝑝2 is 6.0 ms. Thus, the proposed method 
chooses 𝑝𝑝1 which has the shortest switching time. 

3.3. Path Selection Considering Available Bandwidth 

The path cost, which is used to choose the path with enough 
communication bandwidth, is calculated by the available 
bandwidth of the links on the path. Such that when the link with a 
larger communication bandwidth is used in the path, the path cost 
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is smaller. Conversely, when the link bandwidth of the path is 
smaller, the path cost is larger. In the example shown in  Figure 2, 
the path cost of the upper path is smaller because the bandwidth of 
the links on that path are larger than the ones in the lower path, and 
therefore the former is selected.  

 
Figure 1: Example of Path Selection Considering Path Switching Time 

 
Figure 2: Example of Path Selection Considering Available Bandwidth 

4. Design 

4.1. Network Model 

The network model is defined as below. 

• 𝑠𝑠𝑖𝑖 ∈ 𝑆𝑆 (𝑖𝑖 = 1, 2, . . ) : Switch 

• 𝑡𝑡𝑖𝑖 : Processing time for adding one flow entry into 𝑠𝑠𝑖𝑖 

• 𝑒𝑒𝑖𝑖,𝑗𝑗 ∈ 𝐸𝐸 : Link between 𝑠𝑠𝑖𝑖 and 𝑠𝑠𝑗𝑗 

• 𝐵𝐵𝑖𝑖,𝑗𝑗 : Available bandwidth of  𝑒𝑒𝑖𝑖,𝑗𝑗 

• 𝑝𝑝𝑘𝑘 : Path (list of switches) 

• 𝑐𝑐𝑖𝑖,𝑗𝑗 : Link cost of 𝑒𝑒𝑖𝑖,𝑗𝑗 (= 1Gbps/𝐵𝐵𝑖𝑖 ,𝑗𝑗) 

4.2. Definition of Path Switching Time 

 The path switching time is defined as:  

“The time from the arrival of the first additional flow entry 
from the controller to the switch until the completion of the path 
switching on all switches” 

Figure 3 shows an example. Suppose that tthere are three 
flows (flow 1, 2, and 3) assigned to the paths shown in Figure 3. 
In this case, 𝑡𝑡1 is 1 ms, and 𝑠𝑠1 needs to switch the three flows. 

Thus, the time to complete the processing of the additional flow 
entry is 1 ms * 3 = 3 ms. Then, 𝑡𝑡2 is 4 ms and the 𝑠𝑠2 needs to 
switch two flows (flow 1 and 2). Therefore, the time to complete 
the processing of the additional flow entries is 8 ms (4 ms * 2). 
For the other switches, the time is calculated in the same way. 
Finally, the path switching time in this example is 8 ms, which is 
the longest time to complete the process. 

The path switching time 𝑇𝑇(𝑃𝑃𝑚𝑚) for a set of paths (𝑃𝑃𝑚𝑚) is 
defined as in (1) 

𝑇𝑇(𝑃𝑃𝑚𝑚) = max
{𝑖𝑖|𝑠𝑠𝑖𝑖∈𝑆𝑆}

{𝑡𝑡𝑖𝑖 × ∑ 𝑧𝑧𝑖𝑖(𝑝𝑝𝑘𝑘)𝑝𝑝𝑘𝑘∈𝑃𝑃𝑚𝑚 }  (1) 

Here, 𝑧𝑧𝑖𝑖(𝑝𝑝𝑘𝑘) means whether the list of 𝑝𝑝𝑘𝑘 includes 𝑠𝑠𝑖𝑖.  

𝑧𝑧𝑖𝑖(𝑝𝑝𝑘𝑘) = � 1 (𝑠𝑠𝑖𝑖 ∈ 𝑝𝑝𝑘𝑘)
 0 (𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑠𝑠𝑒𝑒)    (2) 

 
Figure 3: Example of Path Switching Time 

4.3. Link Cost 

The proposed method prioritizes the path switching time 
rather than the path cost, and chooses paths sequentially. The 
overview of the sequential path selection method is as follows: 

• Choose a path for one flow at a time. 
• Substract the required bandwidth of the flow from the link 

bandwidth on the path, and update the link cost every time 
the path is selected. 

• Assign a flow to the path until there is no available 
bandwidth left for the flow. 

Figure 4 shows an example of the link cost update. If the 
link bandwidth is 1 Gbps, the link cost is 1. Then, when a flow 
requires 300 Mbps of bandwidth, it is inserted into the link. The 
available bandwidth of the link becomes 700 Mbps, and the link 
cost increases to about 1.4. 

 
Figure 4: Example of Link Cost Update 

4.4. Flow of Path Selection 

This section explains the process of path selection. In order 
to consider both the processing time of the switch and the path 
cost, the proposed method chooses paths as detailed below. 
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1. Compute the paths with the smallest increase in the path 
switching time. 

2. Choose the path with the lowest path cost form the 
computed paths. 

3. Repeat process 1 and 2 for the number of flows that needs 
to change. 

5. Experimentation 

5.1. Overview 

The proposed method was evaluated in an emulated 
environment. The network used in the experiment is shown in 
Figure 5. Here, the available bandwidth 𝐵𝐵𝑖𝑖 ,𝑗𝑗 of all links is set as 1 
Gbps. Also, the processing time of the source switch, and 
destination switch was set to 1 ms; while remaining switches were 
randomly set from 1 to 10 ms.  

Several flows with different required bandwidth were 
inserted, and randomly shutdown links. After the link is down the 
paths of the flows are switched. To compare the effectiveness of 
the proposal, the obtained throughput is obtained and compared 
with an existing method, which selects paths considering only 
path cost. 

In this experiment, Mininet (ver. 2.2.2) [19] was used as a 
network emulator on a single computer, whose specification is as 
below: 

• CPU: Intel (R) Xeon (R) CPU E5-2650 v4 @ 2.20 
GHz) x 8 cores 

• Memory: 16 GB 

We also used OpenDaylight (0.3.3-Lithium-SR3) [20] as the 
OpenFlow controller, and OpenVSwitch (ver. 2.5.5) [21] as the 
OpenFlow switch.  

 
Figure 5: Network Topology Used in the Experiment 

5.2. Results 

The authors categorize the throughput comparing the 
proposed method with the existing method into the following 
three patterns: 

• The proposed method always dominates (Win). 

• The proposed method dominates until a certain time 
(Win[time]). 

• The proposed method is equal to the existing method (Eq). 

Examples of graphs of the three patterns are shown in Figures 
6, 7, and 8. The comparison of the data transfer amount between 
the proposed method and the existing method is shown in Table 
1. From the table, it is observed that when the total bandwidth of 
the flows is 1,800 Mbps or more, and the number of disconnected 
links is large, the data transfer amount of the proposed method is 
always better. However, when the total bandwidth of the flows is 
1,800 Mbps or more, and the number of link disconnections is 
small, then the amount of transferred data of the proposed method 
is larger within 0.1 to 0.2 seconds. 

 
Figure 6: The Proposed Method Dominates Always (Win) 

 
Figure 7: The Proposed Method Dominates Until A Certain Time (Win[112s]) 

Moreover, when the total bandwidth of flows is less than 
1,400Mbps, and the amount of transferred data of the proposed 
method is larger is within 1.5 seconds, the proposed method is 
larger regardless of the number of disconnected links. Finally, 
when the total bandwidth of flows is less than 1,200 Mbps, the 
proposed method is always better. 
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Table 1: Comparison of the data transfer amount between the proposed method and the existing method 

 Total bandwidth of the flows [Mbps] 
 1,000 1,200 1,400 1,600 1,800 2,000 2,200 2,400 2,600 2,800 3,000 
Number 
of down 
links 

0 Win Win Win 
[1.5ms] 

Win 
[0.3ms] 

Win 
[0.1ms] 

Win 
[0.1ms] 

Win 
[0.1ms] 

Win 
[0.1ms] 

Win 
[0.1ms] 

Win 
[0.1ms] 

Win 
[0.1ms] 

4 Win Win Win 
[1.5ms] 

Win 
[0.3ms] 

Win 
[0.2ms] 

Win 
[0.2ms] 

Win 
[0.2ms] 

Win 
[0.1ms] 

Win Win Win 

8 Win Win Win Win 
[0.2ms] 

Win 
[0.1ms] 

Win Win Win 
[0.1ms] 

Win Win Win 

12 Win Win Win Win 
[0.1ms] 

Win Win Win Win Win Win Win 

16 Win Win Win Win Win Win Win Win Win Win Eq 
18 Eq Eq Eq Eq Eq Eq Eq Eq Eq Eq Eq 

 
Figure 8: The Proposed Method Is Equal To The Existing Method (Eq) 

5.3. Discussion 

From the experimental results in the previous sections, the 
authors of this paper confirm that the proposed method is more 
effective than the existing method, since the amount of transferred 
data is equal or larger to the existing method while the path 
switching time is shortened. Morever, the path switching process 
is more effective than the existing method when these events 
occurs frequently and there is not enough bandwidth. 

6. Conclusion 

This paper presents a network control method considering 
the path switching time in SDN. We designed the path selection 
method and evaluated with an emulated experimentation. From 
the experimental results, it is confirmed that the proposed 
method is effective in situation where changes occurs frequently 
in a short time due to link disconnection and restoration (e.g., 
disasters). 

As future work, we will extend the proposed method by 
introducing other parameters and experiment with real networks. 
Currently, we focused on the time from the arrival of the first 
additional flow entry from the controller to the switch until the 
completion of the path switching on all switches. Thus, we will 

evaluate the total time of changing paths from the moment some 
events occur until they complete changing the paths in 
comparison with related work.  
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 In recent years, research has been taking an important role in Peru. There are different 
sources of funding for research projects, research internships, the publication of scientific 
articles, scholarships for postgraduate studies, among others. This importance of research 
has resulted in an interest in being able to measure and compare universities according to 
their scientific production. One of the main factors to be used to make these comparisons 
is the number of articles published and indexed in SCOPUS. However, this measure is not 
entirely fair, since it is not equitable to compare a large university with a small university 
since large universities have more human resources to publish scientific articles. Seeing 
this reality, in the present work, we present a comparison of scientific production in 
Peruvian universities, taking into account the size of the institutions. Among the results 
obtained, we can observe a change in the ranking of small universities that invest heavily 
in research. 

Keywords:  
University ranking 
SCOPUS 
Published papers 
Research measurement 
Research 

 

 

1. Introduction  

Research is essential for the development of a country. It has 
already been seen during the Second World War; the main 
advances were made thanks to the scientists [1]. One of these 
advances, for example, is the development of the atomic pump 
thanks to the work of Albert Einstein [2]. 

According to what is argued by Roman-Gonzalez in [3], the 
research should be supported by a tripod composed of the 
university, the government, and the private enterprise, as shown in 
Figure 1. 

The university is an essential support of the tripod since the 
university is not only called to train new professionals, but also is 
hoped to contribute with human knowledge, and this is achieved 
through research. Professors are the main actors of the 
investigation, but it is also the students who can collaborate in the 
publication of scientific articles. 

The government is another significant support because it is 
called to define the policies and laws that promote research in a 
country. One of these policies that encourage research is, for 
example, the tax benefit for companies investing in research and 
technological development that currently applies in Peru [4]. 

 
Figure 1: Tripod of the research 

The private company completes the tripod since they are called 
to finance the research. This financing can mainly be oriented to 
solve problems or challenges of the same company. 

In developed countries, the private sector has many challenges 
to solve and relies on the university (professors and students) and 
their capacity to face these challenges. In this way, the company 
finances the different research projects under a political framework 
established by the government. 

Unfortunately, this scenario is not replicated in developing 
countries, mainly because companies do not trust in the 
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university's abilities to solve problems, and because the 
government does not have adequate policies to motivate the 
research activities. 

In Peru, we are in the process of transition from one panorama 
(the second) to the other (the first), hoping to obtain good results. 

The research is a process that follows the scientific method, and 
that must end in the publication of one or several scientific articles. 
The scientific article is nothing more than a report of the research 
work carried out under a pre-established format. The release of 
scientific articles is critical because it is necessary to let the world 
know about what one is researching because whatever the subject 
one is investigating, one is sure that on the other side of the world 
more research groups are working on the same subject and/or 
similar topics. Thanks to the publications one can get in touch with 
other research groups, collaborative works are achieved, joint 
efforts to obtain better results, scholarship opportunities, and 
research stay, among other benefits. 

Because the research is so essential, different rankings have 
been established that evaluate the universities in the function of the 
investigation and scientific production they carry out. Among 
these rankings we can mention the ones elaborated by SCIMAGO 
[5], America Economia [6], National Superintendency of Higher 
University Education (SUNEDU - Superintendencia Nacional de 
Educacion Superior Universitaria) of Peru [7], Academic Ranking 
of World Universities (ARWU) [ 8], Webometrics [9], QS World 
University Ranking [10], among others. For the elaboration of 
these rankings, different parameters are used such as scientific 
production, scientific talent pool, citations by document, web size, 
international collaboration, domain's inbound links, percentage of 
publication in journals of the first quartile, average scientific 
quality, among others [3] [6] [11]. 

The universities carry out and implement different strategies to 
improve their position in the rankings. Some use new 
methodologies in their teaching processes as in [12], and others 
develop a whole program of formative research to get 
undergraduate students to start publishing scientific articles, as 
mentioned in [13]. 

One of the most critical rankings developed as a function of 
scientific production is the one produced by the SCIMAGO group 
[5] [11].  

SCIMAGO generates two types of ranking, one is the SIR 
World, which is a worldwide raking in which only institutions that 
have publications indexed in SCOPUS equal to or higher than 100 
per year are included. Peru has had a growth in the number of 
institutions that enter in this ranking since 2009. In Figure 2, we 
can see this evolution where one can see that Peru went from 1 
institution in 2009, passed through 4 institutions in 2012 and 
reached seven institutions in 2018. In Figure 2, one can also see 
the evolution of the best positioned Peruvian university in the 
ranking. 

Apart from the SIR World, there is also the SIR Iber ranking 
that includes only Ibero-American countries. For entering into this 
ranking, it is only necessary to have at least one article published 
and indexed in SCOPUS. In Figure 3, one can see the evolution of 
the number of Peruvian institutions included in the SIR Iber 

ranking. One can see that by 2009 there were 50 Peruvian 
institutions and by 2018 the number increased to 77. 

 
Figure 2: Evolution of the number of Peruvian institutions in the SIR World 

rankings [5] [11] 

 
Figure 3: Evolution of the number of Peruvian institutions in the SIR Iber 

ranking [5] [11] 

Among all the parameters mentioned above, one of the most 
used for the elaboration of the rankings of universities that evaluate 
scientific production is the number of published scientific articles. 
While it is true that it is an important parameter, it is not the most 
appropriate way to compare large universities that have many 
professors and students, compared to small universities with fewer 
professors and students. The universities with the most significant 
number of professors and students have more considerable human 
resources to carry out research and therefore, to have higher 
scientific production. 

Faced with this situation, some proposals try to use more 
equitable parameters to compare scientific production in large and 
small universities. One of these works is the one presented in [14], 
where the authors use the ratio between the number of publications 
and the number of professors. 

In this paper, one proposes other parameters that can also be 
used to develop rankings more equitably when comparing 
universities of different sizes and ages. 

The continuation of this work is structured as follows: Section 
II shows the data source for the analysis carried out as well as the 
methodology followed. Section III presents the rankings obtained 
as a result. Finally, in Section IV, these results will be analyzed as 
part of the discussion and conclusions 
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2. Methodology 

In Peru, due to the new University Law 30220, the majority of 
universities are investing more in research. Likewise, different 
analyzes on scientific production are being prepared, such as the 
one presented in [15]. 

The most equitable way to compare the scientific production 
of universities is taking into account their size. One way to include 
the size of the university in the elaboration of the rankings is to use 
the number of students. Another idea of having reference to the 
size of the university is to consider the amount of professor, as was 
done in [14]. 

There is a discrepancy due to the fact of considering the 
number of students or the number of professors since the students 
are not the main ones involved in the formal research process. 
Professors are called to do research; however, it is debatable to take 
into account the total number of professors or only take the number 
of full-time professors. It is arguably to say that just full-time 
professors do research. 

Faced with this situation, in the present work, one takes into 
account the number of professors qualified as REGINA 
researchers. REGINA is the National Registry of Researchers by 
its initials in Spanish (Registro de Investigadores en Ciencia y 
Tecnología del Sistema Nacional de Ciencia, Tecnología e 
Innovación Tecnológica). REGINA is a proposal of CONCYTEC 
(National Council of Science, Technology and Technological 
Innovation) that takes into account a set of parameters to evaluate 
the professionals who research to qualify them as researchers [16]. 
When considering the number of REGINA researchers per 
university, we will be sure to take into account those who are 
involved in scientific activity. 

Likewise, in the present work, one will also consider the 
number of authors identified in SCOPUS to measure with an 
equitable way the scientific production in large and small 
universities. 

In this section, the methodology followed for the elaboration 
of the proposed equitable rankings will be described. 

2.1. Data Collection 

The data analyzed in the present work correspond to the articles 
published by each university. For this, the SCOPUS database 
belonging to ELSEVIER will be taken as a reference. The 
publications of 2017, 2018 will be analyzed, and the total papers 
will also be taken into account. 

The analysis of the present work will be carried out on all the 
Peruvian universities that have an ID in the SCOPUS database. 
According to the SUNEDU biennial report [17], in Peru, there are 
142 universities of which ten did not provide services at the date 
of publication of the mentioned report, besides there are four 
graduate schools and the Facultad de Teología Pontificia y Civil 
de Lima that has university rank. 

To access the SCOPUS data, CONCYTEC provides access to 
all the people registered in CTI Vitae (bio-sketches related to 
Science and Technology) through the credentials created for that 
purpose. In this sense, there will be direct access to SCOPUS, as 
shown in Figure 4. CTI Vitae is a database that allows people who 
carry out science, technology, and innovation (CTI) activities to 
register their resumes. 

 
Figure 4: Access to the SCOPUS database 

Likewise, the information will be collected regarding the 
number of professors qualified as REGINA that each university 
has. For this purpose, the portal created by CONCYTEC will be 
accessed, as shown in Figure 5 

 
Figure 5: Access to the portal to identify the REGINA researchers for each 

university 

All data were collected on 31st March 2019. 

2.2. The ratio between the number of publication and number of 
researches and authors 

For the elaboration of equitable rankings when comparing 
large universities with small universities, we propose to use two 
ratios. The first ratio will be considering the number of 
publications in a given year, divided by the number of REGINA 
researchers for each university (Equation 1). The second ratio 
considers the total number of publications divided by the number 
of authors identified in SCOPUS by each university (Equation 2). 

Rp/r = P / R                                     (1) 

Rp/a = P / A                                     (2) 

Where:  

• Rp/r is the ratio between the number of paper indexed in 
SCOPUS and the number of REGINA researchers that 
will be used to elaborate the ranking. 
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• Rp/a is the ratio between the number of paper indexed in 
SCOPUS and the number of authors identified in 
SCOPUS that will be used to elaborate the ranking.  

• P is the total number of published paper indexed in 
SCOPUS. 

• R is the number of REGINA researchers for each 
university, according to CONCYTEC. 

• A is the number of total authors that publish papers with 
the affiliation of the university under analysis, according 
to SCOPUS. 

3. Results 

Of all the Peruvian universities, at the date of data collection, 
only 66 universities have their ID in SCOPUS, have at less one 
publication in 2017 and 2018, and have REGINA researchers. 

After the calculation of the ratios mentioned in Section II, the 
following results are obtained and compared with the classical 
ranking based only on the number of publications. 

Table I and Table II show the rankings only according to the 
number of paper for the years 2017 and 2018, respectively. 

Table 1: Ranking based on the number of papers published in 2017 

N° University 
Papers 

SCOPUS 
2017 (P) 

1 Pontificia Universidad Católica del Perú 415 

2 Universidad Peruana Cayetano Heredia 402 

3 Universidad Nacional Mayor de San Marcos 366 

4 Universidad Peruana de Ciencias Aplicadas S.A.C. 138 

5 Universidad de San Martín de Porres  101 

6 Universidad Nacional de San Agustín de Arequipa 76 

7 Universidad Nacional Agraria La Molina 76 

8 Universidad Nacional de Ingeniería 65 

9 Universidad Científica del Sur S.A.C. 64 

10 Universidad Nacional de San Antonio Abad del Cusco 54 

11 Universidad Católica San Pablo 51 

12 Universidad del Pacífico 50 

13 Universidad de Piura 46 

14 Universidad Privada Antenor Orrego  44 

15 Universidad San Ignacio de Loyola S.A. 44 

16 Universidad Nacional de Trujillo 41 

17 Universidad de Ciencias y Humanidades 39 

18 Universidad Privada del Norte S.A.C. - 36 

19 Universidad Continental S.A.C. (*7) 36 

20 Universidad ESAN 30 

21 Universidad Ricardo Palma 29 

22 Universidad Nacional Federico Villarreal 27 

23 Universidad Nacional San Luis Gonzaga 24 

24 Universidad Nacional de Piura 23 

25 Universidad de Ingeniería y Tecnología 22 

26 Universidad Católica de Santa María 19 

27 Universidad Nacional del Altiplano 17 

28 Universidad de Lima 17 

29 Universidad Nacional Pedro Ruiz Gallo 14 

30 Universidad Nacional de la Amazonía Peruana 13 

31 Universidad Católica Los Ángeles de Chimbote (*4) - 13 

32 Universidad Católica Santo Toribio de Mogrovejo - 13 

33 Universidad Nacional de San Cristóbal de Huamanga 10 

34 Universidad César Vallejo S.A.C. 10 

35 Universidad Señor de Sipán 10 

36 Universidad Nacional del Centro del Perú 9 

37 Universidad Privada San Juan Bautista S.A.C. (*6) 9 

38 Universidad Nacional Micaela Bastidas de Apurímac 8 

39 Universidad Nacional de Tumbes 7 

40 Universidad Nacional de Cajamarca 6 

41 Universidad Nacional Santiago Antúnez de Mayolo 6 

42 Universidad Privada de Tacna 5 

43 Universidad Alas Peruanas 5 

44 Universidad Privada Norbert Wiener 4 

45 Universidad Católica Sedes Sapientiae 4 

46 Universidad La Salle 4 

47 Universidad Nacional del Callao 3 

48 Universidad Nacional de Ucayali 3 

49 Universidad Nacional de Huancavelica 3 

50 
Universidad Nacional Toribio Rodríguez de Mendoza de 
Amazonas 3 

51 Universidad Nacional José María Arguedas 3 

52 Universidad Andina Néstor Cáceres Velásquez 3 

53 Universidad Andina del Cusco 3 

54 Universidad Autónoma del Perú 3 

55 Universidad Nacional Agraria de la Selva 2 

56 Universidad Nacional Daniel Alcides Carrión 2 

57 Universidad Nacional de San Martín 2 

58 Universidad Nacional del Santa 2 

59 Universidad Nacional Intercultural de la Amazonía 2 

60 Universidad Nacional Autónoma de Chota 2 

61 Universidad Peruana Los Andes 2 

62 Universidad Peruana Unión 2 

63 Universidad Tecnológica del Perú 2 

64 Universidad Nacional Jorge Basadre Grohmann 1 

Table 2: Ranking based on the number of papers published in 2018 

N° University 
Papers 

SCOPUS 
2018 (P) 

1 Pontificia Universidad Católica del Perú 456 

2 Universidad Nacional Mayor de San Marcos 427 
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3 Universidad Peruana Cayetano Heredia 411 

4 Universidad Peruana de Ciencias Aplicadas S.A.C. 221 

5 Universidad de San Martín de Porres  126 

6 Universidad Nacional de Ingeniería 116 

7 Universidad Nacional de San Agustín de Arequipa 115 

8 Universidad Científica del Sur S.A.C. 101 

9 Universidad de Ciencias y Humanidades 86 

10 Universidad Nacional Agraria La Molina 83 

11 Universidad Nacional de San Antonio Abad del Cusco 74 

12 Universidad del Pacífico 66 

13 Universidad San Ignacio de Loyola S.A. 63 

14 Universidad Nacional de Trujillo 53 

15 Universidad Continental S.A.C. (*7) 51 

16 Universidad Privada del Norte S.A.C. - 47 

17 Universidad de Piura 41 

18 Universidad Católica San Pablo 34 

19 Universidad Privada Antenor Orrego  31 

20 Universidad de Ingeniería y Tecnología 31 

21 Universidad Nacional Federico Villarreal 27 

22 Universidad de Lima 27 

23 Universidad Nacional de la Amazonía Peruana 26 

24 Universidad ESAN 26 

25 Universidad Nacional Pedro Ruiz Gallo 20 

26 Universidad Nacional del Centro del Perú 19 

27 Universidad Nacional del Altiplano 19 

28 Universidad Católica de Santa María 18 

29 Universidad Nacional de Piura 17 

30 Universidad César Vallejo S.A.C. 17 

31 Universidad La Salle 16 

32 Universidad Nacional San Luis Gonzaga 14 

33 Universidad Privada San Juan Bautista S.A.C. (*6) 13 

34 Universidad Nacional de San Cristóbal de Huamanga 10 

35 Universidad Peruana Unión 9 

36 Universidad Católica Los Ángeles de Chimbote (*4) - 9 

37 Universidad Alas Peruanas 9 

38 Universidad Nacional Agraria de la Selva 8 

39 Universidad Nacional del Santa 8 

40 Universidad Nacional Santiago Antúnez de Mayolo 7 

41 Universidad Nacional de Ucayali 7 

42 Universidad Nacional Micaela Bastidas de Apurímac 7 

43 Universidad Privada de Tacna 7 

44 Universidad Nacional de Cajamarca 6 

45 
Universidad Nacional Toribio Rodríguez de Mendoza 
de Amazonas 6 

46 Universidad Católica Santo Toribio de Mogrovejo - 6 

47 Universidad Señor de Sipán 6 

48 Universidad Nacional Jorge Basadre Grohmann 5 

49 Universidad Peruana Los Andes 5 

50 Universidad Autónoma del Perú 5 

51 Universidad Nacional del Callao 4 

52 Universidad Nacional de Huancavelica 4 

53 Universidad Nacional Intercultural de la Amazonía 4 

54 Universidad Ricardo Palma 4 

55 Universidad Privada Norbert Wiener 4 

56 Universidad Tecnológica del Perú 4 

57 Universidad Nacional de San Martín 3 

58 Universidad Nacional José María Arguedas 3 

59 Universidad Andina Néstor Cáceres Velásquez 3 

60 Universidad Andina del Cusco 3 

61 Universidad Católica Sedes Sapientiae 3 

62 Universidad Nacional Daniel Alcides Carrión 2 

63 Universidad Nacional Autónoma de Chota 2 

64 Universidad Nacional de Tumbes 1 

65 Universidad Nacional Tecnológica de Lima Sur (*1) 1 

66 Universidad Antonio Ruiz de Montoya 1 

As indicated, these rankings are not equitable with small 
universities. In this sense, in Table III and Table IV, we can 
observe new classifications based on the Rp/r ratio described in 
Section II for the years 2017 and 2018, respectively. 

Table 3: Ranking using the ratio Rp/r for the year 2017 

N° University 
REGINA 

Researchers 
(R) 

Papers 
SCOPUS 
2017 (P) 

Paper 
2017 / 

REGINA 
(Rp/r) 

1 
Universidad Nacional Federico 
Villarreal 1 27 27,00 

2 Universidad Señor de Sipán 1 10 10,00 

3 
Universidad Continental S.A.C. 
(*7) 5 36 7,20 

4 
Universidad Católica Los 
Ángeles de Chimbote (*4) - 2 13 6,50 

5 
Universidad Nacional San Luis 
Gonzaga 4 24 6,00 

6 
Universidad Peruana de 
Ciencias Aplicadas S.A.C. 23 138 6,00 

7 
Universidad Privada del Norte 
S.A.C. - 8 36 4,50 

8 
Universidad Católica Santo 
Toribio de Mogrovejo - 3 13 4,33 

9 
Pontificia Universidad Católica 
del Perú 98 415 4,23 

10 Universidad La Salle 1 4 4,00 

11 
Universidad Peruana Cayetano 
Heredia 104 402 3,87 

12 
Universidad Privada Antenor 
Orrego  12 44 3,67 

13 Universidad ESAN 9 30 3,33 

14 
Universidad de Ciencias y 
Humanidades 13 39 3,00 
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15 
Universidad Científica del Sur 
S.A.C. 23 64 2,78 

16 
Universidad de San Martín de 
Porres  42 101 2,40 

17 Universidad Nacional de Piura 10 23 2,30 

18 Universidad Ricardo Palma 13 29 2,23 

19 
Universidad Nacional de San 
Antonio Abad del Cusco 27 54 2,00 

20 
Universidad Nacional Daniel 
Alcides Carrión 1 2 2,00 

21 Universidad del Pacífico 25 50 2,00 

22 
Universidad Católica Sedes 
Sapientiae 2 4 2,00 

23 
Universidad de Ingeniería y 
Tecnología 12 22 1,83 

24 
Universidad Nacional Pedro 
Ruiz Gallo 8 14 1,75 

25 
Universidad Nacional de San 
Cristóbal de Huamanga 6 10 1,67 

26 Universidad Privada de Tacna 3 5 1,67 

27 Universidad Católica San Pablo 32 51 1,59 

28 
Universidad Andina Néstor 
Cáceres Velásquez 2 3 1,50 

29 Universidad de Piura 34 46 1,35 

30 
Universidad Privada San Juan 
Bautista S.A.C. (*6) 7 9 1,29 

31 
Universidad San Ignacio de 
Loyola S.A. 35 44 1,26 

32 
Universidad Nacional Mayor 
de San Marcos 303 366 1,21 

33 
Universidad Nacional de San 
Agustín de Arequipa 69 76 1,10 

34 
Universidad Nacional de 
Ucayali 3 3 1,00 

35 
Universidad Peruana Los 
Andes 2 2 1,00 

36 Universidad Andina del Cusco 3 3 1,00 

37 
Universidad Privada Norbert 
Wiener 4 4 1,00 

38 
Universidad Nacional Micaela 
Bastidas de Apurímac 9 8 0,89 

39 
Universidad Nacional Agraria 
La Molina 88 76 0,86 

40 Universidad de Lima 20 17 0,85 

41 
Universidad Nacional de 
Ingeniería 80 65 0,81 

42 
Universidad Nacional de 
Tumbes 9 7 0,78 

43 
Universidad Nacional Santiago 
Antúnez de Mayolo 8 6 0,75 

44 
Universidad Nacional José 
María Arguedas 4 3 0,75 

45 
Universidad Católica de Santa 
María 27 19 0,70 

46 
Universidad Nacional de 
Cajamarca 9 6 0,67 

47 
Universidad Nacional 
Intercultural de la Amazonía 3 2 0,67 

48 
Universidad Nacional 
Autónoma de Chota 3 2 0,67 

49 Universidad Alas Peruanas 8 5 0,63 

50 
Universidad Nacional del 
Centro del Perú 15 9 0,60 

51 
Universidad Nacional de 
Huancavelica 5 3 0,60 

52 
Universidad Autónoma del 
Perú 5 3 0,60 

53 
Universidad Nacional de la 
Amazonía Peruana 22 13 0,59 

54 
Universidad Nacional de 
Trujillo 70 41 0,59 

55 
Universidad Nacional del 
Callao 6 3 0,50 

56 
Universidad Nacional de San 
Martín 5 2 0,40 

57 
Universidad Nacional del 
Altiplano 44 17 0,39 

58 
Universidad César Vallejo 
S.A.C. 29 10 0,34 

59 Universidad Nacional del Santa 7 2 0,29 

60 Universidad Peruana Unión 8 2 0,25 

61 
Universidad Tecnológica del 
Perú 9 2 0,22 

62 
Universidad Nacional Agraria 
de la Selva 10 2 0,20 

63 

Universidad Nacional Toribio 
Rodríguez de Mendoza de 
Amazonas 18 3 0,17 

64 
Universidad Nacional Jorge 
Basadre Grohmann 7 1 0,14 

Table 4: Ranking using the ratio Rp/r for the year 2018 

N° University 
REGINA 

Researchers 
(R) 

Papers 
SCOPUS 
2018 (P) 

Paper 
2018 / 

REGINA 
(Rp/r) 

1 
Universidad Nacional Federico 
Villarreal 1 27 27,00 

2 Universidad La Salle 1 16 16,00 

3 
Universidad Continental S.A.C. 
(*7) 5 51 10,20 

4 
Universidad Peruana de 
Ciencias Aplicadas S.A.C. 23 221 9,61 

5 
Universidad de Ciencias y 
Humanidades 13 86 6,62 

6 Universidad Señor de Sipán 1 6 6,00 

7 
Universidad Privada del Norte 
S.A.C. - 8 47 5,88 

8 
Pontificia Universidad Católica 
del Perú 98 456 4,65 

9 
Universidad Católica Los 
Ángeles de Chimbote (*4) - 2 9 4,50 

10 
Universidad Científica del Sur 
S.A.C. 23 101 4,39 

11 
Universidad Peruana Cayetano 
Heredia 104 411 3,95 

12 
Universidad Nacional San Luis 
Gonzaga 4 14 3,50 

13 
Universidad de San Martín de 
Porres  42 126 3,00 

14 Universidad ESAN 9 26 2,89 

15 
Universidad Nacional de San 
Antonio Abad del Cusco 27 74 2,74 

16 Universidad del Pacífico 25 66 2,64 

17 
Universidad Privada Antenor 
Orrego  12 31 2,58 

18 
Universidad de Ingeniería y 
Tecnología 12 31 2,58 

19 
Universidad Nacional Pedro 
Ruiz Gallo 8 20 2,50 

20 
Universidad Peruana Los 
Andes 2 5 2,50 

21 
Universidad Nacional de 
Ucayali 3 7 2,33 

22 Universidad Privada de Tacna 3 7 2,33 
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23 
Universidad Nacional Daniel 
Alcides Carrión 1 2 2,00 

24 
Universidad Católica Santo 
Toribio de Mogrovejo - 3 6 2,00 

25 
Universidad Privada San Juan 
Bautista S.A.C. (*6) 7 13 1,86 

26 
Universidad San Ignacio de 
Loyola S.A. 35 63 1,80 

27 Universidad Nacional de Piura 10 17 1,70 

28 
Universidad Nacional de San 
Cristóbal de Huamanga 6 10 1,67 

29 
Universidad Nacional de San 
Agustín de Arequipa 69 115 1,67 

30 
Universidad Andina Néstor 
Cáceres Velásquez 2 3 1,50 

31 
Universidad Católica Sedes 
Sapientiae 2 3 1,50 

32 
Universidad Nacional de 
Ingeniería 80 116 1,45 

33 
Universidad Nacional Mayor 
de San Marcos 303 427 1,41 

34 Universidad de Lima 20 27 1,35 

35 
Universidad Nacional 
Intercultural de la Amazonía 3 4 1,33 

36 
Universidad Nacional del 
Centro del Perú 15 19 1,27 

37 Universidad de Piura 34 41 1,21 

38 
Universidad Nacional de la 
Amazonía Peruana 22 26 1,18 

39 Universidad Nacional del Santa 7 8 1,14 

40 Universidad Peruana Unión 8 9 1,13 

41 Universidad Alas Peruanas 8 9 1,13 

42 Universidad Católica San Pablo 32 34 1,06 

43 Universidad Andina del Cusco 3 3 1,00 

44 
Universidad Privada Norbert 
Wiener 4 4 1,00 

45 
Universidad Antonio Ruiz de 
Montoya 1 1 1,00 

46 
Universidad Autónoma del 
Perú 5 5 1,00 

47 
Universidad Nacional Agraria 
La Molina 88 83 0,94 

48 
Universidad Nacional Santiago 
Antúnez de Mayolo 8 7 0,88 

49 
Universidad Nacional Agraria 
de la Selva 10 8 0,80 

50 
Universidad Nacional de 
Huancavelica 5 4 0,80 

51 
Universidad Nacional Micaela 
Bastidas de Apurímac 9 7 0,78 

52 
Universidad Nacional de 
Trujillo 70 53 0,76 

53 
Universidad Nacional José 
María Arguedas 4 3 0,75 

54 
Universidad Nacional Jorge 
Basadre Grohmann 7 5 0,71 

55 
Universidad Nacional de 
Cajamarca 9 6 0,67 

56 
Universidad Nacional del 
Callao 6 4 0,67 

57 
Universidad Nacional 
Autónoma de Chota 3 2 0,67 

58 
Universidad Católica de Santa 
María 27 18 0,67 

59 
Universidad Nacional de San 
Martín 5 3 0,60 

60 
Universidad César Vallejo 
S.A.C. 29 17 0,59 

61 
Universidad Tecnológica del 
Perú 9 4 0,44 

62 
Universidad Nacional del 
Altiplano 44 19 0,43 

63 

Universidad Nacional Toribio 
Rodríguez de Mendoza de 
Amazonas 18 6 0,33 

64 Universidad Ricardo Palma 13 4 0,31 

65 
Universidad Nacional 
Tecnológica de Lima Sur (*1) 8 1 0,13 

66 
Universidad Nacional de 
Tumbes 9 1 0,11 

Likewise, in Table V, one can see the ranking developed using 
the Rp/a ratio also described in the previous section. 

Table 5: Ranking using the RP/A ratio 

N° University 
Papers 

SCOPUS 
(P) 

Authors 
SCOPUS 

(A) 

Paper / 
Authors 
(Rp/a) 

1 
Universidad Católica Los Ángeles 
de Chimbote (*4) - 35 10 3,50 

2 
Universidad Nacional Tecnológica 
de Lima Sur (*1) 3 1 3,00 

3 
Universidad Privada del Norte 
S.A.C. - 111 37 3,00 

4 Universidad La Salle 39 13 3,00 

5 
Universidad Científica del Sur 
S.A.C. 430 154 2,79 

6 
Universidad San Ignacio de Loyola 
S.A. 181 76 2,38 

7 
Universidad Peruana Cayetano 
Heredia 4742 2088 2,27 

8 
Universidad Nacional José María 
Arguedas 9 4 2,25 

9 Universidad del Pacífico 267 128 2,09 

10 Universidad ESAN 200 98 2,04 

11 
Universidad Continental S.A.C. 
(*7) 116 59 1,97 

12 
Pontificia Universidad Católica del 
Perú 2899 1515 1,91 

13 
Universidad de Ciencias y 
Humanidades 170 90 1,89 

14 
Universidad de San Martín de 
Porres  558 310 1,80 

15 
Universidad Nacional Micaela 
Bastidas de Apurímac 32 18 1,78 

16 
Universidad Nacional Mayor de 
San Marcos 4378 2471 1,77 

17 
Universidad Andina Néstor Cáceres 
Velásquez 7 4 1,75 

18 
Universidad Antonio Ruiz de 
Montoya 7 4 1,75 

19 

Universidad Nacional Toribio 
Rodríguez de Mendoza de 
Amazonas 13 8 1,63 

20 
Universidad Nacional Autónoma de 
Chota 8 5 1,60 

21 Universidad Católica San Pablo 187 121 1,55 

22 Universidad Nacional de Ingeniería 687 447 1,54 

23 Universidad Ricardo Palma 234 155 1,51 

24 Universidad Peruana Unión 31 21 1,48 

25 Universidad Nacional de Ucayali 22 15 1,47 
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26 Universidad Nacional de Piura 122 84 1,45 

27 
Universidad Nacional de la 
Amazonía Peruana 219 151 1,45 

28 
Universidad Nacional de San 
Antonio Abad del Cusco 523 361 1,45 

29 Universidad Privada de Tacna 23 16 1,44 

30 
Universidad Privada Antenor 
Orrego  160 112 1,43 

31 Universidad de Lima 125 88 1,42 

32 Universidad Alas Peruanas 31 22 1,41 

33 
Universidad Nacional Santiago 
Antúnez de Mayolo 39 28 1,39 

34 
Universidad Nacional Agraria La 
Molina 641 462 1,39 

35 
Universidad Nacional Federico 
Villarreal 172 126 1,37 

36 Universidad César Vallejo S.A.C. 47 35 1,34 

37 Universidad Andina del Cusco 16 12 1,33 

38 
Universidad Católica Sedes 
Sapientiae 16 12 1,33 

39 Universidad Nacional de Cajamarca 78 59 1,32 

40 
Universidad de Ingeniería y 
Tecnología 89 68 1,31 

41 Universidad Autónoma del Perú 12 10 1,20 

42 Universidad de Piura 285 239 1,19 

43 
Universidad Nacional Agraria de la 
Selva 48 41 1,17 

44 Universidad Peruana Los Andes 14 12 1,17 

45 
Universidad Nacional Daniel 
Alcides Carrión 15 13 1,15 

46 
Universidad Privada Norbert 
Wiener 15 13 1,15 

47 
Universidad Nacional de San 
Martín 24 21 1,14 

48 
Universidad Nacional Jorge 
Basadre Grohmann 30 27 1,11 

49 
Universidad Nacional de San 
Agustín de Arequipa 475 429 1,11 

50 
Universidad Nacional San Luis 
Gonzaga 94 85 1,11 

51 
Universidad Privada San Juan 
Bautista S.A.C. (*6) 42 38 1,11 

52 Universidad Nacional de Trujillo 364 330 1,10 

53 Universidad Nacional del Altiplano 111 101 1,10 

54 Universidad Nacional del Santa 20 19 1,05 

55 Universidad Señor de Sipán 20 19 1,05 

56 
Universidad Católica de Santa 
María 117 113 1,04 

57 
Universidad Nacional Pedro Ruiz 
Gallo 98 95 1,03 

58 
Universidad Nacional Intercultural 
de la Amazonía 11 11 1,00 

59 Universidad Tecnológica del Perú 27 27 1,00 

60 
Universidad Nacional de San 
Cristóbal de Huamanga 41 44 0,93 

61 
Universidad Peruana de Ciencias 
Aplicadas S.A.C. 875 953 0,92 

62 
Universidad Nacional del Centro 
del Perú 56 73 0,77 

63 Universidad Nacional del Callao 16 21 0,76 

64 
Universidad Nacional de 
Huancavelica 34 48 0,71 

65 Universidad Nacional de Tumbes 22 36 0,61 

66 
Universidad Católica Santo Toribio 
de Mogrovejo - 46 76 0,61 

Through these results can be observed that small universities 
rise in position when we compare the results of Table I and Table 
II with the results of Table III and Table IV. 

4. Discussion and Conclusions 

From Table I and Table II, it can be seen that most universities 
have a growth in the number of publications from 2017 to 2018. 
This growth is mainly due to the increasing importance that has 
been given to research in Peru due to many factors, among them, 
the new University Law, the accreditation process, and the 
competitive funds to finance research projects. It can be seen that 
the universities with the highest growth are Universidad Nacional 
Jorge Basadre Grohmann with 400 percent growth and 
Universidad Peruana Unión with 350 percent growth. Likewise, it 
can be seen that there are universities that show a decrease, these 
being the universities Universidad Ricardo Palma with 86.21 
percent of regression and Universidad Nacional de Tumbes with 
85.71 percent of regression. One can see in Figure 6, all publication 
evolution from 2017 to2018 for the Peruvian universities.  

The fact of using the number of REGINA researchers as a 
reference to taking into account the size of the university responds 
to the fact that there are opinions that indicate that not all 
professors carry out research, while REGINA investigators are 
called to carry out research. However, it is also true that some 
professors are not REGINA and publish scientific articles, as well 
as students who have publications. In that sense, the use of the 
number of authors identified in SCOPUS could be the best option. 

In Figure 7, the distribution of the best 20 universities can be 
observed according to the different parameters considered in this 
study. 

Finally, one can conclude that when one not only take into 
account the number of published scientific articles but also the size 
of the university, the ranking changes drastically resulting in great 
surprises, mainly in small universities that invest in research 
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The increase of elderly population creates the need to promote healthy aging,
with autonomy and independence, for preserving the functional capacity and
quality of life as much as possible. To achieve this goal the recommendations
include walking a certain amount of steps daily, given that the exact amount of
steps changes with age, lesions, and chronic health conditions that can affect
health and well-being.
Understanding how much exercise is adequate for an individual requires spe-
cialized knowledge and training. It is important to avoid risks that include: (1)
be too aggressive in exercising and increase injuries, create new ones, and later
refrain in exercising more; or (2) be too conservative and in the long run have
an activity level under each one’s potential and below what is recommended.
In this article is proposed and discussed a framework that aims to support peo-
ple having an adequate level of activity for its particular condition and to do it
without disrupting daily routines. The framework is supported by a software
system built for monitoring well-being and physical activity in the context of
Smart Cities. The system is composed by: (1) smartphone applications that
interact with the end-user for showing possible exercises and walk routes, and
that collects some relevant data; (2) a back-office application that collects
and presents data obtained from the smartphone applications. The back-office
application is designed for health professionals to follow users’ progression
over time, to recommend new exercises or to correct less optimal situations.
The first tests with a system implementing this framework show that the solution
is robust and able to be used in a large scale.

1 Introduction

This paper is an extension of work originally presented in
2018 2nd International Conference on Technology and Inno-
vation in Sports, Health and Wellbeing (TISHW) [1].

Active and healthy aging is important as individuals
should have the best life possible and this usually means a
long and healthy life. It is important for individuals as well
as for communities since a political concern is the mounting
pressure on national health services of aging societies due to

the ever larger proportion of elderly population. Therefore
it is important to minimize costs associated to assistance
to people and digital technologies can give an important
contribution. As healthier aging benefits both individuals
and societies, there is a growing awareness of the impor-
tance of promoting it, with autonomy and independence, and
preserving each one’s functional capacity.

The question is thus: how to help people aging with good
health? Several studies suggest that monitoring people’s
level of activity has the potential to foster health and well-
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being by transforming it from an individual goal towards
a collective and social goal [2, 3]. Some experiments have
concluded that the use of information and communication
technology (ICT) enabled devices to collect individual per-
formance data, a communication network for sharing those
data, can contribute to increase the activity levels and to pro-
mote community building. Other studies go further ahead
and infer that connecting residents and municipal health
professionals through digital applications can decrease ansi-
ety levels thus increasing well-being and promoting a sense
of comfort as for instance to reassure young parents that a
nurse is as close as a click of a button [2]. Mobile health
(mHealth) is a paradigm that refers to medical and health
practice supported by mobile devices. Despite the rapid
growth of mHealth, mainly due to the significant growth
in mobile device penetration [4], there are still a number
of challenges including the need of having a high degree
of security, reliability, quality, and effectiveness. Techno-
logical advances (e.g. accelerometers) have allowed for the
objective measurement and characterization of physical ac-
tivity and sedentary behavior in terms of volume, duration,
intensity and frequency. This helps to personalize strategies
and interventions aiming to increase physical activity and
decrease sedentary behavior as well as goal setting [5]. Most
mobile applications (apps) related to health, well-being, and
physical exercise are not properly validated or under the su-
pervision of health professionals, even though some are quite
popular and well rated by users [6]. Privacy concerns also
arise when apps collect and store data. The importance and
potential impact on people’s life of health related advices
and personal information makes it a quite sensitive topic to
be explored without proper validation and supervision.

In this paper we discuss and present a framework for
a monitoring system of wellbeing and physical activity in
the context of Smart Cities. The framework is more than a
single mHealth app as it is designed for health professionals
take control and operate the system, having access to user
specific information as well as to contextual information
about users’ environment.

Although the proposed framework is more than an app,
as it will have health professionals operating the system
and will take into consideration contextual and user specific
information, the app is a key component as it will be the
interface for end users. The back-office component is de-
signed to work with a range of alternative apps however it
is important to provide a default app that, at least, works
as a showcase of good practices and helps to illustrate the
framework potential.

The framework is designed for the global Smart City,
in the sense that its technical solutions and its conceptual
approach take advantage of sensor and city state information.
The framework is deployed in a concrete Smart City: the
Smart City of Águeda that is a member of the Open and
Agile Smart Cities. Águeda was selected for two reasons:
(1) it is recognized nationally and internationally as one of
the most dynamic Smart Cities of Portugal; (2) it belongs
to a region where the proportion of elder population is in-
creasing, as in many other Portuguese and European areas.
The Portuguese census of 2011 showed that 22,5% of the
population of in this region was 65 years old or more.

From the city authorities perspective, collecting infor-

mation where people usually practice outdoor exercise, or
stroll, is valuable for planning public spaces. More and
better infrastructures like fitness equipment, benches for
people to seat and rest for a while, children’s playgrounds,
sports equipment as Basketball fields, among other, can
be better located if city officials posses such information.
Also, concerning mobility, is important to know here people
concentrate when deciding the location of bicycle parking
structures, electrical vehicle’s chargers, bus stops, and so on
and so forth [7].

After the introduction in this section, section II presents
the relevant background and related work on smart city
projects and on mHealth and related mobile applications.
The third section explains the developed work, discussing
the relevant implementation details and presenting the in-
terface of the system. The following section, Section IV,
discusses the main features of the proposed framework and
explains how it helps to mitigate known shortcomings in cur-
rent mHealth solutions. The paper ends with the conclusions
in section V.

2 Background and Related Work
This section will first provide some background information
on smart cities followed by recent relevant projects on this
topic. Then, the section introduces background information
on mHealth ending with a description of three of the most
popular apps for mHealth.

2.1 Smart Cities

Smart City has become a key marketing term for researchers
and politicians to justify technological investments in urban
areas. Several cities and less dense urban areas in quite dif-
ferent stages of development claim to be smart, with no clear
definition of what a Smart City is. One universally accepted
aspect is that ICT are the smartness enabler. With this reality
in mind, some researchers have identified a minimal set of
features that must fulfilled for an urban area be able to claim
its smartness [8]. It is widely accepted that to be considered
smart an urban area must: (1) have an explicit agenda about
the development of its smartness; (2) providing open data
about itself; (3) provide software services or mobile appli-
cations that may be used widely; and (4) have some kind of
digital infrastructure that allow data communication in its
area of actuation.

As a measurement of the order of magnitude of smart
city initiatives, a study from 2017 [8] found that “more than
300 cities of all types and sizes participate in approximately
40 coalitions, thinking tanks and forums or are being advised
by organizations, in their attempts to co-define their innova-
tive future, while most of them claim to be smart, and almost
all cities want to engage in this era”. Smart cities aim to
improve the quality of life for residents and visitors. As such,
most of the city’s intelligence indicators are defined with
respect to the potential impact on people’s lives. The study
conducted in [9] lead to the observation that “a Smart City
is quintessentially enabled by the use of technologies (espe-
cially ICT) to improve competitiveness and ensure a more
sustainable future by symbiotic linkage of networks of peo-
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ple, businesses, technologies, infrastructures, consumption,
energy and spaces”.

The European Union (EU) adopted an indicator that mea-
sures the city’s smartness according to six dimensions [9, 10].
This indicator is also adopted here because of its relevance
and because the proposed framework will be implemented
in an EU city, and the dimensions are:

1. Smart Governance - relates to the degree of citizen par-
ticipation in public life, transparency of governance,
and the quantity and quality of public and social ser-
vices.

2. Smart Economy - how competitive is the economy
measured by its innovative spirit, entrepreneurship,
international insertion, among other.

3. Smart Mobility - addresses concerns such as the ex-
istence of transport infrastructure considering (inter-
)national and local accessibility, availability of IT in-
frastructure, and sustainability of the transportation
system.

4. Smart Environment - what is the concern level about
natural resources, including environmental conditions,
air quality, sustainable resource management and eco-
logical awareness.

5. Smart People - is about human and social capital, in-
cluding the level of qualification, the promotion of
lifelong learning and ethnic plurality, and the open-
ness of minds.

6. Smart Living - is relative to the quality of life, in-
cluding cultural and educational facilities, health con-
ditions, quality of housing and tourist attractiveness,
among other.

Smart City initiatives can address any combination of
these six dimensions, and can be quite distinct in terms of
goals and technical solutions adopted. For example, innova-
tion in Smart Living includes transformations in construc-
tion, urban planning and renovation of facilities whereas
innovation in Smart Mobility may involve tracking systems,
and in Smart Governance may just entail a change in offi-
cial procedures without further material investment. Overall,
solutions that drive initiatives may involve cyber-physical
integration of sensors and other hardware, or be primarily a
software engineering challenge to generate new applications
and services, or be more closely related to data science and
analysis of big data. Considering the six dimensions of the
EU smart city indicator, the framework proposed is aligned
with the Smart Living dimension. As such, here will be
described works that contribute to Smart Living and that are
ready to be deployed in a real context.

2.1.1 i-SCOPE

The i-SCOPE project – interoperable Smart City services
through an Open Platform for urban Ecosystems [11] cov-
ers four dimensions of the Smart City indicator: Living,
Environment, Mobility, and People. In the context of the
project was developed an open platform that supports three
services: (1) optimization of buildings energy consumption

through the precise evaluation of the potential and loss of so-
lar energy; (2) environmental monitoring through real-time
noise mapping, leveraged by the involvement of citizens, as
citizens and their mobile devices can act as sensors, thus
being able to measure noise levels throughout the city in a
distributed way; and (3) a service more related to this work,
which aims to improve the inclusion and personal mobility
of elderly citizens and mobility difficulties. In this context,
the platform presents a detailed urban layout, with features
and barriers, to allow a precise and personalized routing ser-
vice that takes into account the characteristics of individuals
and the city [11]. The i-SCOPE had pilots implemented in
the cities of Wien (Austria), Newcastle (United Kingdom),
Indjija (Serbia), Lázio Region (Italy), and Zadar County
(Croatia).

2.1.2 Amsterdam Smart City Platform

The Amsterdam Smart City Platform [12, 13] is an initiative
that includes several projects developed and implemented
in Amsterdam (The Netherlands). Being a comprehensive
initiative, it contributes to the various profiles of the Smart
City indicator. From the set of projects that contribute to the
profile of Living, two are related more related to the frame-
work discussed in this work: VITAMINE [14] and PAUL -
Active Urban Living based on playful data [15].

The VITAMINE project, dubbed the Dutch word for vi-
tamin, was created to help the elderly who are looking for a
suitable lifestyle [14]. The idea is to increase the frequency
of training activities by providing and supporting an addi-
tional home workout program. The absence of an exercise
supervisor or instructor is mitigated by the availability of
online support. In addition, it also focuses on the diet of its
users and the example given is to examine whether the use
of extra protein has or does not effect on exercise.

The PAUL project aims to understand how the physical
activity of city dwellers can be increased using custom apps
[15]. It is observed that different apps to stimulate people
to exercise exercise use different strategies [6]. The way to
encourage more exercise, or at least maintain the same level
of activity, varies and can be motivational messages, games,
or peer comparison. The project assumes that the type of app
that works best for a particular person is a highly individual
choice. Thus, the project studies how to make the best match
between the user and the app.

2.2 mHealth

Health Apps are a good option for the elderly especially
because of its mobility and portability. However, some im-
portant issues need to be addressed since older people often
find it difficult to use new technologies including smart-
phones and respective apps [16]. However, the Internet and
the use of smartphones among the elderly population will
increase in the near future, as the elderly in the future will
be more likely to use the Internet to search information than
the elderly today. In addition, they are concerned about
health and are likely to use the Internet for health-related
issues [17]. Thus, there seems to be a potential interest in
older adults to use mHealth apps, which is essential for these
systems to be adopted by that group.
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The development of new ICT applications, especially
those that need mobile devices or the Internet, should help
reduce the digital divide. This suggests that, in order to have
an application accessible to a large group of older adults, it
is appropriate to opt for a human-centered design process
whose key premises are the active involvement of users in
the development process as well as in the evaluation of inter-
active systems [18]. In addition, a human-centered design
choice also appears to be a valuable approach when develop-
ing a mobile health application for other stakeholders, such
as health professionals.

Experiments exist with context-aware recommender sys-
tem that offers personalized recommendations of exercise
routes to people according to their medical condition, and
real-time information from a smart city [19]. This recom-
mender has predefined routes and selects the best route based
on a memory-based method that employs neighborhood
search (to determine groups of similar users) and on infor-
mation such as air quality, ultraviolet radiation, wind speed,
temperature, and precipitation. The user can then select the
best course according to their profile (age, effort, distance)
and can inform the system about unexpected situations that
could affect other users. Users can also propose new routes
[19].

There are dozens of fitness apps and discussing a rep-
resentative set here would not bring further insights into
discussion. Nevertheless, here will be described three popu-
lar and feature-full apps selected from dozens due to their
higher ratings voted by hundreds of users, for better under-
standing of what is being made and the real potential of such
applications. The first application was developed for iOS
and Android, the second one just for iOS, and the third one
just for Android.

2.2.1 Pacer Pedometer & Step Tracker

This app uses a set of parameters based on the smartphone
sensors and usage patterns to classify the user’s lifestyle
from sedentary to highly active [20]. It contains a step count-
ing algorithm, and allows to check the performance over
a certain period of time, presenting results using graphics
for easier reading. The historical data is recorded and can
be used to check whether or not the user has progressed
against their goal, in terms of number of steps per day as
well as calorie and weight loss. A set of predefined objec-
tives are defined to give users a sense of progression. The
app encourages users to exercise in case of a long period of
poor activity, and it has a social component in which users,
besides being able to share the number of steps taken, can
also encourage friends to exercise as well.

2.2.2 The Walk: Fitness Tracker Game

This app was created in conjunction with United Kingdom’s
National Health Service and essencially is a game to stimu-
late people to walk more often [21]. The apps monitors the
activities of the user to verify if the user is walking, provides
several stories and users are required to move for progressing
in the story. So this app is masked in a game for encouraging
people to reach the adequate number of steps per day thus
improving their health. As such, it motivates users to follow

the story and not so much to take into account the number
of steps or distance traveled.

2.2.3 Pedometer - Step Counter

The main feature of this app is a step counter. As a secondary
functionality, it computes several metrics acquired through
specifically designed exercises [22]. The application records
the evolution of the metrics over time. Users can have train-
ing plans focused on each part of the body with the purpose
of achieving their own goals more efficiently, addressing
more specifically the part of the body they intend to exercise.
It includes several other tests possible using the smartphone
sensors such as hearing test and color blindness test.

3 Developed Work
The objective of this framework is to explain how mHealth
can be further improved by making sure that health profes-
sionals are at the core of the decisions, without hindering
the vibrant existing mHealth app market. Having health pro-
fessionals at the core of the decisions means that users are
followed by health professionals, and not just by algorithms
or predefined generic reference values, and that they are in
control of the recommendations passed to users having the
ability to take into account the individual health history or
recent changes in its health conditions. Health professionals
also have access to contextual information such as weather
conditions, points of interest and sidewalk conditions, among
others, to obtain an accurate perspective of the real environ-
ment where users will develop their walks. They are able to
recommend (new) exercises and walk paths, or introduce the
necessary changes to correct less optimal situations.

3.1 Framework Description

Figure 1 depicts the proposal overview. Distinct type of
mHealth apps are able to interact with the back-office ap-
plication. At the top of the figure is represented a health
professional analyzing the users’ data and assuring that they
have the best possible walk program, at the bottom of the
picture are represented some users doing their exercises, and
between them is a system composed by the communication
networks and by the back-office.

Two health professionals helped defining the require-
ments of the framework, of the back-office application, and
helped to define personas to guide the user experience re-
quirements. The requirements identified for the back-office
application are discuss in detail in [1]. The back-office ap-
plication is composed by five main modules:

1. Health professional interface - is a web based graphi-
cal user interface that integrates information from the
other components, presenting it to health profession-
als in an intuitive and organized way. The interface is
multi-user as distinct health professionals can follow
distinct sets of end-users. Also there is the ability to
share users to accommodate events such as vacations
or planned leaves. It is considered particularly impor-
tant providing an area where health professionals can

www.astesj.com 407

http://www.astesj.com


M. Rodrigues et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 404-413 (2019)

find all essential information to support their decision-
making process, making it easier, faster and less prone
to errors. The two interface panels presented as Fig-
ures 2 and 3 will be explained next.

Figure 1: Depiction of the core actors of the system with details regarding
the dataflow and the main system modules.

2. User health information module - manages health in-
formation that is private and sensitive. This informa-
tion is never accessible to the mobile app or to any
other module than the health professional interface.
The informaton is stored in a specific and isolated
database and it is inserted by the health professional
when the user subscribes the service. This information
is updated whenever the user meets with the health pro-
fessional responsible for its follow up. Fig. 2 presents
a screen-shot of the health professional interface rel-
ative to this module. The left panel contains generic
information such as user’s name, contacts, weight and
height, and education. The right panel contains the
user’s medical record that includes heart rate, blood
pressure, six minute walking test (6MWT), regular
medication, and a medical record of some relevant
conditions. No special concern about data security –
other than stock data encryption - was taken care in the
prototype development as, when deployed, these part
of the system needs to comply to the specific norms
of each instituion and/or can just be a reference to an
already existing database.

3. Exercise information module - manages user exercise
information that, being private information, is not as
sensitive as the one managed by the user information
module. Since this module interacts with the commu-

nication interface that, by its turn, interacts with the
(third party) apps, there exists an increased factor of
vulnerability. For that reason this module does not
explicitly have information about the user. The user
is referred by a code that does not encode personal
information. This code is for the health professional
interface query the user health information module
about which user corresponds to a given code. When
this happens the user health information module just
replies if that health professional is authorize to view
such data. Fig. 3 presents the health professional in-
terface relative to the exercise information. In the left
panel is visible the resume of the user, at the center
a map showing the walk routes suggested to the user
and, at the right panel, the amount of times the user
walked those courses.

Figure 2: The back-office screen to insert and visualize health information
of one user.

4. Walk paths generator and manager - this module al-
lows to generate paths using multi-criteria [23]. It
is possible ask for path of a given distance, to force
paths to include given places - like rest areas or streets
without cars - and also to exclude some areas such as
more polluted areas or less safe. Then the algorithm
optimizes the rest of the path by preferring streets
with larger sidewalks, avoid the busiest roads, etc [23].
The interface of this module is a contextual menu that
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pops up by right-clicking at the map of the exercise
interface (see menu inside the map in Figure 3).

5. Communication interface - is handles all data received
from or passed to the apps, receives data from the city
sensors (temperature, wind, air quality,...) and from
the municipality information systems (roads/streets
under maintenance, social events,...). This interface
is implemented as a RESTful Web Service and so it
does not start a communication by its initiative. When
the system has to pass information to someone, that
information is stored and later sent when the mobile
app initiates a communication with the system and
ask for such information. If the health professional
needs to contact the user the contact request goes by
alternative ways such as short message service (SMS)
or e-mail.

Figure 3: The back-office screen to define a walk plan for a given person,
and to see how often that plan was executed.

3.2 Data Transport

The ability to allow distinct apps to interact with the back-
office application implies a public definition of the data to
be passed between the apps and back-office, besides the
implementation of the communication interface.

The back-office sends to the app free text messages for
users’ information in JavaScript object notation (JSON). To

send the walk paths, the back-office application generates
a file in keyhole markup language (KML) format, places
that file in an externally acessible universal resource location
(URL), and sends that URL in the JSON message.

The data transport is made by JSON and a data package
can contain one or more of the following sections: (1) user
messages, (2 ) physical activity, (3) heart data, (4) inactivity
justification.

All data packages include a code that represents the
user. This code does not contain personal information as
mentioned before, is used for the back-office associate the
received data with the respective user. As such, in case of
communication interception is not possible to identify the
user just by looking to the data package.

All pieces of information have a timestamp representing
when that information was generated. These timestamps are
used for correctly build the events timeline at the back-office.
As users can use apps without an active data link the time
when the information arrives at the back-office can be quite
distinct of when it was generated.

The section “User Messages” contains information writ-
ten by users. It can have any free text message the user
wants to share with the health professionals, namely ques-
tions regarding any concern he may have. This specific part
of the package is bi-directional in the sense that the healt
professional can use it to send messages (questions) to users.
It also includes information about medications the user is
taking. Table 1 presents an example of a message.

Table 1: Example of a “user messages” section.

"User Messages": [{

"Message": {

"Text": "Everything is OK",

"Time Stamp": "2019-01-09 15:56:10"

}},{

"Medications": [{

"Name": "Placebo 1",

"Time Stamp": "2019-01-09 15:56:10",

"Amount": 10,

"Reason": "Arrhythmia"

}, {

"Name": "Placebo 2",

"Time Stamp": "2019-01-09 15:56:10",

"Amount": 4,

"Reason": "Headache"}]}]

The section “Physical Activity” includes information of
routes walked by users and how was the experience in terms
of satisfaction, polution, etc. It includes information about
how many stops the user has made during the course because
it is an indicator of problems - it should be considered a stop
if the user remains at the same place for a minute or more.
It is also collected information about if any pain was felt
and its location, the total duration of the walk, and a list of
global positioning system (GPS) coordinates representing
the actual path made. Table 2 presents an example of this
data section.
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Table 2: Example of a “physical activity” section representing that the route
305 was walked during 40 minutes with two stops, the first during 1 minute
and the second for 10 minutes.

"Physical Activities": [{

"Physical Activity": {

"Active": {

"Start": "2019-01-09 15:56:10",

"Stop": "2019-01-09 16:36:10",

"Route": {

"Other": "No Comments",

"Satisfaction": {

"Pleasure of Course": 3,

"Pollution Level": 2,

"Luminosity": 8,

"State of the tours": 6,

"Population Density": 4

},

"Difficulty": 4,

"RouteId": 305 },

"StopDuringActivity":[{

"Start": "2019-01-09 16:06:10",

"Stop": "2019-01-09 16:07:10",

"Coords": "40.575423,-8.446624"

}, {

"Start": "2019-01-09 16:09:10",

"Stop": "2019-01-09 16:19:10",

"Coords": "40.575612,-8.446191"

}],

"Pain Condition": {

"Hands": 0,

"Feet": 0,

"Ribcage": 0,

"Thigh": 4,

"Head": 7,

"Shoulders": 0,

"Lumbar": 3,

"Neck": 1,

"Knee": 0,

"Arms": 0,

"Hip": 0 },

"Duration": 40,

"Path": ["40.575320,-8.446634",

"40.575320,-8.446639",

...]}}}]

Two very important measures of effort, that have impli-
cations on the helth and well-being, are the heart rate and
the blood pressure. This are reported in a “heart data” sec-
tion illustrated in Table 3. These values are stored in the
“exercise information” module and not in the “user health
information” module since there is no guarantee that is was
correctly obtained. These values are used just for monitoring
and, if a consistent anomaly is verified, the next time the
health professional meets the user he will try to understand
the reason of the anomaly.

When some user is inactive for a long period of time, the
back-office issues an alert for the health professional. If he
finds appropriate it can question the user the reason of its
inactivity. An example is presented in Table 4.

Table 3: Example of a “heart data” section representing that the values
were obtain by a familiar. Other options could be a drug store or a health
professional.

"User Heart Data": {

"Blood Pressure": {

"Diastolic": 70,

"Systolic": 120

},

"Time Stamp": "2019-01-09 15:56:10",

"Heart Rate": 68,

"Who Measured": "Familiar" }

3.3 Mobile App

As mentioned before, the data transport of the framework
is open and standardized for allowing third party apps to
integrate the framework seamlessly. Nevertheless it was
found important to provide a default app that, at least, helps
to illustrate the potential of the framework.

Table 4: Example of a “inactivity” section. The main purpose is to allow
helath professional understand if users were just busy and did have time to
use the system or if it is a situation that need proper attention.

"Justification of inactivity": [{

"Justification": {

"Other": "None",

"Time Stamp": "2019-01-09 15:56:10",

"Absence": true,

"Disease": false

}

}, {

"Justification": {

"Other": "None also",

"Time Stamp": "2019-01-09 15:56:10",

"Absence": false,

"Disease": true }}]

The devices that run the app are required to have wifi
capabilities in order to send the data for the back-office and,
to receive from it, the walk paths in KML format. They
also need to have a GPS sensor for helping users complete
the walk paths assigned to them, and acquiring information
about the paths users actually did for subsequent analysis by
health professionals.

The devices are not required but are strongly encouraged
to have a heart beat sensor. This recommendation is due
to the heart beat rate is strongly correlated with physical
effort, and thus should be monitored by health professionals
to assess if exercises are adequate to the given persons. It
is not mandatory as heart beat rate and blood presure can
be measured after the exercise by a health professional, or
in a publicly available machine or at home, and then the
values can be inserted manually. Even if the app is running
on a device with a heart beat sensor, such as in the case of
smartwatches, current technology is not accurate if a person
is moving, thus the exercise should be finished before the
value is measured.
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3.4 Default App Implementation

Apps can run on devices such as smartphones and/or smart-
watches. Apps running on smartphones have the advantage
of benefiting from a bigger screen for the grphical user inter-
face and longer energy autonomy, alongside these devices
are well widespread troughtout population. Apps running
on smartwatches have the advantage of benefitins from a
heart beat sensor and being less intrusive as these devices
are smaller. The default app runs combined on both types
of devices: it runs on a smartwatch that acquires heart beat
data and passes it by bluetooth low energy (BLE) to the
smartphone, which combines that data with its own (GPS,
user inputs, ...) and sends alltoghether to the back-office.

A default app was thus designed taking usability consid-
erations adequate for older people [24, 25], and fully devel-
oped to show how each framework feature is accionable from
the app. The user interface was designed with the support
of three personas and two usage scenarios specifically de-
veloped to foster discussion and reflection [25]. Those three
personas were characterized in terms of age, personality
behaviour, and interests. One usage scenario was elabo-
rated including one of the three personas while in the other
scenario the other two personas interacted with which other.

The findings obtained from the personas and scenarios
development lead the designed decisions of the app includ-
ing: the way it was designed, how it works, and why it is
easy to use for an elderly user who may not be used to the
technology or has health impediments that make its use diffi-
cult [26]. The automatically app provides help if it is waiting
for user’s input and no activity is detected. Figure 4 presents
a screen capture of such event in the home screen.

When the app does not detect an available heart beat
sensor it will prompt users about the heart rate. Such form is
presented in Figure 5. The fields DATE and HOUR will have
as default values the current date and hour, respectivelly.

Figure 4: Screen capture of the default app home screen. The app provides
contextual help when user action is required and no user activity is detected.

Figure 5: Screen capture of the default app. The app allows manual in-
sertion of data if sensors are not available or if users prefer to measure
themselves or ask someone else.

4 Discussion

Projects that conform to this framework can contribute to
the challenges associated with the Smart Living profile. This
profile is about lifestyles, behavior and consumption made
through ICT, healthy and safe living in a culturally vibrant
city with diverse cultural facilities, and good quality accom-
modation. Smart Living also promotes tourist attractiveness
and high levels of social cohesion and social capital [9].

In particular, these types of systems described here can
contribute to a healthy ICT-based lifestyle, as it aims to sup-
port people to maintain an adequate level of physical activity
by advising them with a walk plan defined by a professional
and transmitted using an ICT-based solution. In addition,
health professionals, by knowing the places where people
walk, can propose the most popular places to walk, thus
being safer and more appealing. As it includes contextual
information such as climatic conditions, points of interest,
and temporary events among other, it has the potential to
contribute to increase tourist attractiveness. One possibility
that this type of system offers is also to propose joint walking
plans, thus contributing to increase social cohesion.

Placing health professionals at the center of the decision
allows individualized and quite different paths for individu-
als who, even if at first glance may seem to have the same
profile, may have very different needs among themselves.
[27] states that physical activity among the older population
differs widely. According to studies that gathered informa-
tion from ethnographic studies and interviews with health
professionals, it is necessary to create different profiles of
the elderly, with respect to physical activity and health condi-
tions, and consequently create and adapt different routes to a
specific profile. Adequate physical activity levels vary with
health conditions and lifestyle [28]. Considering this, it is
necessary to evaluate the health of users, namely the elderly.
Thus it is of utmost importance to allow health professionals
evaluate and define the profile of the user, and adapt the path
of the walk to their state of health, physical activity level,
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and personal preferences.
Regarding health conditions, the first thing to evaluate is

whether the user needs to see a doctor before becoming more
physically active. This can be reported using the Physical
Activity Readiness Questionnaire - PAR-Q [29]. Then the
6-minute walk test - 6MWT [30] will be used to assess the
user’s level of physical activity. Other health information
should be requested, such as an existing medical diagno-
sis, location and intensity of pain, usual medication, heart
rate, and usual physical activity. With this package of health
professional information can define the profile of the elderly.

A characteristic highlighted by one of the personas cre-
ated was the need to make periodic evaluations face to face.
For example, if a user as a health problem as breaking a leg,
there is a need to make a new health assessment, or if the
user leaves the city for a period of time and does not engage
in any physical activity. Health information is needed to
define the profile of the elderly and to customize the routes
for the health conditions of the users, so it is necessary to
have different routes. This also allows us to adapt the routes
to personal information about the user, for example, a user
who prefers routes integrated in a natural environment or if
he prefers to pass in a local market. Finally, to induce and
motivate the practice of physical activity, it is necessary to
maintain face-to-face contact through periodic health assess-
ment and to maintain the adaptability and personalization of
the routes.

A system conforming to the proposed framework was
implemented and tested with simulated users. The simulated
users asked for walking courses and sent information regard-
ing their physical activities (see Table 2), and sometimes
other data relative to the other parameters, using distinct
combinations of the four information sections. Users also
sent information sections that were not defined and that
should be silently ignored. The system handled efectivelly
the distinct combinations of information sections and the in-
formation sections not defined. These results show that this
design should cope well with upgrades since one major diffi-
culty for upgrading systems is when distinct versions with
distinct features coexist in the same environment. Although
just one instance (and thus one version) of the back-office
is expected in one usage environment, regarding the mobile
applications one should expect a variety of implementations
and with different versions. The system was also tested for
temporary loss of connectivity and didn’t show problems in
such cases. The option of having a back-office connectivity
module implementing a RESTful web service proved quite
robust to the loss of connectivity events.

To extend the system in the future is necessary to de-
fine the JSON format of the message to be passed between
the back-office and the apps, and implement the respective
code and extend the database if necessary. These are the
miminum things to do in any case. There is no necessity to
change the lower level communication mechanisms between
the back-office and the apps as the extension is just in the
semantic part of the content.

In this stage of the work there is no automation (e.g.
no artificial intelligence methods involved). This work was
about designing and validating a monitoring platform that
could be used by mobile apps with the benefit of having
health professionals supervising the exercises. Without this

stage consolidated this framework would be like alternatives
already available: fully automated solutions not necessarily
validated by health professionals.

A possible future extension would be provide some statis-
tics as the places most visited by users, for instance for city
planning purposes. This can be readilly available and it was
not addressed since since third parties didn’t yet identified
those needs.

5 Conclusion
This article presented a framework to help people to have a
more adequate physical activity, using the infrastructure of
smart cities when it exists. As people age, because of their
individual health history, it is more difficult to know what
the proper level of physical exercise is, and therefore they
should have the support of a professional with specialized
knowledge and training. If people are left alone by deciding
their own level of activity, they may be too aggressive and
aggravate their injuries, create new ones and refrain from
exercising more, or be very conservative and, in the long run,
have a level of activity under their potential.

For this, information about chronic conditions, previous
surgeries and current injuries, among others, is needed, rais-
ing concerns about privacy, and people are often reluctant to
share these details. As such, the framework is designed to
be operated by people who already know this information,
or who are already legally authorized to own it, health pro-
fessionals and probably the local public health unit. Also,
special care was taken to make sure that health sensitive
information remains private.

The back-office application was designed for health pro-
fessionals be able to make fast, error-free decisions and
minimize the risk of overloading them with much more
work. In addition, the end user application can be made by
third parties. One default app was designed and developed
considering that some people are able to easily operate the
smarphone and some have difficulties in using ICT, some
may have problems of vision, etc. The best guidelines for
the interfaces of the elderly were considered.

The project is implemented in Águeda, a city of about
fifty thousand inhabitants, and ready for large-scale testing.
The municipality of Águeda is a stakeholder in the project
and it is expected that the project will be implemented defini-
tively after all the tests and eventual corrections. All the
technology planned for use is available in the market, such
as smarphones and wristband models. This is important
because the project is being deployed locally, but it has been
carefully designed to be deployed (easily) in any other city.
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 Neurological signals are generally very weak in amplitude and strongly noisy. As a result, 
one of the major challenges in neuroscience is to be able to eliminate noise and thus exploit 
the maximum amount of information contained in neurological signals (EEG...). In this 
paper, we aimed at studying the N400 wave of the Event-Related Potentials (ERPs) that 
may reflect the effects of vowelling and semantic priming in Arabic language. To improve 
the quality of the recorded ERP signals, we considered a nonlinear filtering method based 
on 10th order Daubechies discrete wavelet transform combined to principal component 
analysis (PCA). Among all tested wavelets, the Daubechies one showed high values of the 
used signal processing metrics. Thus, it allowed a significant enhancement of the signal to 
noise ratio while using only 10 ERP trials. In addition, we confirm its effectiveness while 
comparing the filtered outputs to those obtained using the averaging technique 
implemented in the conventional EEGLab toolbox. In a second step, the Mexican Hat 
function was used to achieve continuous wavelet analysis of the filtered signals. This time-
scale analysis method permitted to get an alternative representation of the ERPs and to 
detect the N400 wave with significantly greater accuracy. 
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1. Introduction 

The Event Related Potential (ERP) N400 wave is a negative 
deflection or component elicited by the brain as a reaction to 
semantically unexpected words in sentence contexts [1]. The N400 
component has been found in many languages, such as English, 
French, Mandarin Chinese..., but to our knowledge, only a few 
studies have examined the occurrence of an N400 in the Arabic 
language [2].  

The shallow or deep character (i.e vowelled or unvowelled 
words respectively) of written depends on how its phonology is 
reflected by the orthography of the language. Indeed, Arabic 
written words are composed from consonant and long vowels in 
addition to diacritics. These last reflect the vowellisation of the 
written word in order to enable inferring specific pronunciation. 
Also, Arabic is characterized by a non-concatenative morphology 
whereby every surface form is analyzable into a consonantal root, 

that conveys semantic meaning, and a word pattern (made up of 
vowels and of a subset of consonants) conveying morphosyntactic 
and phonological information.  

In the present experiment, we recorded and analyzed ERP, in 
particular the N400 component, while participants performed a 
semantic judgment task with Arabic words. As many neural 
signals, ERPs are very weak signals and strongly corrupted by 
noise. Thus, previous studies aimed at improving the quality of 
ERP signals using statistical methods [3,4], linear and nonlinear 
adaptive filtering [5], neural network based techniques [6] and 
wavelets denoisng techniques [7,8].  

In the present study, our aim was to go one step further to 
improve the quality of ERP signals. We used discrete wavelet 
combined with principal component analysis (PCA) as nonlinear 
filtering tools. This allowed us to enhance the signal to noise ratio 
and thereby to highlight the N400 component. In addition, we used 
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the Mexican hat function to achieve the time-scale analysis of the 
filtered ERPs in order to detect the N400 with more accuracy. 

2. Material and methods 

2.1. Experiment 

In our experiment, which was approved by the Ethics 
Committee of the Mohammed V University, a total of 20 Master 
MSc and PhD students (10 women), aged between 20 and 34 years 
old, were tested after giving their written consent to participate in 
the experiment. They were all right-handed and without 
neurological disorders. They all use Arabic daily. 

Each participant was comfortably seated in a Faradized room 
and was asked to silently read two words that were successively 
presented at the center of a computer screen. A total of 256 Arabic 
prime-target word pairs were used as stimuli with 128 pairs 
presented in the vowelled condition and 128 pairs presented in the 
unvowelled condition. For each condition, 64 pairs were 
semantically related and 64 pairs were semantically unrelated. For 
both vowelled and unvowelled pairs, two lists were constructed so 
that across lists, the same target word was paired once with a 
semantically related prime and once with a semantically unrelated 
prime [2]. The order of presentation of the two lists was balanced 
across participants. 

EEG data was continuously recorded using 24 electrodes 
(impedance < 5kΩ) mounted on an elastic head cap according the 
10/20 International EEG System [9]. The signals were amplified 
using SAI amplifiers (San Diego) and recorded at a sampling 
frequency of 250 Hz. The Electro-Occulogram (EOG) was 
recorded from an electrode placed under the right eye to detect eye 
blinks. Finally, two reference electrodes were placed on the left 
and right mastoids. The experiment was conducted in a Faraday’s 
cage in order to reduce external interference [10]. 

The analyzed ERP signals correspond to the electrodes F3, F4, 
C3, C4, P3, P4, Fz, Cz and Pz. Previous results have shown that 
the N400 component is larger over centro-parietal regions of the 
right hemisphere than over frontal regions. 

At the end of the experiment, three participants have been 
excluded because they present too many ocular and muscular 
artifacts contaminating the EEG signal.  

2.2. Data analysis 

Since the creation of wavelets, scientific and technical 
applications based on this mathematical tool have continued to be 
developed [11,12], exploiting their power and their efficiency for 
to perform multiresolution data analysis [13,14].  In the present 
work, we used a filtering technique developed by AminGhafari M. 
et al., [15] in order to denoise multivariate signals. This method 
combines both univariate wavelet decomposition of the signal and 
the principal component analysis (PCA) of the resulting wavelet 
coefficients in order to evaluate the correlation structure of the 
noise.  

According to AminGhafari M. et al., [15], the algorithm 
performs the filtering task in four main steps. First, for a matrix X 
(nxp) of p observed signals, we achieve the wavelet decomposition 
at a defined level K. This results into two matrices Dk and Ak that 
contain respectively the details and approximation coefficients up 

to the level K of the p signals. Second, using the matrix Dj of finest 
details, a minimum covariance estimation is calculated and used 
for the diagonalization of a robust estimate of the noise covariance 
matrix. The obtained diagonal matrix is then used for changing the 
basis at each level 1<i<K. In the third step, the matrix Dk undergoes 
a classical one-dimensional soft thresholding. We then apply the 
PCA to both the detail and approximation coefficients matrices in 
order to choose the appropriate number of useful principal 
components. The best number is automatically defined using the 
Kaiser distance criterion which retains components associated with 
eigenvalues higher than the mean of all eigenvalues.  

From the simplified matrices D and A, inverting the wavelet 
transform provides a new matrix containing the filtered signals. 
These lasts correspond to the main features of the original matrix 
X. 

In our study, we tested 8 wavelet functions belonging to 5 
wavelet families which are Daubechies of order 10 (db10) [16,17], 
Coiflets of order 5 (coif5) [18], Symlets of order 4 and 8 (sym4 
and sym8 respectively) [19], Biorthogonal (bior1.1) [20] and 
Reverse Biorthogonal (rbio1.5) [18]. 

To evaluate the performance of the different wavelets, we 
computed the structural similarity index (SSIM), which is usually 
used to evaluate image quality on the basis of its luminance, 
contrast and structure characteristics. It is based on the comparison 
of an image I with a reference image [21,22]. It is known that the 
closer the SSIM value is to 1, the stronger the structural similarity 
between the evaluated image and the reference image is. By 
contrast, an SSIM value close to 0 indicates that there are no 
similarities between the 2 images [21]. To use this metric, we 
considered the matrix containing the wavelet based filter's output 
signals as an image (30 matrices of 9 analyzed electrodes x 2200 
samples for each participant) and we compared it to the matrix that 
contained the averaged trials for each electrode. 

In addition, we computed the signal-to-noise ratio (SNR) via a 
MATLAB® routine. This signal processing metric is commonly 
used to assess the performance of signal processing methods. It is 
often expressed in decibels as [23,24]: 

𝑆𝑆𝑆𝑆𝑆𝑆 = 20. 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑃𝑃𝑥𝑥
𝜎𝜎²

)  (1) 

where Px and σ² denote the power density of the original and the 
noise signals respectively. 

 In the case of closer SNR values, we also used the mean square 
error (MSE), given by the following equation 2, as second metric 
to evaluate the accuracy of the chosen wavelet. The value of the 
MSE, the closer the filtered signal is to the original one and thus 
the better filtering method is [6,10,21,23]. 

𝑀𝑀𝑆𝑆𝑀𝑀 = 1
𝑁𝑁
∑ (𝑥𝑥(𝑛𝑛) − 𝑥𝑥�(𝑛𝑛))²𝑁𝑁
𝑛𝑛=1   (2) 

where 𝑥𝑥(𝑛𝑛) and 𝑥𝑥�(𝑛𝑛) denote the original and the filtered signals 
respectively. N is the length of x(n). 

In the second step, we used the continuous wavelet transform 
(CWT) as an alternative method to the classical signal time 
representation. This is based on the idea that wavelet analysis can 
provide accurate and specific time-frequency decomposition of 
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neurologic signals. This method has already been applied to EEG 
denoising [18,24,25], ERP component separation [26], spindle and 
spike detection [27,28,29], etc. It allowed an automatic processing 
of the signal and provided both qualitative and quantitative 
information.  

The continuous wavelet transform converts a continuous signal 
into extremely redundant signal of dual continuous variables 
which are the translation and the scale. The resulting changed 
signal is easy to interpret and valuable for time-frequency or time-
scale analysis [30]. In general, CWT of a signal s(t) is defined as: 

𝑆𝑆(𝛼𝛼,𝛽𝛽) = 1
√𝛼𝛼
∫ 𝜓𝜓 �𝑡𝑡−𝛽𝛽

𝛼𝛼
�
∗

. 𝑠𝑠(𝑡𝑡)𝑑𝑑𝑡𝑡+∞
−∞    

where α and β represent the scaling and the dilation factors 
respectively, whereas ψ* is the complex conjugate of the mother 
wavelet function. 

The scale α is associated to the wavelet's central frequency Fc 
and varies according to frequencies (in Hz) by: 

𝛼𝛼 = 𝐹𝐹𝑐𝑐
𝑓𝑓∗𝛥𝛥𝛥𝛥

  (3) 

ΔT is the sampling period. 

For time-scale analysis, we represented the modulus of the 
CWT coefficients, which corresponds to the energy density of the 
analyzed signal, according to log2(α) (ordinate axis) and time 
(abscissas axis) [12]. In this graphical representation, called 
scalogram, a color map is used to quantify the energy density of 
the transformed signal. The highest value of the energy 
corresponds to the white color whereas the lowest is represented 
by black color [31,32,33]. 

In our application, ψ is chosen to be the Mexican Hat (equation 
4), which is the second-order derivative of the Gaussian function. 
This last is not a wavelet, but all its derivatives can be used as 
wavelets, particularly the first and the second derivatives [34,35]. 
In practice, the Mexican Hat is expressed by the real function of 
equation (5) and represented by the figure 1 below. 

𝜓𝜓(𝑡𝑡) = 2

𝜋𝜋
1
4√3𝛿𝛿

�𝑡𝑡
2

𝛿𝛿2
− 1� 𝑒𝑒𝑥𝑥𝑒𝑒 (− 𝑡𝑡2

2𝛿𝛿2
)  (4) 

where 0<δ<1 represents the wavelet width [35] 

𝜓𝜓(𝑡𝑡) = (1 − 𝑡𝑡)𝑒𝑒𝑥𝑥𝑒𝑒 (− 𝑡𝑡2

2
)  (5) 

 

Figure 1. Plot of real function of the Mexican Hat function. 

As illustrated by this figure, the Mexican Hat waveform looks 
like most of the waves that compose the ERPs (Figure 2). This was 
the reason to use it to perform the time-scale analysis of our data 
set. In addition, this function is easy to implement under the 
MATLAB environment. 

 

Figure 2. Example of recorded ERP. 

3. Results and discussion 

The averaged values of the performance metrics, SNR and 
MSE, corresponding to the application of the Aminghafari’s 
algorithm with different DWT functions to our signals are 
presented in Table 1. As described in the Materials and Methods 
section, we recorded 30 ERP signals per electrode from each 
participant (9 electrodes and 20 participants). We processed 5, 10 
and 15 trials to evaluate the efficiency of the filtering algorithm 
and thus to define the most accurate DWT function that allowed a 
good filtering of the ERPs. Results showed that the 10th-order 
Daubachies wavelet (db10) yielded the best results in terms of 
accuracy of de-noising ERP signals. In fact, this DWT function 
shows the highest SNR values and the lowest MSE values in all 
test conditions.  

Importantly, and as presented in Table 2, db10 showed the 
highest values of the structural similarity index for all electrodes. 
In addition, and as illustrated on Figure 3, its application to filter 
the ERPs showed good improvement of the visual quality of 
waveforms’ plots. 

Visual comparison of these results to those obtained using the 
classical averaging method implemented in the EEGLab Toolbox 
showed that, for each electrode, the same visual quality of plots is 
obtained via our method and via EEGLab when averaging all 
recorded signals for SNR values of about 3.5. However, using our 
db10-PCA filtering method, only 5 to 10 ERP trials are sufficient 
to improve the SNR value and to highlight the occurrence of an 
N400 component. This can be explained by the fact that our 
filtering method is a nonlinear technique that takes into 
consideration some statistics of the signal and how the noise is 
affecting the signal. By contrast, the averaging method is a linear 
method that assumes that the noise is additive, white and Gaussian.  

In order to still improve accuracy in N400 waveform detection, 
a time-scale representation of the ERP signals was performed on 
the basis of the Mexican hat CWT function. An example of results 
obtained for the 9 recorded electrodes is illustrated on Figure 4. 
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Table 1: Averaged values of metrics obtained using 5, 10 and 15 EEG trials. 

Wavelet Name 5 ERP trials 10 EEG trials 15 EEG trials 
MSE SNR MSE SNR MSE SNR 

Daubachies db10 62,84 7,90 74,96 7,10 68,61 6,13 
Coiflets coif5 70,19 6,64 92,70 6,50 79,73 5,66 

Symlet 
sym4 67,63 7,19 86,94 6,77 78,32 5,66 
sym8 68,64 7,20 89,95 6,63 78,05 5,75 

Mery dmey 102,60 5,42 141,43 5,82 114,99 4,49 

Biorthogonal wavelet bior 1.1 73,68 6,59 84,64 6,38 85,34 5,08 
Reverse biorthogonal rbio 1.5 67,19 7,26 88,92 6,65 77,26 5,77 

 
Table 2: Averaged values of structural similarity index metric. 

Wavelet Name 
Structural similarity index metric 

F3 F4 C3 C4 P3 P4 Fz Cz Pz 
Daubachies db10 0,97 0,99 0,95 0,98 0,93 0,94 0,99 0,98 0,96 
Coiflets coif5 0,54 0,50 0,52 0,50 0,58 0,49 0,55 0,60 0,59 

Symlet 
sym4 0,28 0,26 0,23 0,28 0,3 0,31 0,29 0,23 0,31 
sym8 0,25 0,30 0,27 0,31 0,27 0,28 0,31 0,29 0,32 

Mery dmey 0,08 0,11 0,09 0,10 0,07 0,14 0,08 0,15 0,08 

Biorthogonal wavelet bior 1.1 0,18 0,22 0,20 0,17 0,21 0,22 0,26 0,22 0,23 
Reverse biorthogonal rbio 1.5 0,27 0,35 0,25 0,33 0,28 0,31 0,36 0,33 0,27 

 

 
Figure 3.  5, 10 and 15 ERP trials filtered using both EEGLab Averaging technique (Up) and the developed db10-PCA filtering method (down). 
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Electrode Fz Electrode Cz Electrode Pz 

   
Electrode F3 Electrode C3 Electrode P3 

   
Electrode F4 Electrode C4 Electrode P4 

   
 

Figure 4. Scalograms of the average of 10 filtered ERP trials using db10-PCA. 
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Visual reading of these scalograms revealed the presence of 
light-colored vertical bands for medium and small scales, depicting 
smaller changes throughout the ERP signal. In particular, high- 
energy concentrations are observed in the time range of the N400 
component [360; 470msec] and for scales between 3 and 8. 
Importantly, these regions correspond to a maximum energy 
around the position of the N400 component in the temporal 
representation of the ERP signal.  

Based on these results and similar ones obtained by processing 
the entire set of data available for this study, the maximum energy 
localization in time and scale allowed us to define a qualitative 
criterion to detect the N400 occurrence and position. Moreover, we 
have demonstrated in our previous scientific works, that the 
primed Arabic words elicit smaller N400 components than 
unprimed Arabic words [2]. This result is confirmed by the use of 
the CWT technique. Indeed, for unprimed Arabic words, a high 
energy band is detected around 380 to 410 millisecond, that is, in 
a narrow range of about 30 milliseconds, whereas for primed 
words, this energy region is of very low intensity. 

4. Conclusion 

In this study we exploited the wavelets, as signal processing 
tools, to improve the quality of the ERP signals recorded during a 
semantic priming task in Arabic. We used the discrete wavelet 
transform to denoise the recorded signals. Moreover, the filtering 
procedure combined the DWT and the PCA methods to form a 
nonlinear filter that allowed us to improve the visual quality of 
ERP plots based on a few trials only. Importantly, using the SSIM, 
the SNR and MSE metrics, we demonstrated that 10th-order 
Daubachies wavelet of order 10, was the most efficient to improve 
the SNR and thus to reveal the occurrence of the N400 component. 
Finally, visual comparison with the results obtained using 
EEGLab tools, showed that our procedure allowed a clear 
improvement of the quality of the ERP plots. 

In a second part, we used the continuous wavelet transform 
based on the Mexican Hat function to perform the time-scale 
analysis of the filtered ERPs. The resulting scalograms allowed us 
to define qualitative and quantitative criteria to detect the presence 
of the N400 component in the auditory and visual evoked signals. 
The qualitative criterion consists of visual reading of the energy 
density representation whereas the quantitative criterion is based 
on defining with acute precision the maximum of the N400 energy 
within time and scale positions. In this case, we found that, for 
unprimed Arabic words, a high energy band is detected between 3 
and 8 on scale axis and in the time range [380; 410msec]. This last 
corresponds to the normal position of the N400 wave in the 
temporal representation of an ERP. In the case of primed Arabic 
words, a very low intensity energy region is present in the time 
range [360; 470msec]. 
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 FM broadcast stations generate reverse intermodulation signals that cause communication 

problems between ATC controllers and pilots in the Air Traffic Control systems (ATC) in 

Thailand. In this paper proposes a balanced RF power amplifier using the improvement  

3-dB quadrature hybrid couplers to reduce the reverse intermodulation of FM broadcasting 

systems. The mathematics analysis of the balanced RF power amplifier for two closely 

located FM stations shows that can reduce the reverse intermodulation products. A reverse 

signal from nearby FM stations travels into two amplifiers of a balanced amplifier that 

create intermodulation signals. The quadrature hybrid coupler in a balanced RF amplifier 

to provide intermodulation signals of two amplifiers have a 180˚ out-of-phase which cause 

reducing intermodulation signals. In this paper designs 3-dB quadrature hybrid couplers 

for a proposed RF balanced amplifier. The low-cost PCBs are used to make prototype 

couplers. The proposed couplers are provided experimental results of return losses that are 

lower than -15 dB. The directed port has a coupling coefficient -3.3 dB and the coupled 

port has a coupling coefficient -3.4 dB. The prototype couplers are applied to a balanced 

amplifier that obtains a maximum output power 210 watts with 17.20 dB gain. A proposed 

balanced RF amplifier is measured the reverse intermodulation products of with a situation 

of two closely located FM broadcast stations to compare with a single-stage class-C 

amplifier. The experimentation demonstrates of the transmitter using a balanced RF power 

amplifier that can reduce an intermodulation product 18.47 dBc.  

Keywords:  

Reverse Intermodulation  

FM Power Amplifiers 

Balanced RF Power Amplifiers  

3-dB Quadrature Couplers  

Broadside-coupler Striplines  

Printed Circuit Broads (FR-4) 

 

 

 

1. Introduction  

The RF power amplifiers are important components for 
wireless communication systems. The design techniques for RF 
amplifier can use classes A, B, C, and AB, etc. Each type of class-
amplifiers has different features and performances. The class-C 
amplifiers are suitable for FM broadcasting systems because it has 
the output power and efficiency higher than other types. The 
disadvantage of class-C power amplifiers is non-linearity which 
creates harmonic and intermodulation signals. Harmonic signals 
are multiple of the fundamental frequency. It can be eliminated by 
using the Low Pass Filters. Intermodulation signals are unwanted 
signals of non-linear RF power amplifiers. When the power 
amplifier of FM station is injected by two frequencies which are 
generated intermodulation signal to fall into the other frequency 

ranges. The intermodulation products can be calculated from  
2f2-f1 and 3f2-2f1 [1]. 

 

Figure 1: The reverse intermodulation products of FM broadcast stations 
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Although, the FM broadcast station uses an RF power 
amplifier with a single frequency. In practice, the signals from 
nearby FM broadcast stations can radiate to the own station. In 
Figure 1, two closely located FM broadcasting stations, the signal 
from a reverse transmitter radiates into a carrier transmitter via an 
antenna and transmission line in the reverse direction, called 
“Reverse Signal”. The reverse signal travels until it present at the 
input of a carrier transmitter. So, the station own signal and the 
reverse signal create intermodulation signals, called “Reverse 
Intermodulation (RIM)”.  

The FM broadcast station uses a low pass filter in the final stage 
to block unwanted signals, such as harmonic and intermodulation 
signals. A low pass filter has a wide transition band, the frequency 
response to change from a pass-band to a stop-band. Which 
frequencies of intermodulation products are very close to a cut-off 
frequency point of the filter that cannot eliminate intermodulation 
products with a low pass filter. The FM broadcast station using the 
frequency band is 88-108 MHz that are close to the frequency band 
of Air Traffic Control (ATC) systems, using the frequencies 
between 108-137 MHz. Therefore, reverse intermodulation signals 
from FM station generates may be interferences communication 
between air traffic controllers and pilots, as shown in Figure 2. [2] 

 
 

Figure 2: Intermodulation products interference to Air Traffic control systems 

To overcome this problem, circulators or cavity bandpass 

filters are alternatives to reduce intermodulation products.  
It can block reverse signals from nearby stations and unwanted 

signals from the own station. Disadvantages of circulators and 

cavity bandpass filters are adding considerable cost, complexity 

and power loss to a system. As will be shown, none of the 

techniques available to reduce reverse intermodulation are 

particularly attractive. 

This paper presents a balanced RF power amplifier using the 

improvement 3-dB quadrature hybrid couplers to reduce reverse 

intermodulation signals of FM broadcast station. The concept of 

balanced RF power amplifiers is structured from two identical 

quadrature couplers and two signal-stage amplifiers. The reverse 

signal from nearby FM stations radiates to the own station until it 

present at the input of two signal-stage amplifiers that generated 

intermodulation signals. The second quadrature hybrid coupler 

provides a 180˚ out-of-phase of two intermodulation signals from 

two amplifiers that can cancel intermodulation signals. The 

mathematics analysis of a balanced RF power amplifier for two 

closely located FM stations shows that can reduce the reverse 

intermodulation products, will be explained in section 3. In the 

previous work presents a design and implementation of the 

prototype 3-dB quadrature couplers [3]. In this work, prototype  

3-dB quadrature couplers are included in a structure of a balanced 

RF power amplifier to reduce reverse intermodulation signals of 

FM broadcast station. 

The quadrature hybrid couplers are an important component 

for a balanced RF power amplifier. Due to it can separate an input 

signal into two identical amplifiers and combines both output 

signals. The quadrature hybrid coupler has a very beneficial feature 

that can reduce a reverse intermodulation signal of FM 

broadcasting systems. The branch-line hybrid couplers are applied 

to traditional couplers for the balanced rf power amplifier. The 

branch-line is a simple type of quadrature couplers that are realized 

by using four transmission lines to construct a single-box coupler 

[4]-[5]. Each line in the single-box is a quarter-wavelength 

transmission line. The disadvantage of branch-line couplers is a 

large physical size because a quarter-wavelength transmission line 

determines the physical size of branch-line couplers. Especially, 

FM broadcasting systems use a low-frequency range that is a long 

transmission line that increases physical size. The large physical 

size is unsuitable to use for an RF power amplifier of the FM 

stations [6]-[10]. The quadrature hybrid couplers in this paper are 

structured by using the broadside-coupler stripline technique to 

reduce the size of couplers. Section 4 describes the design, 

implementation of quadrature hybrid couplers.  

The prototype quadrature couplers are applied to a balanced RF 

power amplifier. The two identical single-stage amplifiers use  

a class-C RF amplifier with two MRF151 N-channel MOSFETs 

and operate at the frequency range of 88-108 MHz. Experimental 

results of the total output power, a frequency response of prototype 

balanced power amplifier will be presented in section 5. The 

situation of two closely located FM broadcast stations is used to 

create the reverse intermodulation signal. Two carrier transmitters 

that use a single-stage power amplifier and a balanced RF power 

amplifier have been measured. The FM broadcast station using  

a balanced power amplifier eliminates the intermodulation signals 

by using the phase-shifting property of the quadrature hybrid 

coupler. The reverse signals (𝑓𝑅) from nearby FM stations and the 

intermodulation signals have a 180˚ out-of-phase which can be 

canceled the reverse signals and RIM signals without the cavity 

bandpass filters and circulators. Experimental results of the FM 

broadcast station using a balanced RF power amplifier comparing 

with single-stage RF power amplifier are presented in sections 6.  

2. RF Power Amplifier for FM Broadcasting Systems 

 Class-C Power Amplifiers 

The RF power amplifiers are an electronic circuit that transfers 

an input power to load such as the antenna by amplifying.  

FM broadcasting systems require high output power and 

efficiency. The Class-C amplifier offers the highest efficiency 

more than Class-A, Class-B, and Class-AB. The efficiency of 

Class-C amplifiers can be approximated about 70-80%. The 

disadvantage of Class-C amplifiers is non-linearity which has poor 

distortion qualities and generates harmonics [11]. When two 

signals are the input of an amplifier that creates intermodulation 

components (IM). The several techniques are presented reducing 

the intermodulation distortion by improved the RF power 

amplifiers, such as the feed-forward techniques [12], etc. They are 
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suitable to the multicarrier amplifiers which cannot eliminate the 

reverse signal from nearby FM broadcast stations. 

 Non-linear Distortion and Intermodulation Products 

Non-linear distortions can be described in terms of a non-linear 

relationship between the input and output signals. The non-

linearity creates several effects such as harmonic and 

intermodulation signals. Harmonic signals are unwanted signals 

which are included a number of integer multiples of an input 

frequency. Intermodulation signals occur when an input of  

non-linear systems are composed of two frequencies. FM 

broadcast stations use a Class-C amplifier that is a nonlinear 

system. Therefore, we can express by:  

 y(t) =  α1x(t)+α2x(t)2+α3x(t)3+α3x(t)4+… () 

Where y(t) represents the output, x(t) represents the input and 

αn represents the gain coefficient.  

 x(t) = A1 cos(2πf1t) +A2 cos(2πf2t) () 

If an input signal consists of two signals with different 

frequencies that are applied to a nonlinear system (1). The resultant 

of the output can be expressed as: 

y(t) =  [
α2A

1

2

2
+

α2A2
2

2
] + 

[α1A
1
+

3α3A
1

3

4
+

3α3A1A2
2

2
] cos(2πf1t) + 

[α1A
2
+

3α3A
2

3

4
+

3α3A1
2A2

2
] cos(2πf2t) + 

[
α2A

1

2

2
] cos(2π2f1t) + [

α2A
2

2

2
] cos(2π2f2t) + 

[
3α3A

1

2A2

4
] cos(2πt(2f1+f2))+ 

[
3α3A

1
A2

2

4
] cos(2πt(2f2+f1)) + 

[
3α3A1

2A2

4
] cos(2πt(2f1-f2)) + 

[
3α3A

1
A2

2

4
] cos(2πt(2f2-f1)) +… 

From (3), the output that does not contain only the fundamental 

frequency. The nonlinearity gives other frequencies adding to 

output components. The second term of this expression shows the 

amplitude of the fundamental frequencies. The third term shows 

the second-order harmonics. The fourth and fifth terms show third-

order intermodulation distortions. The terms of 2f1-f2, 2f2-f1 are 

third-order intermodulation products. The intermodulation signals 

are very close to fundamental frequencies which are cannot be 

easily filtered. 

 

Figure 3: Intermodulation Products of nonlinear systems 

3. Balanced RF Power Amplifier 

The balance RF power architecture shows in Figure 4. Two 
identical signal-stage amplifiers are parallel connecting with two 
quadrature hybrid couplers. Both amplifiers share the same input 
signal (xin(t)) which is fed through the quadrature hybrid coupler. 
The first quadrature hybrid coupler on the input is the splitter that 
divides an input signal (from port 1) into two equal amplitude 
outputs (port 2 and port 3) with a 90˚ phase difference. The input 
signal of the first amplifier (PA1) has been 90˚ phase-shifted and 
the signal of the second amplifier (PA2) has been 180˚ phase 
shifted. Two amplifiers have the same bias voltage that provides 
equal output power capability. The second quadrature hybrid 
coupler on the output is a combiner that is connected to the output 
stages of two amplifiers. which an output signal of PA1 connect to 
port 1 and an output signal of PA2 connect to port 4. Both output 
signals are in-phase on port 3 that means output signals from two 
amplifiers are combined. While output signals are out-of-phase at 
port 2 that mean the output signals from two amplifiers are 
canceled. A port 2 of a hybrid coupler is an isolation port that is 
terminated by match load 50Ω. 

 

Figure 4: The balanced RF power amplifier structures 

 Analysis of the Balanced RF Power Amplifier to Reduce 

Reverse Intermodulation Products 

This paper proposes the balanced RF power amplifier that 
reduces the reverse intermodulation products. From Figure 5,  
an input signal is xi(t) which represents the FM modulation signal. 
The input signal is fed through the first quadrature hybrid coupler 
which separates an input signal into two equally signals with a 90˚ 
phase difference, we can express by: 

xi1(t) =  
1

2
cos(2πfCt+90˚) 

xi2(t) =  
1

2
cos(2πfCt+180˚) 

(3) 

(4) 

(5) 
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Figure 5: The analysis of a balanced RF power amplifier to reduce reverse intermodulation products 

 Where xi1(t) is an input signal for the first power amplifier and 
the xi2(t) is an input signal for the second power amplifier. The fC 
represent a carrier frequency. When the reverse signal (SR(t)) from 
nearby FM station travels in a reverse direction until it presents at 
the output stage, the port 3 of a second quadrature hybrid coupler. 
A similar expression for the output stage of a balanced amplifier, 
a second quadrature hybrid coupler is the symmetric 4-port 
microwave device that separates a reverse signal to two equally 
signals with a relative phase difference of 90˚. We can express both 
reverse signals by:  

SR1(t) =  
1

2
cos(2πfRt+180˚) 

SR2(t) =  
1

2
cos(2πfRt+90˚) 

Where SR1(t) and   SR2(t) are the respective reverse signals 
traveling into two power amplifiers and the 𝑓𝑅 is a frequency of  
a reverse signal. Both reverse signals travel in the reverse direction 
through the coupler until they present at the input of each amplifier. 
Input signals (xi(t) ) together with the reverse signals (SRi(t) ) 
present at an input of each power amplifiers, can be written as 
follows:  

x1(t) = xi1(t)+SR1(t)  

 x2(t) = xi2(t)+SR2(t)   

The  x1(t)  and  x2(t)  are the respective input signals of two 
power amplifiers. We use  x1(t)  and  x2(t)  to a nonlinearity 
equation of power amplifiers (1). Therefore, a resultant of the 
output can be expressed as: 

y
o1

(t) =  [α2]+ [α1+
9α3

4
] cos(2πfRt+180˚) + 

[α1+
9α3

4
] cos(2πfCt+90˚) + 

[
α2

2
] cos(2π2fRt+180˚) + 

[
α2

2
] cos(2π2fCt+90˚) + 

[
3α3

4
] cos(2πt(2fR+fC)+90˚)+ 

[
3α3

4
] cos(2πt(2fC+fR)) + 

[
3α3

4
] cos(2πt(2fR-fC)+270˚) + 

[
3α3

4
] cos(2πt(2fC-fR)) + 

[
α3

4
] cos(2π3fRt+180˚)+ 

[
α3

4
] cos(2π3fCt+90˚)+… 

 

(10) 

(6) 

(7) 

(8) 

(9) 
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y
o2

(t) =  [α2]+ [α1+
9α3

4
] cos(2πfRt+90˚) + 

[α1+
9α3

4
] cos(2πfCt+180˚) + 

[
α2

2
] cos(2π2fRt+90˚) + 

[
α2

2
] cos(2π2fCt+180˚) + 

[
3α3

4
] cos(2πt(2fR+fC))+ 

[
3α3

4
] cos(2πt(2fC+fR)+90˚) + 

[
3α3

4
] cos(2πt(2fR-fC)) + 

[
3α3

4
] cos(2πt(2fC-fR)+270˚) + 

[
α3

4
] cos(2π3fRt+90˚)+ 

[
α3

4
] cos(2π3fCt+180˚)+… 

The y
o1

(t) and y
o2

(t) are respective output signals of two 

power amplifiers. Both output signals are several effects of  

a nonlinear distortion that contains the term of the carrier 

frequency, the reverse frequency, the harmonics, and the third-

order intermodulation products. Both output signals are combined 

by a second quadrature coupler which is connected to an output 

signal y
o1

(t)  at port 1 and an output signal y
o2

(t)  at port 4. The 

term of a reverse frequency (𝑓𝑅) and the term of intermodulation 

product (2f
C

-fR) are out-of-phase on port 3 of a second quadrature 

coupler. Thus, the reverse signal and the intermodulation signal are 

canceled. A similar expression, a term of a carrier frequency (f
C

) 

is in-phase on port 3. So that the total output power can be 

increased and can be expressed as: 

y
o
(t)  = 2α2+2 [α1+

9α3

4
] cos(2πfCt+270˚) + 

α2cos(2π2fCt+270˚) + 

[
6α3

4
] cos(2πt(2fC+fR)+180˚) + 

[
6α3

4
] cos(2πt(2fR-fC)+90˚) + 

[
α3

4
] cos(2π3fCt+270˚)+… 

The math model of balanced RF power amplifiers with a carrier 

frequency (f
C

)  100 MHz and a reverse frequency (f
R

)  

95 MHz is simulated. The line spectrums of simulation results 

show in Figure 6. The intermodulation signals in term of (2f
C

-fR) 

and a reverse signal are eliminated. 

 

Figure 6: Simulation results of the math model based on  

a balanced RF power amplifier 

 Intermodulation Measurements 

The third-order intermodulation distortion creates additional 
frequencies in terms of 2𝑓1 − 𝑓2 and 2𝑓2 − 𝑓1. The measurement 
is described by the power ratio between the power level of a 
fundamental frequency and intermodulation products, can be 
expressed as:  

 PIM3(dBc) =  PC(dBm)  -  PS(dBm) (13) 

Where the  𝑃𝐶  is a power of a fundamental frequency and the 
𝑃𝑠 is the power of a third-order intermodulation product. The 𝑃𝐼𝑀3 
is the intermodulation level (dBc) of an intermodulation product 
relative to a power level of the fundamental frequency. 

 

Figure 7: Intermodulation Distortion Measurement 

4. Design and Implementation of 3-dB Quadrature Hybrid 

Couplers 

The conventional couplers for balance power amplifiers use 
branch-line hybrid couplers because it is simple and easy to make. 
The size of the branch-line couplers is increased when using in an 
FM frequency range. The reducing of the physical size of branch-
line couplers, many methods have been suggested. The slow-wave 
transmission line technique can make short-wavelength 
transmission lines by reducing phase velocity [13]-[17]. The 
increasing of inductances and capacitances with the same ratio 
causes reducing phase velocity while a characteristic impedance of 
the coupler is unchanged. Also, lumped-element hybrid couplers 
use for reducing the circuit size of branch-line hybrid couplers 
[18]-[19]. Lumped-element circuits are realized by using  

(12) 

(11) 
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LC-microstrip resonance circuits to replace the line sections of 
branch-line couplers. The lumped-element circuits have a 
characteristic impedance equivalent to the quarter-wavelength 
transmission line while the circuit size of lumped-element circuits 
is shorter than the branch-line couplers. 

Lange couplers are two parallel microstrip lines with alternate 
lines on the same surface [20]- [21]. The alternate lines can reduce 
the occupied area of couplers. However, after the circuit of 
couplers have been processed, the circuit requires wire bonders for 
bonding the conductor spacing of coupler lines [22].  Wire bonders 
increase the manufacturing processes which are difficult to realize. 
Broadside-coupler striplines are the hybrid couplers without 
bonding wires [23]. The broadside-coupler structure comprises 
two parallel quarter-wavelength transmission lines on the opposite 
surface. A coupled line is a floating transmission line overlay on  
a signal line. The length of a coupled line determines the physical 
size of the hybrid couplers. It can be significantly reduced the 
occupied area of couplers by using symmetrical circuits of two 
parallel striplines with the opposite surface and using tightly 
stripline. The coupling coefficient of couplers is increased by using 
printed circuit broads with a small substrate thickness, e.g., 0.1mm 
substrate thickness, which has expensive cost and is difficult to 
find [24]-[29]. 

The broadside-coupled striplines in this paper consist of two 
parallel lines which are embedded in a dielectric between two 
ground planes [26]-[28], as shown in Fig. 8. The energy transfer 
from a signal line to a coupler line occurs at the through parallel 
striplines.  

 

Figure 8: voltages and currents on two striplines. 

 (a) Even-mode field distribution. 

(b) Odd-mode field distribution. 

The configuration as shown in Fig. 8 is used to design a 
broadside coupler. The coupling coefficient can be calculated in 
terms of a characteristic impedance (𝑍0). The voltage coupling 
coefficient (𝐶) is calculated from the characteristic impedances of 
even-mode (𝑍0𝑒) and odd-mode (𝑍0𝑜) which can be expressed as 
[30]: 

𝑍0𝑒 = 𝑍0√
 + 𝐶

 − 𝐶
 

𝑍0𝑜 = 𝑍0√
 − 𝐶

 + 𝐶
 

According to Cohn [31]-[33], the even-mode and odd-mode 
characteristic impedances with respect to ground planes can be 
calculated by: 

𝑍0𝑒 =
.

√𝜀𝑟

 
𝐾(𝑘′)

𝐾(𝑘)
 

𝑍0𝑜 =
.

√𝜀𝑟
𝑏
𝑠

 𝑡𝑎𝑛′− (𝑘)
 

Where 𝐾(𝑘) and 𝐾(𝑘 ′)  are complete elliptic integrals of the 

first kind and 𝑘′ =  √1 − 𝑘2. The ground plane spacing (𝑏) and the 
spacing between two parallel striplines (𝑠) are used to calculate the  
𝑘 parameter which can be calculated by:  

𝐾(𝑘′)

𝐾(𝑘)
 ≈



𝜋
ln [ 



𝑘
 ] 

Thus, we can calculate the stripline width (𝑤) from: 

𝑤

𝑏
=



𝜋
[ln (

 + 𝑅

 − 𝑅
) −

s

𝑏
ln (

 +
𝑅
𝑘

 −
𝑅
𝑘

)] 

𝑅 =  √[
(𝑘

𝑏
𝑠

− )

(
1
𝑘

𝑏
𝑠

− )
] 

The circuit design of a 3-dB quadrature hybrid coupler, as 

shown in Figure 9. The top stripline is embedded between the 
substrate 1 and the top ground plane. The bottom stripline is 
embedded between the substrate 3 and the bottom ground plane. 
The space between the top stripline and the bottom stripline is 
inserted by a substrate 2, as shown in Figure 9 (a). Assume, the 
input signal is injected into port 1, called  “input port”. The bottom 
stripline passes an input signal to port 3, called “directed port”. 
Also, an input signal is coupled via the top stripline to port 2, called 
“coupled port”. An input signal is divided by a 3-dB quadrature 

hybrid coupler into two equal amplitude outputs with a 90˚ relative 
phase difference. The input and coupled signals are canceled at the 
port 4 that has no signal going out from this port, called “isolated 
port”. 

The hybrid coupler is implemented at the frequency of  
98 MHz, It is a center frequency of FM broadcast systems. The  
FR-4 printed circuit broads (PCB) are used to make prototype 
couplers. A dielectric constant (𝜀𝑟 ) of an FR-4 PCB is 4.6 and  
a substrate thickness (𝑠)  is 0.8 mm. Assuming the characteristic 
impedance (𝑍0 ) is 50 Ω, coupling coefficients (𝐶 ) is 0.707 The 
summarize calculated parameters from (14) – (20) are the stripline 
width (𝑤) 2.54 mm. The ground plane spacing (𝑏) is 10.4 mm. The 
length of a coupled line (𝐿 ) is 385 mm. The circuit of a 3-dB 

quadrature hybrid coupler using tightly microstrip line, as shown 
in Figure 9(b). This circuit designed is simulated with the CST 
software to verify a proposed hybrid coupler. 

Due to the general FR-4 PCBs have 1.6 mm and 0.8 mm 

substrate thickness while the dimension of ground plane spacing 

(𝑏) of the proposed coupler is 10.4 mm. Thus, we choose an FR-4 

PCB with 1.6 mm substrate thickness to make substrate 1 and 

substrate 3 which can be made by using PCBs piling up to three 

layers. The constructed of a prototype coupler is shown in Fig. 9. 

The overall physical dimension is 75×85 mm. 

 
             (a)                                               (b)  

𝜀𝑟

+  +  +  +  +  

+  +  +  +  +  
𝜀𝑟

+  +  +  +  +  

- - - - -

w s b

(14) 

(15) 

(18) 

(19) 

(20) 

(16) 

(17) 
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Figure 9: The configuration of a 3-dB quadrature hybrid coupler 

(a) Layers of the 3-dB quadrature hybrid coupler  

(b) Circuit layout of the 3-dB quadrature hybrid coupler 

 
Figure 10: Photographs of the prototype coupler  

 Measurement Results of the Quadrature Hybrid Couplers  

In this section presents the experimental results of the 

prototype 3-dB hybrid coupler. The frequency range between  

25 MHz to 150 MHz has return losses lower than -15dB, as shown 

in Figure 11. The center frequency of an FM broadcasting systems 

(98MHz) provides a maximum coupling coefficient, as shown in 

Figure 12. The coupling coefficient between a signal line and  

a coupler line is -3.4 dB (S21) and The transmitted coefficient 

between a signal line and a coupler line is -3.3 dB (S31). The 

relative phase difference between the two output ports is 90 ± 2˚, 

as shown in Figure 13. The measured isolations (S41) are lower 

than -17 dB.  The input and coupled signals are canceled at the  

port 4. 

 

Figure 11: Measured and simulated results of the return loss 

 

Figure 12: Measured and simulated results of the coupling coefficient 

 

Figure 13: Measured and simulated results of the relative phase difference 

5. Design and Implementation of Balanced RF Power 

Amplifiers 

The balanced power amplifier was implemented by using two 

prototype 3-dB quadrature hybrid couplers. The first coupler 

divides an input signal into two identical single-stage amplifiers. 

The amplifier modules were designed for FM broadcasting 

systems, at 88-108 MHz frequency range, based on class-C  

push-pull amplifiers. The single-stage amplifier consists of  

2 x MRF151 N-channel MOSFET. The bias configuration set  

a drain-source voltage (Vds) = 48V, drain-source current  

(Ids) = 0.3A and gate-source voltage (Vgs) = 2.9V. Maximum 

output power is 250-W with gain 14 dB. Two amplifiers have the 

 

(a) Layers of the 3dB quadrature coupler 

 

(b) Circuit layouts were designed 
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same bias voltage which provides an equal output power 

capability. The output signals from two amplifiers are combined 

by the second quadrature coupler. The total power is transmitted 

to the antenna systems. 

The prototype of a balanced power amplifier shows in Figure 

14. The port 1 of the first couplers is an input port and the port 3 

of the second couplers is an output port. Isolated ports, port 4 of 

first couplers and port 2 of seconded couplers, are terminated by  

a dummy load 50 Ω. When the input and output impedance is 

poorly matched with the RF power amplifiers that are propagated 

signals reflected into a dummy load.  

 

 

Figure 14: The configuration of a prototype balanced RF power amplifier  

 Measurement Results of the Balanced RF Power Amplifiers  

The ROHED&SCHWARZ NRP2 Power meter is used to 

measure a balanced RF power amplifier. The Agilent E4421B 

signal generator creates an FM modulation signal and injects to the 

input port of a balanced amplifier. The first measurement focuses 

on the output power of each single-stage amplifier. The proposed 

balanced amplifier was tested at frequency 105 MHz that is  

a reverse frequency. Output powers of each amplifier module 

compared to the input power level displays in Figure 15. when the 

input power level is 4 watt that provides the output power of two 

amplifiers approximately 116.20 watts and 118.90 watts 

respectively. The line curves of two amplifiers have been 

overlapped. The result shows that two amplifiers are equal output 

power capability which can be combined.  

 

Figure 15: Measured results of the output power of each amplifier module  

The second measurement focuses on the total output power of 
a balanced RF power amplifier. The total power is realized by the 
sum of two signals from two single-stage amplifiers that use the 
second quadrature hybrid coupler. The prototype balanced 
amplifier obtains an output power of 210 watts with a gain of 17.20 
dB when the input power level is 4 watts. The output power has 
been dropped off 25.1 watts from sum signals of two amplifiers 
due to the insertion loss of the coupler at the output stage.  

 

Figure 16: Measured results of the balanced RF power amplifier 

6. Measurement Results of a Balanced RF Power Amplifier 

using to Reduce Reverse Intermodulation Products  

 Measurement Setup 

This section presents experimental results of the FM broadcast 
station using a balanced RF power amplifier to reduce the reverse 
intermodulation. A practical setup, as shown in Figure 17, is used 
to demonstrate the situation of two closely located FM broadcast 
stations. The one FM transmitter generates a reverse frequency 
(𝑓𝑅 ) that is transmitted 500 watts output power at 99.50 MHz. 
Another FM transmitter generates a carrier frequency ( 𝑓𝐶 ) at 
105.00 MHz. The two parallel antenna systems for a reverse 
frequency and a carrier frequency are installed in the same tower 
which has a height 60 meter. This configuration provides  
a maximum level of reverse intermodulation products. The reverse 
transmitter uses a cavity bandpass filter in the output stage which 
ensures to block unwanted signals from this transmitter. 

 

Figure 17: Measurement setup to demonstrate the situation of  two closely 

located FM broadcast stations. 
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Two transmitters are measured in this research. The first 
transmitter uses a single-stage RF power amplifier, based on a 
class-C push-pull, and the second transmitter uses a prototype 
balanced amplifier in this research. Two transmitters are used to 
generate a carrier frequency (𝑓𝐶 ) that is transmitted 200 watts 
output power at 105.00 MHz. Almost output signals from a 
transmitter is measured via a directional coupler with a coupling 
value of 26 dB and an attenuator of 40 dB. Intermodulation 
products are provided in terms of 2𝑓1 − 𝑓2 and 2𝑓2 − 𝑓1 that are a 
frequency of 94.00 MHz and 110.50 MHz respectively. Since the 
frequency of 110.50 MHz is out of an FM frequency band and falls 
into the frequency range of Air Traffic Control systems. Therefore, 
the measurement results consider the intermodulation product in 
terms of 2𝑓2 − 𝑓1 only. 

 Measurement Results of the FM transmitters using a single-

stage power amplifier.  

Measurement results of a carrier transmitter using a single-
stage power amplifier present in Figure 18. The carrier transmitter 
transmits an FM modulation signal that is the frequency of 105.00 
MHz without cavity bandpass filters. The signal strength of a 
reverse frequency, at the frequency of 99.50 MHz, is -42.35 dBm 
that is a signal traveling until it present at the output state of the 
carrier transmitter, port 3 of the second quadrature coupler. The 
output power of a carrier frequency at 105.00 MHz is -17.55 dBm 
and the intermodulation level at 110.50 MHz is 30.87 dBc. 

 

 Figure 18: Intermodulation level of the FM transmitter using a single-stage RF 

power amplifier 

 Measurement Results of the FM transmitters using  

a Prototype Balanced RF Power Amplifier  

The FM transmitter using a prototype of a balanced RF power 
amplifier is measured that is compared with a single-stage RF 
power amplifier. The output power of a balanced amplifier must 
be adjusted equal to a single-stage RF power amplifier. From 
Figure 17, the frequency spectrum shows that the signal strength 
of a reverse frequency at 99.50 MHz is -50.89 dBm which is 
decreased by 8.54 dBm. The output power of a carrier frequency 
at 105.00 MHz is -16.50 dBm and the intermodulation level is 
49.34 dBc. Table 1 shows a comparison of the measurement results 
of two FM transmitters that use a single-stage RF power amplifier 
and a balanced RF power amplifier. It shows that both transmitters 
provide the same power level which is approximate -17 dBm. A 
power level of a reverse frequency is less than a single-stage RF 

power amplifier. The balanced RF power amplifier provides a 
good performance that improvements an intermodulation level 
from 30.84 dBc to 49.34 dBc. Measurement results are according 
to the analysis in section 3. The results show the mitigation of an 
intermodulation signal that is approximate 18.47 dBc without 
cavity bandpass filters. The mitigation intermodulation signal is 
difficult to obtain a maximum reduction due to the quadrature 
hybrid couplers have slightly different amplitudes and phases. 

 

Figure 19: Intermodulation level of the FM transmitter using  

an FM transmitter using a Balanced RF Power Amplifier 

Table 1: Measurement results of two FM transmitters. 

 Signal Strength 

Frequency (MHz) 

Amplifier types 

99.50 105.00 110.50 

(dBm) (dBm) (dBc) 

The single-stage  

RF power amplifier 
-42.35 -17.55 30.87 

The balanced  

RF Power Amplifier 
-50.89 -16.50 49.34 

∆ -8.54 1.05 18.47 

7. Conclusions 

This paper proposes a balanced RF power amplifier using the 
improvement 3-dB quadrature hybrid couplers to reduce the 
reverse intermodulation of FM broadcast stations. The balanced 
RF power amplifier was implemented by using the prototype 3-dB 
quadrature hybrid couplers. The FR-4 low-cost PCB with a 
broadside-coupled striplines technique is chosen to construct 
prototype couplers that can reduce the overall size of a hybrid 
coupler and suitable to use for balanced RF power amplifies. 
Experimental results of the prototype coupler, The return loss is 
lower than -15 dB. The coupled port has a coupling coefficient  
-3.4 dB and the directed port has a coupling coefficient -3.3 dB. 
The phase difference between a coupled and directed port is  
90 ± 2˚. Isolation values are lower than -17 dB. The overall size of 
the prototype couplers is 75x 85 mm. We apply a prototype 3-dB 
quadrature hybrid couplers to a balanced power amplifier which 
are structured from two identical quadrature couplers and two 
signal-stage amplifiers. The two identical single-stage amplifiers 
use a class-C RF amplifier with the MRF151 N-channel MOSFET 
and operate at the frequency range of 88-108 MHz. A balanced 
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amplifier obtains an output power of 210 watts with a gain of  
17.20 dB when the input power level is 4 watts.  

The situation of two closely located FM broadcast stations is 
used to create the reverse intermodulation signal. The one 
transmitter generates a reverse signal (𝑓𝑅) at 99.50 MHz that is 
transmitted 500 watts output power and another transmitter 
generate a carrier signal (𝑓𝐶) at 105.00 MHz. The antenna systems 
for two frequency are installed in the same tower which has height 
60 meters. Two carrier transmitters which use a balanced RF 
power amplifier and a single-stage RF power amplifier are 
measured. The carrier transmitter using a balanced RF power 
amplifier improvements an intermodulation level from 30.84 dBc 
to 49.34 dBc. The results show the mitigation of an 
intermodulation signal approximate 18.47 dBc without cavity 
bandpass filters. The mitigation intermodulation signal is difficult 
to obtain a maximum reduction due to the quadrature hybrid 
couplers have slightly different amplitudes and phases.  
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 The entire electrical system is changing at an abrupt speed since its beginning. With the 
rapid advance of renewable energies (which are constantly subject to fluctuations), the 
electricity generation is distributed to countless locations. The traditional model of the 
unidirectional flow of electricity is leaning towards multidirectional flows. This situation 
needs significant changes in the transport infrastructure of the electrical power system and 
mode of operation. Technological advancements are making a smarter and more organized 
management system of electricity supply and demand. This development needs to 
incorporate modern communication, monitoring, and control capabilities, along with the 
intelligent transport, generation, and storage value chain. Digital substations integrate 
thousands of sensors by providing greater comfort, self-reliance, availability, and safety 
while at the same time reducing costs, risks, and environmental damage. Conventional 
power system lacks digital communication, remote monitoring & control, and consumer 
participation. Fiber-optic cabling in digital substations will attain not only real-time data 
transmission but also remote maintenance. The comparison between conventional and 
digital substations has also been presented in this work along with latest trends in smart 
protection. Electronic protection and control devices based on a microprocessor, 
communicating with cloud servers, will enhance the flexibility to control and monitor the 
digital substations. A significant amount of data generated by components in the electrical 
substations will allow greater sophistication of the monitoring, diagnostic, protection and 
optimization capabilities of the facilities. The goal for the review of said advancements is 
to have a smart electrical system with greater efficiency and better user experience. 

Keywords:  
Digital substations 
Intelligent electronic device  
Smart grids 
Grid topology 
Substation 

 

 

1. Introduction 

The existing grid infrastructure seems to meet part of the 
expectations (from traditional and renewable generation to 
transport and part of the distribution), but it must improve 
significantly from the end user and the functionalities expected 
from it. The forecasts indicate moderate growth in demand, a 
substantial increase in renewable energies and a need for firm and 
flexible power [1]. Consequently, a new concept of an electrical 
network, i.e., "intelligent network" emerges. The basic definition 
of "intelligent networks” may correspond to "Electric networks 
that intelligently integrate the behavior and actions of all the actors 
connected to them (those who generate electricity, those who 

consume it and who perform both actions) to provide a safe, 
economical and sustainable electricity supply"[2]. In such 
networks, very advanced integrated systems are used in the process 
of supplying electricity at all levels. The function of these 
integrated systems is to protect the components of the electrical 
system, control of the power flow and the monitoring of the 
process. For example, electrical system automation devices are 
integrated into communication networks to exchange information 
between various devices, as well as with supervisory systems. The 
technological trends of the integrated systems in the automation of 
electrical systems will be determined by three different 
technological trends such as electronic Integration, integration of 
switching equipment and data communication [3]. 
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Figure 1. Challenges for current grid topology. 

In the last years, an extensive research of energy production based 
on fossil energy sources has been performed. Fossil fuel sources 
have been exploited believing that there is an infinite availability 
of resources, but these sources cause huge damage to environment. 
The old energy model based on fossil fuel energy involved a chain 
of processes like generation, distribution, transportation, and 
consumption. However, to meet the consumer demand, it is 
necessary to upgrade the above energy model to distributed energy 
generation. This new energy model (Figure 1) will support variety 
of energy sources and an increase in the use of renewable energy 
and efficiency.  

The main advantage of the recent energy model is distributed 
energy generation system. This system allows individuals to 
generate energy at micro-level and link to the national grid [4], 
which drastically reduces losses caused by the energy transport. 
This system facilitates the connections of all kinds of renewable 
energies to the system, which will ultimately improve the power 
system. This is possible by promoting the integration of non-
manageable energies such as wind or solar power and by using 
energy storage devices that will be able to charge and discharge in 
the network. Keeping in mind the future growth and energy trends, 
the future projection of digital substations is provided in Figure 2.  

 

To carry out all the actions mentioned previously, the grid 
topology must [5], [6] have following features. 

• Allow self-management of incidents, to deal with the 
defects that have occurred in the system and guarantee the 
electric flow in all the points. 

• Be equipped with strength against attacks and 
destabilizations. 

• Increase the flow of consumer participation, promoting the 
local generation process and providing excess energy to the 
network during peak hours. 

• Have the capacity to supply power of adequate quality to 
the digital era. The higher number of generation points will 
allow the delivery of different energy qualities for each type 
of application. 

• Fix a variety of generation and storage modes, thanks to the 
micro-grids and the generation of the energy that is 
distributed. 

• Facilitate the flowering of markets, due to the inclusion of 
new elements in the network such as the electric vehicle, a 
more sizeable number of renewable energies, etc. 

• Perform a more competent optimization of your assets and 
operation; this is achieved by automating all the elements 
that are involved. 

2. Composition of Smart Grids 

The Smart Grid concept refers to intelligent management of 
electricity using computer and communication technologies. The 
smart grid concept encompasses many interconnections between 
the different elements of the generation, transmission and 
distribution of electricity. In addition, the concept is strongly 
linked to the inclusion of unconventional renewable energies (both 
large-scale with large generators and household level) in the 
electricity grid, thus changing the current paradigm of uniqueness 
in generation towards a distributed generation concept. 

Smart grid is smart energy network that integrates all the 
parameters of generation, transmission, distribution and 
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consumption. It also provides advanced control processes to 
achieve an efficient and sustainable supply (Figure 3) [7]. The 
motivation behind creation of smart grid is: care for the 
environment, reliability and quality of supply and improvement in 
the operation of networks. 

 
Figure 3. Different aspects that make up the smart grid 

The following components must be developed to meet the 
above-mentioned objectives objective of smart grid: 

2.1. Smart Metering: 

The smart metering helps consumers to generate their own 
energy and inject surplus generated energy into the network at a 
certain price. This increases the dynamism of the system and 
decreases the prices of electricity [8].  

2.2. Load Management: 

The data delivered by the smart meters helps in effective 
management of load. The hourly consumption of energy as 
delivered by meters is the main deciding factor for the connection 
or disconnection management of generation sources and loads. 
This connection or disconnection can be automatic through 
intelligent controllers, which entails awareness and education of 
the population in general. Conclusively, this helps in developing a 
culture of low consumption and energy saving. 

2.3. Inclusion of Renewable Energies and Electric Mobility 

The smart grid also covers the issue of microgeneration in 
households.  For that purpose, it is necessary to study the natural 
resources that can be used in the houses of different geographical 
sectors of the country and improve the technologies in their 
connection to the distribution lines.  

2.4. Renewal of The Current Transmission Networks: 

A fundamental point to achieve the above points requires the 
inclusion of an effective transmission network. The distributed 
generation and a strong increase in the amount of non-conventional 
renewable energies injected into the network require a 
transmission system that supports these bidirectional flows.  

So, conclusively smart grid requires different technologies that 
can ensure a correct operation of this new network due to the 
complexity that is added to become intelligent [9]. 

3. Latest Developments in Smart Protection 

Microgrid is normally operated parallel with utility grid and 
e.g. during faults in upstream network it can be separated quickly 
from utility grid and operated independently as an island grid. 
MMS will be responsible from the overall economic and energy 
effective operation of microgrid taking account the technical 
boundary conditions in both normal and island operation. In this 
paper only technical aspects related to LV microgrids are 
discussed. Technical choices made in the microgrid concept must 
be such that they can be justified by the needs of normal operation, 
but at the same time allowing and supporting the solutions needed 

for implementation of island operation. 

In overall the operation and control of LV microgrid is a very 
complex issue because there are number of things that will have 
influence to the behavior of microgrid in different ways. For 
example the dynamics of islanded microgrid, e.g. lack of inertia, is 
totally different when compared to the normal operation of the 
microgrid parallel with utility grid. Islanded microgrid is much 
more sensitive to disturbances and successful island operation 
requires fast, accurate and stable control.  

In addition the protection of the future microgrid is a 
challenging issue and very strongly connected to the control and 
operation issues of a microgrid. The conventional protection in 
distribution networks is designed to operate for high fault current 
levels in radial networks, but during island operation of the 
microgrid high fault currents from the utility grid are not present. 
Also most of the DG units that will be connected to the LV 
microgrid in the future are converter interfaced and have limited 
fault current feeding capabilities. This means that the traditional 
fuse protection of LV network is no longer applicable and new 
protection methods must be developed. The developed protection 
scheme for microgrid must be supported by the technical choices 
made in the microgrid operation and control issues. 

In the development of the new protection scheme for LV 
microgrids many things must be considered including amount of 
protection zones in LV microgrid, speed requirements for 
microgrid protection in different operation states and 
configurations and protection principles for parallel and island 
operation of the microgrid. 

4. Technological Trends 

Among the new technological trends of smart grids, 
substations are intelligent networks, which are designed to manage 
the consumption of each element connected to it in an "intelligent" 
way [10]. These networks will use innovative equipment and 
services, along with new communication, control, monitoring, and 
self-diagnosis technologies that will help to achieve the following 
objectives [11]: 

• Reinforce and automate the network, achieving an 
improvement in the functionality of the system, having 
better quality values and less loss in the network. 
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• Optimize the connection between the areas that have 
renewable energy sources, improving the connection 
capacities and reducing connection costs. 

• Study the decentralized generation architectures, making 
smaller installations (distributed generation) in balance with 
the system [12].  

• Develop intermittent generation integration and new 
storage technologies 

• To advance in the development of the electricity market, 
allowing new functionalities and services to the market. 

• Allow consumers to manage their energy efficiency better 
through active demand management. 

• Enable the penetration of the electric vehicle, 
accommodating these new mobiles and dispersed loads to 
the grid, minimizing the development of new infrastructure 
and enabling the energy storage features they possess [13]. 

4.1. Advanced Automated Distribution 

Advanced distribution automation allows the electrical power 
distribution system to be completely controllable to increase 
efficiency, sustainability and reliability. Some applications for 
advanced automation of distribution are monitoring, data 
acquisition and control, voltage and reactive power control, fault 
localization, automatic reconfiguration, isolation and restoration 
service, user information, time management, asset management 
and remote control.  The main reason for the advanced distribution 
automation is to guarantee the safety of the service, the quality of 
the energy and the efficiency of the energy system. The above is 
possible once the next three control processes of the distribution 
operation are automated [14]. These control processes are: (1) the 
data is arranged almost in real time, (2) the optimal decisions and 
(3) the coordination with the services of the different generation 
and distribution systems to control the distribution operations. 

An automated system of advanced distribution will be able to 
perform data collection, along with the verification and correction 
of consistency of that data. Besides, the system should reconfigure 
the multilevel feeder. It should be pre-armed with the corrective 
action schemes and the organization of urgency actions in 
distribution. It should take care of the previous assembly of 
recovery schemes and coordination of corrective actions in the 
distribution, registration, and reports [15]. 

4.2. Distributed Energy Resources 

Distributed energy source technologies consist of storage and 
power generation resources labeled as "behind the meter." These 
resources are installed at customer's end and are operated to supply 
partial or total energy consumed by the client [16]. These energy 
resources may also be able to inject energy into the distribution 
system and the transmission system or into a local network in 
parallel with the public network. Moreover, certain technologies 
such as combined heat and power (CHP) systems, photovoltaic 
solar energy (PV), microgrids, wind turbines, microturbines, 
standby generators and energy storage are included [17]. These 
resources represent immense importance because they can 
contribute to the reliability of the network. They may be able to 

produce energy to support the load of the host or the system. These 
technologies have evolved at a great pace in the years that have 
passed. However, the current challenges require unique planning, 
operation, and market management [18].  

Moreover, the term that characterizes it as "behind the meter" 
means that it represents certain resources that are not directly 
connected to the commercial electric power system but are 
connected to the customer's access point. In this case, it is possible 
that the resources are acting to meet the customer's internal 
electrical loads, or the resources may be working to sell to the 
electric power system [19]. 

4.3. Information and Communication Technologies 

Advancement in information and communication technologies 
(ICT) has been helping to maintain the distribution of electricity 
while limiting the environmental consequences. In addition to this, 
ICTs allow greater incorporation of renewable energy sources, 
allowing the transport of little carbon. ICT also includes electric 
vehicles and inducing changes in the structure with respect to 
excessive consumption of electricity [20]. Among its specific 
political implications, ICTs include convergent 
telecommunications services. These services can be the changes in 
connectivity requirements, changes in the roles of ICT companies 
as partners in the electricity sector and the development of new 
ability for personnel of the industry [21]. Smart electrical 
substations guarantee the interoperability between elements 
connected to the network. They ensure privacy to the critical 
infrastructures and commercial use of power-sharing applications.  

The communication between different devices of the 
Transformation Center and the Control and Supervision Center has 
not yet had a standard that allows efficient data communication. 
This limitation makes it difficult to implement the SCADA 
systems in the transformation centers [22]. Moreover, the interface 
with the relays was in many cases non-existent. To resolve these 
problems, the International Electrotechnical Commission launched 
some standard protocols called as IEC 61850. This protocol 
defines the communication between different devices connected to 
a local area network. Intelligent Electronic Devices (IEDs) are 
replacing the old wired communication techniques.  

IEDs can integrate communication elements for tele-control 
[23]. Out of the three main layers of smart grid technologies 
(energy layer, communication layer, and application layer), the 
communications layer enables the existence of the smart grid 
(Figure 4). Communication technologies act as a circulatory 
system to interconnect the different systems and devices. It links 
the energy layer with the application layer, to communicate both 
with the energy supply chain [24]. 

 
Figure 4. Smart grid topology for power flow in blue and information flow in 

orange 
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4.4. Supervisory System 

The components of a supervisory system range from detection 
equipment, fault protection, communication, measurement, and 
data processing by the software. The software integrates all the 
intelligent devices (IED) that are part of the system [25]. However, 
the most relevant components of a supervisory system are the 
sensors of state and measurement. These sensors are installed in 
the field and are the base of the generation information for the 
supervising system. The status sensors have only two possible 
values zero or a logical one. These logical values reflect the states 
of the control elements of the system. For example, the status of a 
power switch can be estimated by the logical values of these 
sensors [26]. The protection relays that are currently manufactured 
are mainly IEDs. A typical IED (Intelligent Electronic Device) can 
contain around five to twelve protection functions and five to eight 
control functions. Control functions include separate devices 
control, an "auto-recloser" function, the self-monitoring function, 
and the communication functions etc. [27]. Currently, some IEDs 
work with the standard for the automation of IEC61850 electrical 
substations. This standard allows interoperability and good 
communications capacity (Figure 5) [28]. 

 
Figure 5. Feeder automation based on SCADA, current proposals in execution. 

The communications network is the backbone of the entire 
supervisory system in real time. Its efficiency will depend on the 
speed and response time of the system to external events. The 
software is the last component that is required in the supervisory 
system; it is the way of representing the system [29].  

4.5. Protection and Automation of the Network 

The automation systems in substations for interconnecting a 
series of devices have existed for about 20 years, using proprietary 
protocols. These methods have been mainly responsible for the 
supervision of elements. Nowadays, this type of systems has 
evolved and continue to do so by following the protocols and 
actions declared in IEC 61850 [30]. This can be achieved by using 
peer-to-peer communications and enabling the exchange of data 
between systems at various levels and with various tools. This 
system also allows the supervision, control a series of devices or 
variables [31]. On the other hand, the increase in renewable energy 
generation and co-generation require the application of 
technologies in such a way that their management and protection 
is possible [32]. This impact on electrical networks is currently 
manifested, both in the transmission and distribution. The effect on 
substations, both in their protection and in their control, has been 
profound. This is due to the need of managing the intermittent 
electricity and several voltage levels [33]. 

The automation systems in substations for interconnecting a 
series of devices have existed for about 20 years, using proprietary 
protocols. These methods have been mainly responsible for the 
supervision of elements. Nowadays, this type of systems has 
evolved and continue to do so by following the protocols and 
actions declared in IEC 61850. This can be achieved by using peer-
to-peer communications and enabling the exchange of data 
between systems at different levels and with various tools. This 
system also allows of supervisory control of devices or variables 
[34]. On the other hand, the increase in renewable energy 
generation and co-generation require the application of 
technologies in such a way that their management and protection 
is possible. The effect on substations, both in their protection and 
in their control, has been profound. This is due to the need of 
managing the intermittent electricity and several voltage levels. 
Therefore, for the development and supervision of the elements of 
the network, there are many emerging solutions for energy 
monitoring and parameters associated with it [35]. 
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5. Digital Substations Control 

To carry out and be able to develop all the functionalities that 
are expected from smart grids, this capacity (primarily redundant 
bi-directional data communications and the possibility of remote 
management) must be reproduced throughout the entire 
distribution network. It is already beginning to work in the section 
of the electrical consumption measurement infrastructure [36]. It 
must be implemented and improved in all sections of the power 
system.  

The systems are based on bidirectional communications, 
technologies are associated with RF (radio frequency) wireless 
communications or power line carrier communications or 
broadband options (Figure 6) [37].  

The desired functionality of smart meters could be the 
bidirectional communications with the electric company and with 
other devices (such as possible local energy managers). The other 
possible use of smart meter is alarms associated with quality of 
supply, personalization of the contract, planning, and possibility of 
bidding and purchase of electricity at the desired moments and 
control of loads, etc. [38]. This communication and monitoring 
capacity must be expanded to all measurement points and 
equipment in the electrical infrastructure. Also, it should be able to 
manage all distributed energy resources, considering not only the 
amount of energy flow but also the direction of it. 

The technologies that affect smart grids are those that try to 
optimize and rationalize the management of electricity demand. As 
already mentioned, electrical energy cannot be stored (at least in 
enormous quantities), so it is necessary to generate it at the same 
time as it is needed. This situation means that at the very moment 
when a dedicated appliance is turned on, there must be a power 
plant (or any other type of electricity generator) that produces the 
necessary electricity [39]. 

5.1. Transport Network 

To guarantee the electrical supply, in the absence of a line, the 
topology can be reconfigured to redirect the energy flows and thus 
avoid cutting off the supply. In this case, the systems of fault 
detection and reconfiguration of the network must act in small time 
spans for the control to be carried out in real time. 

5.2. Distribution Network 

The trend towards Smart Grids implies a replication or 
expansion of the existing capacities in the transport network to the 
distribution network. Considering that, unlike the conventional 
transport network, there are several owners and managers of the 
distribution networks. This situation will involve the definition of 
standard instruments and the creation of tools based on proven 
technology solutions. These tools will allow the integration of all 
types of generating plants, decentralized management of energy 
and automation of distribution and measurement services, 
supported by a system of communications that reaches the end user 
[40]. 

The electrical distribution companies can analyze and remotely 
control the electrical network by replacing meters with smart 
equipment. This equipment can take hourly measurements with 
Tele-management capacity [41]. In most cases, to guarantee 

interoperability, it is likely to install concentrators in the 
transformation centers with communication capabilities to control 
center of the corresponding distributor [42]. On the contrary, for 
the communication between the transformation center and the 
meters, the tendency in Europe is to use the power line carrier. The 
evolution of current electricity grids towards intelligent electricity 
networks implies the start of new intelligent equipment. This 
equipment will have local decision-making capacity and new 
communication technologies or the adaptation of existing ones. 
The current map of communication protocols used in the electrical 
system is very extensive and is regulated by the TC57 technical 
committee of the International Electrotechnical Commission 
(IEC). Thus, IECTC57 brings together several working groups to 
standardize the communications in the electrical system through 
the development of data models and generic interfaces. Each of 
these working groups has been responsible for defining and 
maintaining a communication standard based on the 
communication needs of each point of the electrical network  [42].  

Thus, it is worth highlighting: 

• IEC60870-5 to communicate SCADA masters and 
electrical substations for the control and acquisition of data 
on serial lines or TPC / IP  

• IEC60870-6, also known as TASE-2 for communications 
between powers centers over WAN networks. 

• IEC61970 to interconnect energy management applications 
or EMSs in the environment of the control centers. 

• EC61968 to communicate the control centers with the 
systems of the distribution network. 

• IEC61334 for communications on PLC distribution lines. 

• IEC62325 that defines a new interface between local 
utilities and the liberalized energy market. 

• IEC62351 to determine security profiles to be used in all the 
previous ones at the TCP / MMS / 61850 level. 

• IEC61850 (see fig 5) for automation in the environment of 
electrical substations (station and process buses) and 
communication between their IEDs (Intelligent Electronic 
Devices). 

With the reference IEC61850 (see Figure 7 [43])), other similar 
regulations have been developed in other areas of application [44] 
such as: 

• IEC61400-25 inherits a subset of communications services 
defined in IEC61850. It provides a new mapping of 
communications to Web Services and extends the data 
model modeling the functionalities, data, and attributes 
present in a wind turbine. 

• IEC61850-7-420, which extends the data model by 
modeling the features, data, and attributes present in 
distributed generation systems such as photovoltaic 
systems, storage systems, diesel generators and heat 
exchange systems. 

• IEC61850-7-410 is identical to IEC61850-7-420 for 
hydroelectric power plants. 
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Figure 7. IEC61850 substation architecture. 

6.1. Less Copper 

Digital Substations utilize less copper by (1) replacing copper 
cables between switchyard and relay house by fiber optics, (2) 
replacing horizontal wiring between protection and control IEDs 
with IEC 61850, (3) reducing the number of connections between 
primary apparatus and redundant process interface modules and 
(4) reduction in cables for power supply and other connection for 
primary equipment. 

6.2. Less Transport  

In digital substation, more than 30 tons of material can be saved 
[45]. This helps in less transportation. The fiber optic installation 
reduces the cabling under 90% and by using optical instead of 
conventional CTs achieves an 80% weight reduction on CTs.  

6.3. Space Reduction 

IED installations require less space than conventional IOs. A 
space reduction around 30% to 60% for panels is possible. This 
results in higher integration of control and protection systems and 
reduction of switchyard footprint. 

6.4. Less Installation and Outage Time 

Digital substations cause faster installation of control systems 
due to reduction in number of panels for installation. There are 
fewer cables to be pulled, connected and tested. This causes 
reduction of feeder outage time by 40 to 50% during secondary 
system upgrades.  This helps in full system test from process IO to 
protection, control and SCADA system offsite and Installation of 
new FO based system while the station is in service 

6.5. Operational Cost Reduction 

The Supervision of all exchanged data reduces the need for 
periodic maintenance testing and permanent supervision enables 
fast and precise actions in case of failures. IEC 61850 testing and 
simulation features enable fast and save isolation and testing of 
protection functions. Standard compliance enables efficient future 
retrofits of the secondary system (see Figure 5). 

7. Conclusions and Recommendations 

 This work provides a review on digital substations importance 
and their working. This work emphasized on the importance of 

digital substations along with latest trends in modern smart grids. 
The provided comparison study proved the effectiveness of 
modern digital grids over conventional grids as well.  

Apart of above-mentioned benefits, digital substations in Smart 
Grids provide a series of direct advantages to energy companies 
and end users that will help in the development of the energy 
market. The evolution of the electricity network provides the 
distribution companies with following benefits: 

• Reduction of energy losses. 
• Efficiency. 
• Accomplish the optimization of the network infrastructure. 
• Offering a better service to the client, with more 

commercial advantages (new rates, payment for use, etc.). 

The users get the following benefits: 

• Pay per use. 
• Flexible rates. 
• Remote management of the power supply. 

Although at present, the home automation sector is in a 
complicated situation. It is promoting the instillation of control and 
automation systems in the home aimed at increasing energy 
efficiency, reducing energy losses, generated energy integration 
and accessibility to people with disabilities [46]. Currently, the 
number of agents involved in the electricity system has increased 
due to the liberalization of the energy market. The appearance of 
new participants is expected such as energy companies, system 
integrators, auditors, etc. It also predicts the development of 
renewable energies e.g., efficient solar cells, wind powered 
systems  [47]-[48] and electric vehicles exponentially, in parallel 
with Smart Grids. So, it is necessary to keep these concepts in mind 
when carrying out any research or development related to the 
evolution of the electrical network. 

R & D in the field of telecommunications for the development 
of new communication techniques and optimization of existing 
ones is still in progress. Technologies such as PLC, wireless 
connections or fiber optic, will provide a fundamental part of the 
Electrical Network of the future. Development in areas of power 
electronics, energy transport, electrical storage, energy efficiency, 
automated systems, new intelligent control techniques, etc. needs 
more investment and research [49]. Insofar, smart grids would play 
a great role in the development of smarter world having smart 
cities, smart homes, smart vehicles, etc. The ultimate requirement 
is to create systems of objects that are configured automatically 
and can operate autonomously [50]-[53]. 
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 This paper proposes Halbach array PM linear generators for direct conversion of ocean 

or sea wave energy. This generator is proposed to be directly coupled to a reciprocating 

wave energy system which may be a valued alternative for pneumatic and hydraulic 

systems. In this research, air-cored permanent magnet PM linear generator has been 

optimally designed according to optimal cost and performance indices. The design depends 

on Halbach array PM arrangement. The design this linear generator is appropriate for 

direct extraction of energy from sea waves specially at small wave amplitude. The finite 

element method and the space harmonic analysis are used to develop the electromagnetic 

design of this topology. In this article, the concept of the extraction of maximum permissible 

power from sea waves is established according to the direct wave energy converters 

hydrodynamics model. The dynamic analysis of the Halbach array linear generator is 

investigated during the state of maximum power extraction. 
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1. Introduction  

This paper is an extension of work originally presented in 2018 

Twentieth International Middle East Power Systems Conference 

(MEPCON) under title (Optimal Design of Slotless PM Halbach 

Array Linear Generator for Wave Energy Converters at Maximum 

Power Transfer Condition) [1]. Nowadays, the energy sources 

have great importance allover the world. Because of the expected 

deterioration of fossil fuels accompanied with hazardous 

environmental impacts, it is indispensable to establish clean 

renewable sources of energy. Ocean and sea waves energies are 

considered promising alternative renewable energies resources. 

On the Earth, it is considered as the largest renewable energy 

source. The running cost of this type of energy is low. Moreover, 

it is clean energy source. However, is not competently employed 

up till now. Preliminary reviews show that marine power has the 

ability to significantly contribute in energy market all over the 

world. Experts expect that the economical visibility of ocean or sea 

energies is very effective. It is expected that if wave-capturing 

technologies become totally developed, the predicted developed 

wave energy may equal 750 Trillion kWh/year [2].  

Recently, numerous technologies are established to extract 

electric energy from seas or oceans waves [3]. These technologies 

are called the wave energy converters (WECs). They can transfer 

the mechanical wave energy to electrical energy. Such types of 

converters utilize the concept of a water column changing or buoy 

body movement [4]. Some of developed converters are more and 

more commercially established. There are some WECs directly 

convert the oscillating wave motion to reciprocal vertical 

movement. The small reciprocating motion with a speed about 

2m/s may be obtained by these devices in some seas such as 

Mitterrandian Sea. Some researchers suggest the usage of 

induction generators to produce electric energy from sea waves. 

Nevertheless, this technology requires a hydraulic transmission 

system to convert the small velocity of the vertical motion to high 

rotational speed[5]. The wave energy converters which depend on 

the direct conversion of wave energy have great advantage related 

to the simple construction free of mechanical transmission system. 

The linear permanent magnet synchronous generators LPMSG 

have been developed and implemented as WECs which depend on 

the principle of Archimedes wave swing [1, 6]. The main shortage 

of such linear synchronous generators is the high cogging force. 

On the other hand, the air-cored tubular permanent magnet linear 

generators are suggested to overcome such force [7]. Therefore, 

the elimination of cogging force reduces the stress on the machine 

parts so there is no need for additional structure support. These 

machines can be built without the usage of back-iron. Therefore, 

the elimination of back-iron from stator and forcer leads to the 

ASTESJ 

ISSN: 2415-6698 

*Electrical power and machines department, faculty of engineering, Tanta 

university, Tanta, Egypt, +201153026587, ahmed.elgebaly@f-eng.tanta.edu.eg  

 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 440-448 (2019) 

www.astesj.com   

Special Issue on Advancement in Engineering and Computer Science 

https://dx.doi.org/10.25046/aj040453  

http://www.astesj.com/
mailto:ahmed.elgebaly@f-eng.tanta.edu.eg
http://www.astesj.com/
https://dx.doi.org/10.25046/aj040453


A. E. Elgebaly et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 440-448 (2019) 

www.astesj.com     441 

elimination of their corresponding core loss. Additionally, such 

generators have significant lightweight compared with the 

conventional linear synchronous generators. The improvement of 

flux distribution in the air-cored PM generators improve their 

performance from the point of view of the developed voltage and 

power [1]. Halbach array arrangement is applied to provide low 

space harmonics magnetic field, which leads to further sinusoidal 

waveform of induced voltage and more developed power with the 

same forcer current. The field uniformity leads to extracting of 

higher power over small time. Therefore, the Halbach arrangement 

is proposed to be implemented in these generators to gain its 

performance improvements [1, 2, 8]. 

The optimized design of the proposed PM Halbach array linear 

generators requires the fulfilment of some indices; such as cost 

minimization and the production of appropriate voltage and power 

level. The recent optimization techniques are applied to obtain the 

optimal design of generator which is suitable for wave energy 

extraction [9]. In this paper, the design details are taken into 

consideration to obtain the optimal design. The design variables 

include the generator topology, the appropriate PM arrangement, 

the coils design and the generator overall dimensions. Moreover, 

this research proposes the concept of maximum power tracking 

MPT to make use of the most delivered wave energy. Preliminary, 

the MPT concept is explained in this paper according to the 

hydrodynamic performance of the WEC. The application of MPT 

mode requires the implementation specific control technique and 

power electronics converter [10]. 

2. Modelling of hydrodynamics of direct WEC 

Figure1 demonstrates the structure of air-cored tubular PM 

linear synchronous generator for WEC based Halbach array 

configuration. According to this design, the floating buoy is 

directly connected to the movable translator of the PM linear 

generator where its base is strongly fixed to the sea bottom. The 

generator base may be connected to the sea bottom via wires. The 

changing of the height of the wave is the base of the operation of 

the WEC. The hydrodynamic model of the direct buoy WEC has 

been developed previously in numerous researches [5, 11]. The 

difference forces act on the moving part of the translator have been 

modeled. Without reaction force control, the moving part are 

affected by three forces; the input force produced by the wave, the 

extracted output power and the inertia force. It is recommended to 

integrate a suitable mechanical spring in the WEC to develop 

reaction force counteracts the force of inertia developed by the 

movable parts. The maximum power transfer condition in the 

WEC systems happens when both the inertia and the spring forces 

are equal in value and opposite in direction [1, 2]. 

The buoy may take a cylindrical shape with radius r and its 

motion is limited to be along the vertical axis (z). The cylinder is 

partly immersed. When the wave acts on the buoy in x direction as 

illustrated in Figure (1), a force is applied on the buoy cylinder due 

its tendency for floating. In this study, the incident wave is 

considered to have sinusoidal wave for simplicity. 

The buoy motion equation can be formulated as the following: 

𝑚
𝑑2𝑧

𝑑𝑡2
= 𝐹𝑠𝑡𝑓 + 𝐹𝑔𝑒𝑛 + 𝐹ℎ𝑦𝑑                  (1) 

where m is movable parts mass i.e. buoy and Halbach array PMs. 

Fstf is the force produced by the spring, Fgen is the reacting 

generator force due to electrical power extraction, and Fhyd are 

hydrodynamic forces applied on the buoy exerted by the wave. 

The stiffness or spring force is proportional to the translator 

displacement, 

𝐹𝑠𝑡𝑓 = −𝑘𝑠𝑡 𝑧       (2) 

where kst is the constant of spring and z is the displacement on the 

vertical axis away from the balance point.  

The force that causes the electrical power is modeled as a 

damping force where the produced force is proportional to the 

movable parts velocity. Therefore, the generated force is 

determined as: 

𝐹𝑔𝑒𝑛 = −𝐵
𝑑𝑧

𝑑𝑡
        (3) 

where B is the coefficient of damping which depends on the 

generated power. This coefficient should be continuously adjusted 

to enable the generator to extract the maximum allowable power 

from the wave. 

The Archimedes’ principle provides the equation that 

determine the hydrodynamic force correlated to the volume of 

water displaced: 

𝐹ℎ𝑦𝑑 = −𝜌𝑔𝜋𝑟2𝑧      (4) 
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To study the hydrodynamic model in steady state mode, all 

equation should be transfer to the frequency domain by applying 

Fourier transformation. At steady state, the cylinder is assumed to 

be exposed to sustained alternating force has a frequency ω. The 

output power from the generator can be maximized when the 

system is in the resonance where the stiffness force equals in 

magnitude the inertia force. Therefore, the natural frequency ωr of 

the hydrodynamic system can be determined by [11]: 

𝜔𝑟 = √
𝜌𝑔𝜋𝑟2+𝑘𝑠𝑡

𝑚
      (5) 

The design of buoy cylinder relies on the hydrodynamic 

parameters which achieve the maximum power transfer condition. 

In this research, the proposed design is suitable for south shores of 

the Mediterranean Sea where the frequencies of the waves are 

within 3 radian per second  [12]. The spring constant is determined 

depending on WEC rating and generator parameters [11]. Figure 2 

illustrate the relation between the radius of buoy cylinder and the 

proper stiffness constant at different masses of movable parts. The 

required stiffness constant decreases with the increment of the 

radius. If the stiffness constant has negative values, the mass of the 

translator should be increased to achieve resonance condition [13]. 

So, the adjustment of spring constant is very vital to achieve the 

resonance condition; and therefore, to achieve the maximum 

power transfer condition. Nevertheless, the frequency of incident 

sea waves is continuously changed; so, the stiffness constant 

should be changed to change the natural frequency of the system 

to produce the maximum permissible power. The active 

adjustment of the stiffness constant is very complicated if it is 

mechanically implemented. Therefore, in this research, a adaptive 

electric spring is implemented to regulate the stiffness constant to 

run in resonance manner for different frequencies of the incident 

wave. The stiffness force or reaction force [10] can be created 

electrically due to certain current and voltage adjusted by power 

electronics converters. In this article, reaction force is applied 

during the operation of the generator to produce maximum power. 

Nevertheless, the movable parts mass should to be minimalized to 

reduce the reaction force and consequently, the produced generator 

current and its corresponding losses. Therefore, the mass of the 

generator movable parts is a vital index to obtain the optimized 

design. 

3. Design of Halbach array WEC generator using FEM 

Figure 1 illustrates that the proposed PM Halbach array linear 

generator has fixed coils surround a PM tubular Halbach array. The 

translator is composed of directed polarized permanent magnets 

for instance NdFeB. The magnets fluxes are directed with special 

sequence North (N) and South (S). But, the complete of the 

magnetic flux requires some magnets to be oriented in (C) 

direction. The PMs labeled (U) are oriented with 45 degrees or 135 

degrees to produce smooth sinusoidal distributed flux. The 

resultant field tracks the translator motion, passing through the the 

concentrated coils. This paper studies the design of one module 

and the other modules have the same design parameters.  

Low velocities WECs requires large reactive forces, therefore 

large dimension generators. In such iron-cored generators, the 

robust magnetic field leads to a noteworthy attraction force 

between the movable part and stator [14]. The structure can be 

significantly saved in the case when the cogging force can be 

decreased or even cancelled. The slotless air-cored linear generator 

is considered as a solution. The Halbach array has a vital advantage 

over the traditional air-cored related to the production of magnetic 

flux with less space harmonic content. The proposed generator 

module has the next ratings: 600 w rated power, 60 V rated phase 

voltage, the height of the wave about 1 m and the frequency of the 

wave about 3 rad/s. The ratings of the generator and wave is 

suitable to be applied on South Mediterranean Sea [12].  

The proposed module may be repeated vertically to absorb 

larger amount of power from the incident wave. The overall length 

of generator depends on the depth of sea in the place of installation 

and on the stresses applied on the construction of the generator. In 

this research, the proposed generator has 3 kW; so, it consists of 

five modules. The following procedures explains the steps to 

obtain the optimal design of one module. 

The investigation of the proposed model has been achieved by 
the application of finite element method by using FEMM package. 
Due to the slow motion of the translator in such type of generators, 
the analysis of the generator is considered magnetostatic problem. 
The problem of electromagnetic field is analyzed depending on 
FEM. The following equations is solved by FEM to analyze any 
electromagnetic problem. The vector of magnetic potential A is 
related to the vector of current density J by the following equation: 

−
1

𝜇
𝛻2𝑨 = 𝑱                                         (6) 

where, (μ) is the permeability that depends the flux density for 
nonlinear materials. The advantage of solving FEM problem 
depending on the vector potential A is that all circumstances to be 
fulfilled are integrated within on equation. If A is determined for 
any geometry, the corresponding density of magnetic flux can be 
determined according: 

𝑩 = 𝛻 × 𝑨                                       (7) 

The proposed designs of the generators are analyzed by FEM 

to achieve the required ratings. Figure 1 illustrates the various 

dimensions of the module; Ro the outer radius of the module, τ is 

the pole pitch, Lg is air gap length, Lm is PM segment height, Wm is 

PM thickness and Rm is the PMs cylinder outer diameter. 
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There are additional generator design parameters foi instance 

number of windings of each coil, the cross-section area of the 

copper conductors and the coil’s filling factor. FEM analysis helps 

to determine the parameters of the design which achieve the 

suitable ratings. For any proposed dimensions and materials, FEM 

can calculate the different variables of the generator such as flux 

linkage, developed force overall weight. For each determined 

variable, the objective function is formulated to obtain the 

optimized design. Figure 3 illustrate the full dimensions applied in 

FEM for axisymmetric representation while Rin is the PMs cylinder 

inner radius, Wcoil is the coil width and τ is the pole pitch. Along 

one pole pitch, the PM cylinder is divided into eight species. Along 

the full length of the translator, there are number of pole pitches 

equals Npit. Over each pole pitch, the stator contains three coils 

where each coil presents one phase. The modularity of the 

proposed design allows to provide different generator ratings. 

Consequently, in case of 600 W module, generators of 1200, 1800 

and 2400 W are developed. The control system applied for one 

module can be applied for the other modules without 

modifications.  

Because of tubular shape of generator, the simulated model in 

FEMM is presented in axisymmetric dimensions. Several efforts 

have been achieved in [1], [2] and [5] which present a good guide 

to determine the probable ranges of design variables appropriate 

for the predetermined ratings demonstrated in Table.1.  

The package FEMM is used to implement the finite element 

analysis of the proposed generator. The slow motion of the 

translator and the currents low frequencies which passes through 

coils lead to solving of the finite element problem as magnetostatic 

problem.  

The optimization problem has some constrains; the first 

constrain is the filling factor of each coil should be less than 85 %; 

the second constrain is the losses which shouldn’t exceed 50 % of 

the developed power. The dissipation of generator losses under 

water governs the description of constrains [2]. 

Some of post-process results of FEM present important terms 

which formulate the objective function. The obtained parametes 

are are as the following, the volume of PM segment Volpm, the 

volume of the coil Volcoil, the produced loading force Fd, copper 

losses Pcu, and the maximum flux linkage at no-load λmax. Some 

post-process results are essential to obtain some fitness function 

terms. The mass of both PMs and coils should be determined as 

the following:  

 𝑀𝑝𝑚 = 8 𝑉𝑜𝑙𝑝𝑚 𝜌𝑝𝑚       (8) 

𝑀𝑐𝑜𝑖𝑙 = 3 𝑉𝑜𝑙𝑐𝑜𝑖𝑙 𝜌𝑐𝑢 𝑘𝑓               (9) 

where Mpm is the mass PM cylinder for one module, ρpm is the PM 

material density, Mcoil is the three-phase coils mass, ρcu is the 

density of copper and kf  is the filling factor. The maximum flux 

linkage per pole pitch λmax/τ is an essential parameter should to be 

calculated to formulate the objective function. 

The objective function is formulated to obtain the optimized 

design according to the next indices: 

1- minimization of coils’ mass 

2- minimization of PM translator mass  

3- achieving the rated power 

4- achieving the rated voltage 

Consequently, the objective function is formulated as the 

following: 

max max
1 2 3 4. coil pm d dref

ref

O F k M k M k P P k
 

 

 
= + + − + − 

 
      (10) 

and the fitness function to be maximized is: 

.fitness O F= −                                                   (11) 

where Pd is the produced power by certain model, Pdref and 
(λmax/τ)ref present the reference values and constants k1 to k4 are 
used as weighting factors to adjust the contribution of O.F. terms.  

Figure 3 illustrates the FEM presentation of one module 
located at the balance position where z = 0. With minimum number 
of calculations, this position has advantage related to the 
determination of required values of maximum flux linkage at no-
load for coil 2 and developed force at loading if both coil 1 and coil 
3 have maximum current. the proposed arrangement provides the 
benefit of obtaining the terms of objective function deprived of 
carrying out a complex dynamic modeling using FEM. 

 

In this research, the Genetic Algorithm (GA) is applied to 

obtain the optimized design with minimum weight and losses and 

provides voltage and power ratings.  

τ 

τ /3

τ /2

Rin

Ro

Wm Lg

Coil 1

Coil 3

τ /8

Wcoil

Coil 2

Figure 3: Full dimensions of one module of the proposed generator design 

Table 1: the probable ranges of design variables appropriate for the proposed 

Halbach array generator 

Variable Symbol Range Unit 

PM thickness Wm 1: 9 Cm 

Inner radius of PMs cylinder Rin 0.5: 7    Cm 

Air gap width Lg 0.05: 0.5 Cm 

Coil width Wcoil 2.5: 6 Cm 

Pole pitch τ 8: 15 Cm 

Turns number of each phase N 150: 300 Turn 
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Figure 4 demonstrates the flux produced by the Halbach array 

where the flux is directed out of the side area of the cylinder and 

partly deleted in the inner side of the cylinder. For the same 

generators volume, the characteristics related to providing higher 

power density of Halbach array linear generator is better than these 

of air-cored generator [2].  

 

To obtain the optimal values for the parameters, GA is applied 

to maximize the fitness function. In this study, the generation 

consists of 20 gene is applied. The six parameters are coded within 

one gene as binary string where these parameters are illustrated in 

Table.1. Therefore, the gene is composed of 120 bit. Then, the 

design parameters are passes to FEMM package to obtain their 

indices and design results. Then, the post-processing parameters 

are calculated. Therefore, the objective function and fitness value 

is determined for each gene. Then, GA applies its reproduction 

processes.  The developed programs are carried out using 

programming language C++ and MFC library. 

The process of search is completed if the fitness value is stable at 

almost fixed value. Figure 5 demonstrates the changing of the 

fitness value versus the number of generation. After 1000 

generation, the maximum fitness is stabilized at -270 as best vakue 

as shown in Figure 5. The stabilized fitness value is achieved 

approximately after 120 generations. 

Table 2 illustrates the details of optimized design of the 

proposed generator topology for the specified ratings. The 

developed parameters of the optimized design are used in the 

dynamic analysis of the generator when it works in maximum 

power transfer state. The power density of the optimized design 

equals 41.6 W/kg which is more than the conventional air cored by 

10% which equals 38 W/kg [15]. 

  

4. Performance assessment of Halbach array linear 

generator of WEC at maximum power transfer 

According to the dimensions determined by the FEM, each coil 
of the there-phase has flux linkage over the displacement with one 
pole pitch illustrated in Figure 6. The flux linkage has sinusoidal 
waveform over τ. 

Figure 7 demonstrations the equivalent circuit of the three-
phase Halbach array linear generator. The there-phase equivalent 

 

Figure 4: The Halbach array produced magnetic flux distribution and contour 

 

Figure 5: Fitness variation with GA generations for the optimization 

problem 
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Table 2: The detailed parameters and dimensions of the optimized design 

Dimensions 

Symbol  value Unit 

Rin 1.27 cm 

Wm 4.37 cm 

Lg 0.54 cm 

τ 8.7 cm 

Wcoil 2.65 cm 

Overall 

diameter 

8.82 cm 

Overall 

height 

8.7 cm 

The optimized parameters 

λmax/τ 0.0676 wb/cm 

Mcoil 8.2 kg 

Mpmref 6.2 kg 

Pdref 600 W 

Coil parameters 

N 393 turns 

λmax 0.588 wb 

rin Coil 

resistance 

1.935 Ω 

Inductance 

matrix 

[M] 

[
0.033 0.0237 0.0236
0.0237 0.033 0.0237
0.0236 0.0237 0.033

] 
 

Henry 
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circuit model consists of three EMF supplies ea, eb and ec. the 
phases assumed to be connected in star. Moreover, the model for 
each phase contains an internal winding resistance rin, self-
inductances La and the mutual induced voltage due to currents pass 
in the other phases is presented by two dependent sources. The load 

[

𝑒𝑎
𝑒𝑏
𝑒𝑐
] =

𝑑

𝑑𝑡
[

𝜆𝑎
𝜆𝑏
𝜆𝑐

] =
𝑑

𝑑𝑧
[

𝜆𝑎
𝜆𝑏
𝜆𝑐

] .
𝑑𝑧

𝑑𝑡
=

𝑑

𝑑𝑧
[

𝜆𝑎
𝜆𝑏
𝜆𝑐

] 𝑣𝑧           (12) 

[

𝑣𝑎
𝑣𝑏
𝑣𝑐
] = [

𝑒𝑎
𝑒𝑏
𝑒𝑐
] − [

𝑟𝑖𝑛 0 0
0 𝑟𝑖𝑛 0
0 0 𝑟𝑖𝑛

] [
𝑖𝑎
𝑖𝑏
𝑖𝑐

] − [

𝐿𝑎 𝑀𝑎𝑏 𝑀𝑐𝑎

𝑀𝑎𝑏 𝐿𝑏 𝑀𝑏𝑐

𝑀𝑐𝑎 𝑀𝑏𝑐 𝐿𝑐

]
𝑑

𝑑𝑡
[
𝑖𝑎
𝑖𝑏
𝑖𝑐

] − [
𝑖𝑛 𝑟𝑛
𝑖𝑛 𝑟𝑛
𝑖𝑛 𝑟𝑛

] (13) 

where 𝑖𝑛 = 𝑖𝑎 + 𝑖𝑏 + 𝑖𝑐                 (14) 

 

 

 

To apply the maximum transfer condition from the mechanical 
point of view, the inertia force should be eliminated by stiffness 
force produced by applying current iq* has phase shift of 90 ̊with 
the induced phase voltage envelop [1]. From electrical point of 
view, the maximum power transfer happens when the circuit 
current is in phase with applied voltage. So, there is another current 
id

*
 is in phase with voltage and therefore with the velocity. In (12), 

the voltage mainly relies on flux linkage and the velocity of the 
PM cylinder regarding the three-phase coils. In this generator, the 
energy is extracted from both rising and falling motions.  

Now, the proposed Halbach array generator module is tested 
under two cases; the first when the maximum wave velocity equals 
1.5 m/s and the second when it equals 1 m/s. Figure 8(a) shows the 
velocity applied on the floating buoy of WEC where the maximum 

velocity equals 1.5 m/s. This velocity is supposed to have 
sinusoidal waveform while its positive value means that the 
direction is up towards and the negative value means the reverse 
direction. As shown in Figure 8(b), the span of displacement 
ranges from 50 to -50 cm.  Figure 8(c) illustrates the changing of 
the coils flux linkage during translator movement. As shown in 
Figure 8(d), the three phase voltages have 120° phase shift between 
each other although the voltages amplitude changes. 
Correspondingly, the velocity of the generator is directly related to 
the frequency of the induced voltages. The frequency related to 
speed should be considered during the voltage control of the 
generator output. The way of power extraction related to the value 
of currents passes through coils. Thus, the MPT is achieved by 
current regulation technique. Therefore, the MPT is achieved by 
allowing current iq to pass through coils to produce stiffness force 
cancels the inertia force. Figure 8(e) illustrates the current iq where 
its envelop has 90° phase shift with the envelop of voltage. 
Therefore, current iq envelop is in phase with the translator 
displacement according to equation (2). The production of active 
power is achieved by allowing current id  to pass through generator 
phases. The envelop of current id is in phase with the envelop of 
induced voltage as in Figure 8(e). Therefore, the maximum power 
transfer is achieved by allowing total current itot to be pass through 
each phase; where 

  𝑖𝑡𝑜𝑡 = 𝑖𝑑 + 𝑖𝑞        (15) 

These currents for phase a are illustrated in Figure 8(f). The 
total current with its two components can cancel mechanical inertia 
and electrical inductances. Figure 8(g) demonstrates both the 
stiffness and inertia powers which have the same amplitude and 
opposite sign. Figure 8(h) demonstrates the total output power Ptot 
produced by the generator at MPP and the output power Pout.  

Figure 9 illustrates the generator performance at 1 m/s 
maximum velocity. It can be observed that the span of movement 
is reduced by 36 cm. Although the flux linkage, in this case, has 
the same amplitude, the induced phase voltages have less 
amplitude because they depend on the velocity. The currents are 
reduced due to the reduction of reaction forces and the total and 
output power. According to the results at different velocity, the 
concept of operation of MPT can applied to obtain the maximum 
power from the waves.       

5. Conclusion 

Slotless tubular Halbach array linear generator has been 
developed to be used within wave energy converter system at 
maximum power transfer condition.  The simple hydrodynamic 
model of the WEC have been developed to describe the 
hydrodynamic circumstances to achieve MPT condition. The 
principle of operation of the proposed Halbach array linear 
generator has been introduced. Moreover, the parameters affects 
the design of the generator have been derived to formulate the 
proper objective function. The FEM has been used to get the design 
parameters for different dimensions of the generator. The GA in 
combined with FEM is used to get the optimal parameters of 
generator design achieves the maximum fitness value. The 
optimized design has been modeled and simulated to study its 
performance in the maximum power transfer condition. The WEC 
system has been simulated to work with low velocity sea waves as 
these in the Mediterranean Sea. The MPT has been successfully 
achieved by using the concept of current control to cancel all 
system inertias.  
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Figure 6: The changing of flux linkage with the vertical displacement over 
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Figure 8: The performance of Halbach array linear generator as WEC at maximum linear speed with 1.5 m/s 
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(e) Linear speed of WEC (e)     Voltage and currents of phase a 
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(f) Displacement of the buoy     (f)     direct, quadrature and total currents of phase a 
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(g) Flux linkage of each phase     (g)     Powers due to reactive forces (inertia and stiffness) 

0 0.5 1 1.5 2 2.50.25 0.75 1.25 1.75 2.25
Time (s)

-60

-40

-20

0

20

40

60

-50

-30

-10

10

30

50

In
d

u
c
e
d

 p
h

a
s
e

 v
o
lt

a
g

e
 (
V

)

ea eb ec

 

0 0.5 1 1.5 2 2.50.25 0.75 1.25 1.75 2.25
Time  (s)

0

200

400

600

800

100

300

500

700

P
o

w
e
r
 (
W

)

P in P o ut

 
(h) Induced voltage of each phase     (h)     Input and output power of WEC at MPT 

 

Figure 9: The performance of Halbach array linear generator as WEC at maximum linear speed with 1 m/s 
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 Recommender Systems (RSs) are termed as web-based applications that make use of 
filtering methods and several machine learning algorithms to suggest relevant user objects. 
It can be said that some techniques are usually adopted or trained to develop these systems 
that generate lists of suitable recommendations. Conventionally, RS uses a single rating 
approach to preference user recommendation over an item. Recently, multi-criteria 
technique has been identified as a new approach of recommending user items based on 
several attributes or features of user items. This new technique of item recommendation has 
been adopted to solve several recommendation problems compared to the single rating 
approach. Furthermore, the predictive performance of the multi-criteria technique when 
tested proves to be further efficient as compared to the traditional single ratings approach. 
This paper gives a comparative study between two models that are based on the features 
and architecture of fuzzy sets system and adaptive genetic algorithm. Genetic Algorithms 
(GAs) are robust and stochastic search techniques centered on natural selection and 
evaluation that are often applied when encountering optimization problems. Fuzzy logic 
(FL) on the other hand, is known for its wide application in diverse fields in science. This 
study aims to evaluate, analyze, and compare the predictive performance of both methods 
and present their results. The study has been accomplished using Yahoo! Movies dataset, 
and the results of the performance of each model have been presented in this paper. The 
results proved that both techniques have significantly enhanced the system’s accuracy. 

Keywords:  
Recommender System 
Multi-criteria Recommendation, 
Adaptive Genetic Algorithm 
Fuzzy Logic 

 

 

1. Introduction  

The advancement of Internet of things together with the rapid 
growth of e-commerce websites has caused uneasiness for 
customers to choose appropriately from the overwhelming 
number of items offered by these websites  [1]. This fast 
development of web-based tools and the steady accessibility of a 
variety of information on the web have also given rise to the 
problem of information overload. As such, this has led online 
customers to make poor choices while purchasing items online [2]. 
To overcome this persistent problem, there is a need to introduce 
an intelligent decision support system that has the potential to scan 
through the available items using some computational and 
machine learning techniques to find and recommend appropriate 
items to users. Hence the need for RSs. Currently, RS is a 
significant tool that solves problems of information overload. It 
solves this problem by suggesting only items that are suitable to 

users. Increasing the number of items sold in e-commerce sites 
and an increase in customers’ satisfaction from buying items 
online is one of the key benefits of  RSs [3]. 

RS is a web-based application that supplies users with 
recommendations of items that might be of interest to them. The 
recommendations of items to users may be personalized or non-
personalized [4]. The personalized recommendations are typically 
presented as orderly lists of items offered to the system user. It 
takes into consideration users' previous history for rating and 
predicting items. On the other hand, non-personalized 
recommendation systems recommend what is popular and 
relevant to all the users, which can be a list of top-5 items for every 
new user. Consequently, RS studies the user behaviour first, 
which could be expressed explicitly by the user through the rating 
of items or implicitly by just clicking on items. After learning the 
user’s behaviour, it suggests items that might be useful to the user 
based on what it has learned from the user. It further suggests an 
ordered list of items in a way the user will like or rate them [3]. 
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Rating of items by the user is one of the main forms of data 
transaction that is collected by the RS and uses it to classify RS 
into traditional RS and multi-criteria RS. 

Traditionally, the commonly used recommendation approach 
adopted is either a hybrid-based, content-based or collaborative 
filtering approach. These approaches, together with subdivisions 
of collaborative filtering approach are shown in Fig. 1 [4]. These 
methods obtained an overall rating of a specific user on an item. 
Ratings of the users over items are used by recommendation 
algorithms to evaluate and predict users’ preferences on new 
items. Single criterion rating tends to be inadequate in most cases 
because they have been proven to offer recommendations that are 
not quite efficient in achieving user desires, since users are unable 
to define their opinions based on various attributes of the item. 

Multi-criteria Recommender Systems makes use of several 
items attributes to define the appropriateness of user items [5]. As 
an example, in a Movie RS, part of the attributes sighted may be 
the direction, action, visual, story. Multi-criteria RSs improves the 
Single criterion RS by putting into consideration varied items 
attributes in which users may like. Unlike Single Criterion RSs, 
users are capable of providing individual preference ratings on 
various item attributes. In most cases, additional relevant 
information offered by multi-criteria recommender systems helps 
to enhance recommendation value accurately. This enhancement 
depicts different features that a user may like about the item. In 
most RSs research, accuracy has been the most extensively 
examined point of emphasis [3]. However, more research is 
mandated on the effectiveness of new methods to integrate the 
multi-criteria rating information into the recommendation process 
efficiently. Therefore, this work aims to analyze and investigate 
how to use genetic algorithms and fuzzy technique to improve the 
precision in a multi-criteria RS. The study also provides a 
comparative analysis of the efficiencies of the two techniques.  

The current paper is separated into five distinct sections, 
together with section 1. Section 2 presents a summary of traditional 
and multi-criteria RSs. Section 3 presents the methodology and 
frameworks used to implement both systems. Section 4 presents 
the results and comparison of both methods. Finally, section 5 
presents the conclusion and discusses future work 

2. Concept of Collaborative Filtering (CF) 

CF is among the very commonly used approaches in 
generating valuable recommendations due to its human nature 
centred approach. It mainly “use the wisdom of the crowd or what 
seems to be common amongst my cycle” to recommend items to 
me. This is centred on the connection between users of the system 
and the item itself. It performs well in complex object 
recommendations (for example movies and music), which are 
seen to be totally autonomous from any machine-readable 
prediction of the items recommended. 

Various companies have used RSs by implementing 
numerous algorithms that cut across different area. An example 
of such implementation is the statistical interactive learning 
techniques implemented by CleverSet, and also, the classical CF 
implemented in Net Perceptions [6] and Amazon [7].  

CF approaches are mostly categorised into Memory-based 
and Model-based filtering method. The latter method makes use 

of earlier activities of the user to acquire a predictive model. This 
is done either by making use of some statistical analysis or 
machine learning techniques in making relevant 
recommendations [1]. Memory-based filtering approach makes 
use of recommendations grounded on similarities that exist in 
comparing previous activities or users’ stored data. According to 
literature, there exist two ways commonly used to achieve 
memory-based techniques (item-based or user-based techniques) 
[8]. Fig. 1 shows a summary of the recommendation techniques. 
Model-based techniques can be developed using algorithms, some 
of such algorithms include Bayesian classifiers [9], Support 
vector machine, Neural networks [10], Boltzmann machine, 
Fuzzy patterns [11], Latent features, Genetic algorithms [12] and 
Matrix factorizations [13]. 

 
Figure. 1 Overview of existing recommendation methods 

2.1. Asymmetric Singular Value Decomposition (ASVD) 

ASVD is an extension of SVD. It relates to three vectors (𝑐𝑐𝑖𝑖 ,
𝑑𝑑𝑖𝑖 ,  𝐿𝐿𝑖𝑖 ∈  ℝ𝑓𝑓), also, users are signified by the objects they desire. 
User predictions to an item are represented in Eq. (1). 

𝑅𝑅′𝑢𝑢𝑖𝑖 = 𝑏𝑏𝑢𝑢 +  𝑏𝑏𝑖𝑖 + 𝜇𝜇 +  𝐿𝐿𝑖𝑖𝑇𝑇(|𝑅𝑅(𝑢𝑢)|−0.5 ∑ �𝑅𝑅𝑢𝑢𝑢𝑢 −𝑢𝑢∈𝑅𝑅(𝑢𝑢)

𝑏𝑏𝑢𝑢𝑢𝑢�𝑐𝑐𝑢𝑢 + |𝑁𝑁(𝑢𝑢)|−0.5 ∑ 𝑑𝑑𝑢𝑢𝑢𝑢∈𝑁𝑁(𝑢𝑢) )    (1) 

by minimalizing the normalized squared error, we obtained 
Eq. (2). 

min
𝑏𝑏∗,𝐿𝐿∗,𝑐𝑐𝑖𝑖∗,𝑑𝑑𝑖𝑖

∗ ∑ ( 𝑅𝑅𝑢𝑢𝑖𝑖 − 𝜇𝜇 −  𝑏𝑏𝑢𝑢 − 𝑏𝑏𝑖𝑖 −(𝑢𝑢,𝑖𝑖)∈𝐾𝐾

 𝐿𝐿𝑖𝑖𝑇𝑇(|𝑅𝑅(𝑢𝑢)|−0.5 ∑ �𝑅𝑅𝑢𝑢𝑢𝑢 − 𝑏𝑏𝑢𝑢𝑢𝑢�𝑐𝑐𝑢𝑢 +𝑢𝑢∈𝑅𝑅(𝑢𝑢)
|𝑁𝑁(𝑢𝑢)|−0.5 ∑ 𝑑𝑑𝑢𝑢𝑢𝑢∈𝑁𝑁(𝑢𝑢) ))2 +  𝜆𝜆(𝑏𝑏𝑢𝑢2 + 𝑏𝑏𝑖𝑖2 + ‖ 𝐿𝐿𝑖𝑖‖2 +
∑ ‖𝑐𝑐𝑖𝑖‖2𝑢𝑢∈𝑅𝑅(𝑢𝑢) + ∑ ‖𝑑𝑑𝑖𝑖‖2𝑢𝑢∈𝑅𝑅(𝑢𝑢) )                                      (2) 

where Rui represent user ratings u to item i, 𝜇𝜇 represent the 
overall mean rating, bu and bi represent detected deviation of user 
u and observed deviation of item i correspondingly, R(u) represent 
a set of the total items rated by the user u which are known ratings, 
N(u) represent the set of all items which are rated by u, this can 
either be a known or an unknown rating and j represent an item.  

 The regularized squared error was minimised using 
stochastic gradient descent, and the boundaries λ and γ are 
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assigned positive real values of 0.002 and 0.005 respectively [14]. 

2.2. Multi-Criteria Recommender System (MCRS) 

Majority of the RSs in use today are based on a single 
criterion rating which contains the overall user’s satisfaction of an 
item [3]. Single criterion rating hides the users’ choices and 
misleads the system when predicting items to the users [15]. It 
works in two-dimensional space of users and its utility function 
as expressed in Eq. (3)   

𝑅𝑅: 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 × 𝐼𝐼𝐼𝐼𝑈𝑈𝐼𝐼𝑈𝑈 →  𝑅𝑅0.               (3) 

The utility function is gotten from the user inputs, e.g., 
transaction history or numeric ratings. 

Single-criterion rating systems have shown successful 
recommendations in many areas. However, research in RS  has 
identified the benefits of multi-criteria RS to enhance the 
prediction accuracy [16]. Multi-criteria RS does this by providing 
detailed information about the user ratings than a single-criterion 
RS and this enhances the recommendation process [5]. To 
determine the utility function of a user for a given item, we 
consider the overall rating 𝑅𝑅0 and the user’s ratings 𝑅𝑅1,   .  .  .  ,𝑅𝑅𝑘𝑘  
for each criterion c (c = 1, 2, ..., k). Thus, the utility function R for 
multi-criteria RS is given as in Eq. (4) 

𝑅𝑅: 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 × 𝐼𝐼𝐼𝐼𝑈𝑈𝐼𝐼𝑈𝑈 → 𝑅𝑅0 ×   𝑅𝑅1  ×  𝑅𝑅2,   .  .  .  ,𝑅𝑅𝑘𝑘.            (4) 

2.3 Genetic Algorithm 

Genetic Algorithms (GAs) are a robust and stochastic search 
technique centered on natural selection and evaluation that is 
frequently applied when encountering optimization problems. GA 
applications are frequently used when dealing with combinatorial 
optimization problems [17]. GA applies the same knowledge as 
any other evolutionary algorithm. It makes use of data collected 
from a set of individuals, represented as G(i), where G represents 
the set (population), and i represents the number of the set 
(individuals). Each of the individuals is evaluated by assigning an 
appropriate fitness value, which is dependent on how respective 
individual is close to finding a solution to the problem. As its 
iteration continues, it finally approaches a local 
minima/maximum of the function. 

A possible solution for a GA problem in GA is often called 
chromosome or individuals. Chromosomes are referred to as a set 
of genes; where each gene is represented by a distinct bit of nearby 
bit that encodes a part of the possible solution. Chromosomes are 
often scrambled as a sequence of bit string characterized 
abstractly in a genetic form. Locus is referred to as a location that 
has the encoding of some traits, while an Allele is a representation 
of each possible value of a locus (0 or 1) [18]. 

The genotype is referred to as a set of genes that exist in a 
genome, while the Phenotype is referred to as the physical 
representation of the genotype. After each encoding of the 
chromosome, the next step is to apply several reproduction 
procedures to the genotype. The genetic operators, such as the 
crossover, selection and mutation works on the genotype plot in 
other to return the value of the best chromosome. 

Lastly, the stochastic nature of GA makes it challenging 

when trying to guarantee a solution that is optimal, and the 
algorithm may never stop running, which prompts for a 
termination condition. The algorithm is said to terminate only 
when the stopping criterion is met. The flowchart of a GA is 
shown in Fig. 2. 

 
Figure 2 Flow chart of a standard genetic algorithm 

2.3.1 Adaptive GA 

Adaptive genetic algorithms are a subset of genetic 
algorithms. They provide substantial functionality improvements 
over the traditional GA implementations [19]. The configuration 
of genetic algorithms operators such as the probability of mutation 
and probability of crossover is a significant deterministic factor 
which affects the performance of a GA. The main function of GA 
is that, they help to modify the operators automatically, this is 
done by fine-tuning the operators centred on the algorithm’s state 
[20]. These fine-tuning operations offered by GAs helps in 
maintaining convergence capacity and population diversity. The 
modification is centred on the values of the fitness solution which 
are, the best fitness value of the recent population and the best 
fitness value of the average population.  

2.4 Fuzzy logic: An overview 

Fuzzy Logic (FL) is a concept that is gotten from the fuzzy 
set theory which was developed by Lotfi Zadeh in 1975 [22]. It is 
a technique that can be used to mathematically express human 
reasoning or language by using a range of real numbers between 
0 and 1. A membership function (MF) expressed as 𝜇𝜇𝜇𝜇 and 
defined as 𝜇𝜇𝜇𝜇:𝑋𝑋 → [0, 1]  is used to express the degree of 
membership of elements in a fuzzy set A.  

2.4.1 Fuzzy logic architecture 

Fuzzification 

This step involves converting crispy set of inputs to a fuzzy 
set. 
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Linguistic variables 

These are variables whose values are represented using 
ordinary language 

Membership Function (MF) 

It is used to represent graphically the amount of satisfaction 
a user got from an item.  

Fuzzy Rule 

It controls the output variable by applying some set of rules 

Defuzzification 

It is used to get a crispy value.  

3. Methodology 

This section presents the methods and frameworks used in the 
implementation of both systems. 

3.1. Experimental dataset 

 Both systems were evaluated using Yahoo! Movie 
dataset collected from their website [5].  The dataset is a multi-
criteria dataset that consists of user preferences ratings on movies 
based on four various movie features as follows: direction (c1), 
action (c2), story (c3), and visual (c4) effect of the movie. Each 
criterion ratings were considered on a 13-fold scale ranging from 
F through A+ where F denotes the lowest preference, while A+ 
denotes the highest preference. An overall rating (c0) denotes the 
total satisfaction derived by the user. The sample of the dataset is 
shown in Table 1. 

Table 1: User Rating Obtained from Yahoo! Movies Rs 

User 
ID 

𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝 

(𝐝𝐝𝟏𝟏) 

𝐚𝐚𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝𝐝 

(𝐝𝐝𝟐𝟐) 

𝐒𝐒𝐝𝐝𝐝𝐝𝐝𝐝𝐒𝐒 

(𝐝𝐝𝟑𝟑) 

 
𝐯𝐯𝐝𝐝𝐯𝐯𝐯𝐯𝐚𝐚𝐯𝐯 

(𝐝𝐝𝟒𝟒) 

𝐎𝐎𝐯𝐯𝐝𝐝𝐝𝐝𝐚𝐚𝐯𝐯𝐯𝐯 

𝐝𝐝𝐚𝐚𝐝𝐝𝐝𝐝𝐝𝐝𝐫𝐫 
Movie 

ID 

 

1
2 

 

10 
1

0 
1

0 8 9 
10

0 

5 8 3 2 5 25 

1 5 8 2 4 48 

 

1
3 

 

7 7 5 9 5 
32

0 

10 
1

3 4 
1

3 
1

0 
36

0 

7 8 
1

0 
1

0 9 
22

4 

For simplicity to model both systems, these categorical data 
were transformed to the numerical dataset as shown in Table 2. 

The datasets were pre-processed to remove inconsistency that 
arose due to missing ratings. In the end, we achieved a total of 
6078 users, 978 movies and 62,156 ratings with 0.0105 total 
sparsity estimate. The global median, global average, and 
standard deviation are 11.0000, 9.5221, and 3.5232, respectively. 
The summary of the records is shown in Table 3. 

Table 2: User Rating Obtained from Yahoo Movies Rs (After Conversion) 

Values Frequency-
rating 

Percentage 
(%) 

Cumulative-
Percentage(%) 

1 3395 5 5 

2 1340 2 8 

3 1522 2 10 

4 1329 2 12 

5 2051 3 16 

6 2428 4 19 

7 2489 4 23 

8 3251 5 29 

9 5586 9 38 

10 7006 11 49 

11 6702 11 60 

12 12153 20 79 

13 12904 21 100 

Table 3: Rating Frequency of The  𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖 ×  𝒊𝒊𝒊𝒊𝒖𝒖𝒊𝒊 In Yahoo! Movie Datasets 
After Preprocessing. 

User 
ID 

direction 

(𝒄𝒄𝟏𝟏) 
action  
(𝒄𝒄𝟐𝟐) 

story  
(𝒄𝒄𝟑𝟑) 

visual  
(𝒄𝒄𝟒𝟒) 

Overal
l 

rating 
Movie 

ID 

1
2 

 

B+ 
B

+ 
B

+ B 
B

+ 
10

0 

D- B 
D

- D C 25 

F C B D 
D

+ 48 

 

1
3 

 

C+ 
C

+ C 
B

- C 
32

0 

B+ 
A

+ 
D

+ 
A

+ 
B

+ 
36

0 

C+ B 
B

+ 
B

+ 
B

- 
22

4 

3.2. Adaptive GA MCRS Methodology 

The Adaptive GA method for rating approximation was 
divided into different stages: 

1) Prediction of N multi-criteria Rating: This was done 
by decomposing the k-dimensional multi-criteria ratings into k 
single rating problem. To predict the unknown multi-criteria 
rating, an ASVD was used. For the next stage, the individual 
ratings were combined to provide an overall prediction of the 
ratings. 
2) Acquiring the Function: This stage was aimed at 
approximating the connection between the original multi-criteria 
ratings and overall ratings of the items, such that R0=f (R1,…, R k). 
An Adaptive GA was used to obtain the optimal weight of the 
individual benchmark for respective users over several criteria. 
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Feature weight is the priority a user gives to a feature, which may 
differ for each feature. In our method, Adaptive GA was applied 
to modify the weight to take user priorities for several features. 
User feature weight is denoted as a set, weight (ua) = [wi] (where 
i = 1, …, z, and z = number of features). Any feature with the 
weight zero is ignored for further calculation. Any double-valued 
vector strings are used to represent the genotype. The proposed 
adaptive GA parameters are reviewed below: 
i. Initial Population: The original set of the population 
was created randomly with a size of 40 which consist of valid 
feature weights. 
ii. Fitness Function: Fitness function is one of the most 
significant parts of GA. This function determines the success level 
of the individual chromosome after the population set is initialized. 
For a user who is active, a separate chromosome c is allocated a 
fitness function. The examined fitness function computes the 
accuracy of the predicted items using generated random weights. 
Eq. (5) represents the proposed fitness function. 

𝑓𝑓𝑓𝑓𝐼𝐼𝑓𝑓𝑈𝑈𝑈𝑈𝑈𝑈 (𝑐𝑐) =  1 − �
∑ �𝑅𝑅0𝑗𝑗− �

𝑤𝑤1𝑅𝑅𝑗𝑗1+⋯+𝑤𝑤𝑧𝑧𝑅𝑅𝑗𝑗𝑧𝑧
(𝑤𝑤1+⋯+𝑤𝑤𝑧𝑧) ��𝑁𝑁𝑎𝑎

𝑗𝑗=1

𝑁𝑁𝑎𝑎
�  (5) 

where 𝑁𝑁𝑎𝑎  represent the aggregate number of times an 
individual chromosome c was tested, 𝑅𝑅𝑢𝑢 represent the real ratings 
and 𝑅𝑅0𝑢𝑢 represent the total ratings of 𝑢𝑢𝑎𝑎 on an item, 𝑓𝑓𝑢𝑢 . 

iii. Reproduction: his step was solely dependent on the 
value of individual chromosome’s fitness function. The fitness 
function defined for individual chromosome in the set of the 
population was computed and the chromosomes with the highest 
fitness rate were chosen as best chromosomes. The best 
chromosomes are reserved for the following generation. 
iv. Selection: Roulette wheel selection technique was used, 
where parents are chosen according to their fitness value. Using 
the roulette wheel technique, each chromosome is allocated a slice 
of the wheel and the size of the slice is proportional to each 
chromosome’s fitness. The wheel is then rotated and any 
chromosome the wheel lands each time was chosen. 
v. Crossover: A single point crossover was selected to be 
implemented for the crossover. The selected crossover point was 
done randomly along the mated string length, then the next 
crossover point bits were swapped. The crossover probability was 
dependent on the fitness function, due to the fact that it’s an 
adaptive GA. 
vi. Mutation: Diversity was introduced by adopting 
uniform mutation. The value of the chosen gene was replaced with 
a uniform random value, selected between the specified upper and 
lower bounds for the gene by the mutation operator. The mutation 
probability was dependent on the fitness function, due to the fact 
that it’s an adaptive GA. 
vii. Termination Condition: Stopping criteria were centred 
on a well-defined number of initiations (100), and also on the 
convergence of best fit chromosomes. 

3. Predicting Total rating: The calculation of the unknown 
total rating for test data was accomplished using the weighted sum 
of each predicted ratings. This was generated as depicted in Eq. 
(6). 

𝑅𝑅0′ =  
∑ 𝑤𝑤𝑖𝑖

′× 𝑅𝑅′𝑗𝑗𝑖𝑖
𝑧𝑧
𝑖𝑖=1
∑ 𝑤𝑤1

′𝑧𝑧
𝑖𝑖=1

    (6) 

Where 𝑅𝑅′𝑢𝑢  represent the predicted rating of 𝑢𝑢𝑎𝑎 to 𝑓𝑓𝑢𝑢  of the 
particular multi-criteria ratings. Developing Eq. (6) yields Eq. (7) 

𝑅𝑅0′ =  
𝑤𝑤1
′𝑅𝑅′𝑗𝑗1+⋯+𝑤𝑤𝑧𝑧′𝑅𝑅′𝑗𝑗𝑧𝑧

(𝑤𝑤1
′+⋯+𝑤𝑤𝑧𝑧′)

    (7) 

The aim of multi-criteria recommender systems is to generate 
a recommendation list for active users. The RS calculates the 
unknown total ratings by using feature weight function. Lastly, all 
unrated items and objects were sorted in non-increasing order 
with respect to the total ratings. Fig. 3 summarizes the working 
process of the Adaptive MCRS. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Structure of Adaptive Multi-Criteria Recommender System 

3.3. Fuzzy-based MCRS Methodology 

i. Predict N Multi-criteria rating 

This step involves the decomposition of the n-dimensional 
multi-criteria rating space  𝑅𝑅: 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 × 𝐼𝐼𝐼𝐼𝑈𝑈𝐼𝐼𝑈𝑈 → 𝑅𝑅𝑅𝑅 × 𝑅𝑅1 ×
… × 𝑅𝑅𝑓𝑓   where ( 𝑓𝑓 =  1, … ,𝑓𝑓)  into 𝑓𝑓  single-rating 
recommendation problems as 𝑅𝑅:𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 × 𝐼𝐼𝐼𝐼𝑈𝑈𝐼𝐼 →  𝑅𝑅𝑐𝑐(𝑐𝑐 =
1, 2, … 𝑓𝑓). The proposed model learns and predicts the user ratings 
for new items, however, we did not consider the overall rating at 
this stage. 

(𝑎𝑎, 𝑏𝑏, 𝑐𝑐) =   

⎩
⎪
⎨

⎪
⎧

0,        𝑓𝑓𝑅𝑅𝑈𝑈 𝑥𝑥 ≤ 𝑎𝑎
𝑥𝑥−𝑎𝑎
𝑏𝑏−𝑎𝑎

        𝑓𝑓𝑅𝑅𝑈𝑈 𝑎𝑎 ≤ 𝑥𝑥 ≤ 𝑏𝑏
𝑐𝑐−𝑥𝑥
𝑐𝑐−𝑏𝑏

       𝑓𝑓𝑅𝑅𝑈𝑈 𝑏𝑏 ≤ 𝑥𝑥 ≤ 𝑥𝑥
0         𝑓𝑓𝑅𝑅𝑈𝑈 𝑥𝑥 > 𝑐𝑐

             (8) 

ii. Learn the Relationship f 

This stage involves the computation of the relationship 𝑓𝑓 
relating to the overall rating 𝑈𝑈0 and multi-criteria  𝑈𝑈1, … , 𝑈𝑈𝑘𝑘 . Also, 
The aggregation function is considered as shown in the work of 
[21]. We integrated the FL technique to find the degree of 
satisfaction derived by a user from an item. Firstly, the user’s 
ratings were represented using linguistic terms including (high, 
medium, low, etc.) and triangular membership function as shown 

Obtained known ratings 
from Yahoo! Movies 
disregarding the total rating R0 

1) Prediction of N Multi-
Criteria Ratings 

a) k-dimensional multi-
criteria rating decomposition 
i t  di ti t ti  

2) Learn 
the 
Functio
n 

 

3) Predict Total 
Rating 

Combination of 1b and 
2 to predict the overall 

   

Obtained known 
ratings from Yahoo! 
Movies 

1b) Predicting unknown 
distinct criteria ratings (i.e.  
R1’, …, Rk’) using ASVD 
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in TABLE 4. We considered a triangular membership function 
whose membership function is well-defined by the real numbers 
expressed as (a, b, c) as shown in Eq. (8). 

We defined the membership function using 13 linguistic 
terms to represent interests of users and degrees to which each 
criterion was chosen. To compute the weight that determines the 
actual degree of membership of each criterion rating, this is 
calculated by dividing each user rating by n as shown in Eq. (9) 
below: 

𝑤𝑤𝑖𝑖  = 𝑅𝑅𝑖𝑖
𝑛𝑛

   (9) 

Where 𝑅𝑅𝑖𝑖 represent user rating for each item and 𝑓𝑓 represent 
the total number of fuzzy linguistic value. 

We then derived the relationship 𝑓𝑓 to learn how the user rates 
an item. Eq. (10) shows the aggregation function. 

𝑓𝑓�𝑥𝑥𝑢𝑢
𝑢𝑢�  = ∑ 𝑤𝑤𝑖𝑖 𝑐𝑐𝑖𝑖

𝑛𝑛
𝑖𝑖=1
∑ 𝑐𝑐𝑖𝑖
𝑛𝑛
𝑖𝑖=1

   (10) 

Where 𝐶𝐶𝑓𝑓 is the users’ criteria ratings and 𝑊𝑊i is the weight 
associated with each criteria rating (for 𝑓𝑓 =  1, 2, . . . ,𝑓𝑓) 

 The relationship 𝑓𝑓 for each user criteria rating for j items 
was computed, the function that resulted in the highest degree of 
membership for user 𝑢𝑢, for 𝑗𝑗 ratings (𝑗𝑗 =  1, 2, 3, …𝑓𝑓) is chosen 
as the most preferred criterion for the user as shown in Eq.  (11).  

f(𝑥𝑥𝑢𝑢) = 𝐼𝐼𝑎𝑎𝑥𝑥�𝑓𝑓�𝑥𝑥𝑢𝑢
𝑢𝑢��.                  (11) 

Table 4: Membership Function 

User rating TFN Linguistic terms 

1.0 (0,1,2) V-V-V-V-low 

2.0 (1,2,3) V-V-V-low 

3.0 (2,3,4) V-V-low 

4.0 (3,4,5) V-low 

5.0 (4,5,6) Low 

6.0 (5, 6,7) Medium-low 

7.0 (6,7,8) Medium 

8.0 (7,8,9) Medium-high 

9.0 (8,9,10) High 

10.0 (9,10,11) V-high 

11.0 (10,11,12) V-V-high 

12.0 (11,12,13) V-V-V-high 

13.0 (12,13,14) V-V-V-V-high 

i. Predict Overall rating 

At this stage, the model predicts the overall rating  𝑈𝑈′0 =
𝑓𝑓�𝑈𝑈′1, 𝑈𝑈′2, … , 𝑈𝑈′𝑘𝑘� for an active user 𝑢𝑢𝑎𝑎. This is achieved through 
the integration of the trained fuzzy MCRS and the 

single rating technique (Asymmetric SVD) so as to present 

the top-N recommendation to a user 𝑢𝑢𝑎𝑎. To calculate the overall 
rating for the user 𝑢𝑢𝑎𝑎, we use Eq. (12).  

𝑈𝑈′0 =  
∑ 𝑤𝑤′𝑖𝑖  × 𝑃𝑃′𝑗𝑗𝑖𝑖
𝑛𝑛
𝑖𝑖=1
∑ 𝑤𝑤′𝑖𝑖
𝑛𝑛
𝑖𝑖=1

  (12) 

Where  

Wi represents the selected weight of the users to item 𝑓𝑓, and 
Pi represents the predicted rating of the users to the item 𝑓𝑓𝑢𝑢. 

3.4.  Implementation 

 Java programming language was used for implementing both 
systems. Java is a class-based, object-oriented programming 
language that is rich in FL and GA libraries that enhanced the 
process of both systems implementation, 

3.4.1 Performance Metrics  

To check the precision of both systems we explored the three 
categories of prediction precision measures [3]. As follows: 

1. Rating predictions: Root Mean Squared Error (RMSE) 
and Mean Average Error (MAE) were used. 

 
(a) RMSE: checks the precision of the predicted ratings as 

defined in Eq. (13) below: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  � 1
|𝑇𝑇𝑠𝑠|

∑ (𝜀𝜀𝑇𝑇𝑠𝑠)(𝑢𝑢,𝑖𝑖) �𝑃𝑃𝑢𝑢𝑢𝑢� − 𝑈𝑈𝑢𝑢𝑖𝑖�
2
        (13) 

(b) MAE is defined in Eq. (14) 
𝑅𝑅𝜇𝜇𝑅𝑅 =  1

𝑇𝑇𝑠𝑠
∑ (𝜀𝜀𝑇𝑇𝑠𝑠(𝑢𝑢,𝑖𝑖) )�𝑃𝑃𝑢𝑢𝑢𝑢� −  𝑈𝑈𝑢𝑢𝑢𝑢��                 (14) 

Where: Ts = Test sets of user − item pairs (u, i) , 
P�ui  represent the predicted rating generated by the 
system and rui represent the actual rating of the user. 

 
2. Usage prediction: This is used to measure the accuracy 

of the system based on how the system would predict the 
item a user would add to their content list. We considered 
Recall and Mean Average Precision (MAP) for the top-
10 recommendation, which is defined in Eq. (15) and Eq. 
(17). 

(a)  𝑈𝑈𝑈𝑈𝑐𝑐𝑎𝑎𝑟𝑟𝑟𝑟 =  #𝑡𝑡𝑝𝑝
#𝑡𝑡𝑛𝑛+#𝑓𝑓𝑛𝑛

    (15) 

Where 𝐼𝐼𝑡𝑡 is the number of positive useful items and 𝑓𝑓𝑓𝑓 is the 
number of useful predictions that are not in the top-n 
recommendation list. 

(b) MAP: This calculates the value of Average 
Precision (AP) throughout the distinctive levels of 
recall. The value of MAP is expected to be less than 
or equal to 1 for a good algorithm and 0.5 for a bad 
algorithm. Eq. (16) and Eq. (17) was used to 
calculate these 

𝜇𝜇P =  ∑ (precision(i)×recall(i))N
i=1
number of relevant items

     (16) 

𝑅𝑅𝜇𝜇𝑃𝑃 =  ∑ 𝐴𝐴𝑃𝑃𝑢𝑢𝑀𝑀
𝑢𝑢=1
𝑀𝑀

   (17) 
Where M represents the total number of items that 

are relevant in the catalogue of Top-N recommendation 
3. Ranking prediction: This evaluates how accurate the 
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system would predict how a user would rank items 
according to their preference. Three approaches were 
considered, they are 
(i) Area under the curve of Receiver  

Operating Characteristics (ROCAUC),   
(ii) Fraction of Concordant Pairs (FCP), 
(iii) Normalized Discounted Cumulative Gain 

(NDCG). 

 (a) 𝜇𝜇𝐶𝐶𝑈𝑈 =  1
𝑁𝑁
��∑ 𝑈𝑈𝑎𝑎𝑓𝑓𝑟𝑟𝑢𝑢𝑢𝑢+

#𝑡𝑡𝑝𝑝𝑢𝑢
𝑖𝑖=1 � #𝑡𝑡𝑝𝑝+1

2 �  (18) 

where 𝑈𝑈𝑎𝑎𝑓𝑓𝑟𝑟𝑢𝑢𝑢𝑢+  is the Position of the 𝑟𝑟𝑡𝑡ℎ relevant item on the 
top-N recommendation 

              (b)  𝐹𝐹𝐶𝐶𝑃𝑃 =  𝑛𝑛𝑐𝑐
𝑛𝑛𝑐𝑐+ 𝑛𝑛𝑑𝑑

                        (19) 

 where nc is the number of concordant pairs defined as: 

   𝑓𝑓𝑐𝑐 =  ∑ 𝜀𝜀 ∪𝑢𝑢  |𝑓𝑓, 𝑗𝑗| �𝑈𝑈𝑢𝑢𝑢𝑢�  >  𝑈𝑈𝑢𝑢𝑢𝑢 �  ⇒   �̂�𝑈𝑢𝑢𝑖𝑖  >  �̂�𝑈𝑢𝑢𝑢𝑢  �      (20a) 

and 𝑓𝑓𝑑𝑑 is the number of corresponding discordant defined as: 

𝑓𝑓𝑑𝑑 =  ∑ 𝜀𝜀 ∪𝑢𝑢  |(𝑓𝑓, 𝑗𝑗)| ��̂�𝑈𝑢𝑢𝑖𝑖  > �̂�𝑈𝑢𝑢𝑢𝑢  ⇒  �̂�𝑈𝑢𝑢𝑖𝑖  ≤  �̂�𝑈𝑢𝑢𝑢𝑢� (20b) 

4. Results and Discussion 

This section discusses the results of the experiments done 

4.1. Experiment 

To verify the precision and efficiency of both systems, 
experiments were done using the Yahoo! movie dataset. An 
offline experiment was performed to simulate the actual system. 
Both systems were compared with their corresponding traditional 
collaborative filtering technique known as Asymmetric Singular 
Value Decomposition (AsySVD). We performed each test using 
a 10-fold cross-validation rule, which randomly divides the 
datasets into 10 separate subsets. The dataset was divided on a 
ratio of 90: 10 where 90% is used as training-sets and 10% as a 
test-set. The precision of both systems was checked by applying 
the metrics discussed in section 3.3.1. The results of evaluating 
the systems were compared with their corresponding traditional 
rating. TABLE 5 and TABLE 6 give the breakdown of the 
resulting performance evaluation of the system. We used 
Adaptive MCRS, Fuzzy-MCRS and AsySVD to represent 
Adaptive Genetic MCRS, Fuzzy logic model and Asymmetric 
SVD respectively. 

Table 5: Performance Evaluation Results 

Performance-
measure  

AsySVD  Adaptive-
MCRS  

%Accuracy 
Improvement  

MAE  2.3980 1.5990 0.7990(49.9%)  

RMSE  3.0900  2.1220 0.9680(45.6%)   

MAP  0.0200 1.0290 1.0090(98.1%)  

AUC of ROC  0.6880 0.9510 0.2630(27.7%)  

FCP  0.7100  0.9460 0.236(24.9%)  

It can be clearly seen from TABLE 5 above that the Adaptive 
MCRS outperforms the traditional AsySVD. The results proved 

that Adaptive MCRS achieved better predictive performance. The 
Adaptive MCRS approach achieved a decrease in prediction 
accuracy in terms of RMSE and MAE. RMSE and MAE had a 
value of 0.968 and 0.799 respectively, this decrease might seem 
minute, but it is able to generate a totally dissimilar answer and 
interpret into substantial enhancement on the accuracy and quality 
of recommendation. Adaptive MCRS achieved a MAP of 1.029, 
outperforming the traditional AsySVD by 50.5%. There is a 
necessity for recommendation algorithm to generate 
recommended ordering of objects or items that matches how users 
would have ranked the same item since users are frequently 
concerned of the items at the top-N recommendation list. The 
Adaptive MCRS achieved a more accurate and improved rank 
accuracy of 33.2% and 38.2% respectively for FCP and AUC 
when compared to the conventional AsySVD, which implies that 
Adaptive MCRS will provide a further precise top-N 
recommendation list to users. Fig. 4 is a line chart clearly 
demonstrating the high-performance result achieved by Adaptive 
MCRS as compared to AsySVD.  

 
Figure. 4. The result of the evaluation of Adaptive MCRS 

The result From Fig. 5 and TABLE 6, shows that Fuzzy-
MCRS achieved a lower prediction error in RMSE and MAE, and 
similarly shows a higher-ranking accuracy in AUC and FCP. This 
indicates that modelling a multi-criteria RS using fuzzy logic 
would yield an efficient and more accurate system than the 
traditional AsySVD.    

 
Figure 5. Comparing AsySVD and Fuzzy-MCRS 
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Table 6: Comparison of Result Of The Evaluation 

Metrics Fuzzy-
MCRS 

AsySVD Accuracy 
Improvement 

RMSE 2.4176 3.0895 0.6719(27.7%) 

MAE 1.8753 2.4677 0.5924(31.5%) 

ROCAUC 0.9558 0.6786 0.2572(26.9%) 

FCP 0.9467 0.7118 0.2349(24.8%) 

 

Table 7 and Fig. 6 clearly shows the comparison of the 
experimental result from both models. Adaptive MCRS resulted 
in lesser prediction inaccuracy in MAE and RMSE than the 
Fuzzy-MCRS, which implies that Adaptive MCRS yielded a 
better rating prediction than Fuzzy-MCRS. But both models seem 
to have equivalent usage accuracy, although Fuzzy-MCRS seem 
to have produced a higher usage accuracy level in ROCAUC and 
FCP than the Adaptive MCRS. This shows that Fuzzy-based 
model would be ideal for predicting the ranking behaviour of 
users for an item since it studies the exact degree to which a user 
will rank items to their content list and the order in which the items 
would be ranked. Similarly, Adaptive MCRS would be ideal to 
model a system that would be accurate in predicting and 
classifying the rate of satisfaction derived by a user from a 
purchased item. 

Table 7: Comparison of Fuzzy-Mcrs and Adaptive-Mcrs 

Metrics Fuzzy-
MCRS 

Adaptive 
MCRS 

Percentage  

Change 

RMSE 2.4176 2.122 0.2956 
(13.9%) 

MAE 1.8753 1.599 0.2763 
(17.3%) 

ROCAUC 0.9558 0.951 0.0048 
(0.5%) 

FCP 0.9467 0.946 0.0007 
(0.1%) 

 

 
Figure. 6. Comparison of Fuzzy-MCRS and Adaptive MCRS 

5. Conclusion 

Providing efficient techniques for integrating the criteria 
ratings in multi-criteria RSs is of the utmost significance in 
predicting preferences of users based on several attributes of the 
items. Machine learning methods and other powerful techniques 
from the area of artificial intelligence should be the priorities, 
especially in product recommendations such as movies, song, and 
other items that could be purchased online. In this study, two 
important techniques (Adaptive genetic algorithm and fuzzy logic) 
have been proposed for developing recommendation models that 
could efficiently integrate the criteria ratings for making good 
recommendations. The experiments were conducted using a real-
life dataset from Yahoo Movies, and the results have been 
analysed and compared.  The study has shown that the two 
techniques realized the objectives of delivering better 
recommendation and predictive performance. This performance 
includes a reduction in error prediction and increased 
classification and rank accuracy. Lastly, the obtained 
experimental results from associating the predictive 
implementation of both multi-criteria recommender systems 
using the adaptive genetic algorithm and fuzzy logic, with existing 
conventional CF approach showed that the proposed system 
produced results that are better and also outperformed the 
conventional CF recommender system. Nonetheless, to achieve a 
better performance, it is recommended to design a hybrid model 
which could resolve some of the issues realized in the results of 
both systems.  

Therefore, we propose to integrate both models to achieve 
higher performance. However, in the future, we plan to acquire a 
larger amount of data from a different domain to further certify 
the accuracy of the proposed system. 
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 Traditionally bathymetry survey is generally carried out using boat, research vessel, and 
small craft which is equipped with the echo sounding instrument and involves many persons 
as the vessel crew. The survey method demands an additional cost because of the extra man 
power and an expensive vessel operational cost. An autonomous surface vehicle (ASV) 
which is equipped with echo sounder was developed by adopting small water-plane area 
twin hull (SWATH) hull form to support bathymetry survey in the coastal environment. The 
paper is focused on the design of hull and control system of the SWATH-ASV, electronic 
device and sensor selection for control of the vehicle. The hull and control system is 
designed to organize the surface vehicle to perform the defined mission from ground control 
station. The hull form geometry, hardware and software of the SWATH-ASV and the control 
system are presented. 
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1. Introduction 

Recently, the development of unmanned surface vehicle (USV) 
was made as an instrument that replaces the role of direct human 
involvement. Thus it might be useful to support the research 
activities such as data collection, survey and measurement in the 
remote and severe location with the ground control system. Many 
USV researches were made for oil and gas exploration, pipeline 
monitoring. The USV application for military operation can be 
found for surveillance, intelligence, search and rescue (SAR), 
inspection/exploration and strike missions.  

In the scope of this research project, the prototype of 
autonomous surface vehicle was developed that will enable real 
time data monitoring to support bathymetry survey, especially in 
the coastal environment. The intact stability and the sea keeping 
characteristics of the developed autonomous surface vehicle were 
investigated in the previous study, [1]. In this paper, the study is 
focused on the design of the hull, propulsion system and the control 
system such as electronic device, sensor and data link. The 
SWATH hull form was selected that was expected to provide low 
resistance and excellent station keeping performance.  

2. Literature Review 

Several articles which are related to the ASV design and 
control development can be found.  An autonomous surface craft 
called ARTEMIS was designed by a research group in MIT for 
collecting the bathymetry data, [2]. ARTEMIS have two electric 
motors and a rudder for the propulsion system. It is equipped 
automatic heading and navigation control through the defined 
reference points that was used as the location of measurement 
point. Subsequently the catamaran was adopted for improving the 
intact stability and increasing the payload capacity.  

In the other research, The DELFIM was developed as an 
Autonomous Underwater Vehicles (AUV), [3]. The ROAZ and 
ROAZ II was developed and designed for bathymetry survey, [4]-
[5]. Furthermore the development of autonomous marine vehicle 
was represented by the SWORDFISH, MESSIN and SPRINGER. 
The SWORDFISH is equipped with the modular sensor for 
payload and a gateway for data communication from air to 
underwater environment, [6]-[7]. The catamaran hull form was 
used by MESSIN for hydrological mapping and oceanographic 
survey, [8]. The MESSIN able to operate in very shallow water 
and the autonomous navigation system was able to follow the 
defined route efficiently. In 2004, the SPRINGER was developed 
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for hydrographical survey and used as a test-bed for autonomous 
navigation and sensor system, [9]-[10]. 

The study of ASV hull form development can be found in some 
references. In [11], the author studies the modeling of twin hull for 
the USV known as SESAMO for data collection in the Antarctic 
region. In [12], the authors develop the catamaran hull form, 
propulsion and control system for the ASV prototype to survey the 
coastal region. The integrated system for sampling and monitoring 
of environmental parameters has been achieved. In [1], the authors 
investigate the intact stability and sea keeping performance of the 
SWATH hull form for the ASV development to support 
bathymetry survey. In [13], the researchers study the performance 
of SWATH and catamaran hull form using CFD analysis for 
geological and geophysical survey.  

3. Design of ASV Hull and Drag Characteristics 

Regarding the research objective is to obtain the ASV design 
for bathymetry survey, this will lead to the need of a reliable vessel 
design which would provide a good performance of stability, 
station keeping and hydrodynamic behavior. According to 
research on ThyssenKrupp Marine Systems, [14], SWATH 
technology able to provide the low hydrodynamic drag, high 
stability and good motion performance, compared with the 
monohull. Therefore the SWATH hull form is adopted as an 
appropriate solution to carry the several electronic devices and 
sensors that would be used for the data scanning and recording 
during the bathymetry survey. 

 The principal dimension of the ASV was determined through 
the design exploration process. The process was made by 
involving the configuration of design parameters from the 
modification of the existing parent model. The proposed hull form 
of the SWATH-ASV which is obtained from the selected principal 
dimension can be seen in Fig. 1.  

 
Figure 1: The hull form of the SWATH-ASV 

Theoretically, the moving submerged bodies have viscous drag 
which is resolved into two items that is viscous pressure and 
frictional resistance. The viscous drag characteristic of ASV  
depends on the Reynolds number. In the case of surface vehicle, 
additional wave making resistance is provided, and it is depending 
on the Froude number. 

The estimation of total resistance of the proposed SWATH-
ASV was made through the CFD analysis for determining the 
power of propulsion system, [15]. The service speed, wetted 
surface area and simulation parameters were provided on the CFD 
analysis. The result shows that the total resistance force of the ASV 

is 5.55 N. the drag coefficient is determined using parabolic 
equation approach, [15], see Fig.2. 

 
Figure 2: Drag coefficient of the SWATH-ASV, [15] 

4. Control System of the SWATH-ASV 

4.1. Electrical System of the SWATH-ASV 

The principal electrical wiring of the SWATH-ASV is 
presented in the Fig. 3. Two cells LiPo batteries with an output 
voltage of 12.4 volts are used as the power source. Each of the 
batteries have a discharge rate of 30 capacity ratings which supply 
power for every electronic component on the SWATH-ASV, such 
as navigation system and data recording system. 

 
Figure 3:  Wiring System 

The GPS Ublox M8 is connected to the Ardupilot Mega (APM 
2.6). Ardupilot Mega is an autopilot system which used inertial 
measurement unit (IMU) sensors. APM acts as an electronic speed 
controller (ESC), servo, GPS control center based on input data 
from mission planners and receiver. Subsequently, the data is 
transmitted to the ground station with the transceiver. The 
transmitted data are recorded using Telemetry Module 433 MHz. 
The direction control is made by servo motor. Otherwise the DC 
motor which is controlled by the ESC is adopted to control the 
speed of the SWATH-ASV.  

When the ASV system runs in manual mode, the ship will 
move according to the instructions of the controller. Data will be 
sent to the computer in the form of ship motion direction data, GPS 
data and sensor data contained in the ASV. When the system runs 
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in automatic mode, the ship will move automatically by using the 
PID control as a regulator of the ship's automatic motion while 
monitoring the environment around the ship. The environmental 
conditions are monitored and measured in the form of data stored 
on the device, and some of the data is sent directly by telemetry to 
the ground station (personal computer) in real time.  

PID is a controller that functions as a ship controller to be able 
to move automatically or commonly called autonomous. The main 
function of the PID control on the Autonomous Surface Vehicle is 
to set the direction or heading of the ship to fit the destination, see 
Fig. 4. PID is a combination of several elements, namely P 
(Proportional), I (Integral), and D (Derivatives). P, I, and D 
elements can quickly respond to systems to eliminate offsets. Each 
element has advantages to determine the appropriate value of Kp, 
Ki, and Kd with the manual tuning method. Kp, Ki, and Kd are 
proportional gain, integral gain and derivative gain. 

 
Figure 4:  PID Control 

 
Figure 5:  Waypoint Navigation System 

4.2. Navigation System of the ASV 

The Autonomous Surface Vehicle can move automatically 
using the GPS waypoint navigation system. Furthermore, the 
waypoint navigation system also able to predetermined the ASV 
path automatically. By importing map database from Google Map 
the mission planner software is adopted to define the path of the 
SWATH-ASV. The illustration of waypoint navigation system on 
the defined path of the SWATH-ASV can be seen in the Figure 5.  
The SWATH-ASV will run through the defined path from point to 
point with no obstacle along the path. Therefore the SWATH-ASV 
is able to follow the path relatively accurate without any 
difficulties. 

When ASV runs automatically following a waypoint, it can be 
monitored using a mission planner. Some data on ASV will be sent 
in real time to the personal computer using the telemetry module 
433 MHz. This module can transmit data like the direction of 
motion, ASV stability, battery capacity, current and GPS. While 
the echo sounder will always record the condition of the waters 
around the waypoint until it is finished and returns to home, see 
Fig. 5. 

 
Figure 6:  Flowchart System 

Fig. 6 shows the flowchart of system control the SWATH-
ASV. The RC is used to choose manual control or autonomous 
control. If an automatic control is chosen, the SWATH-ASV will 
need waypoint input from the mission planner to move to the 
specified waypoint, and the SWATH-ASV will automatically 
follow and send real time data to the personal computer. However, 
when the manual control is selected, the SWATH-ASV will be 
controlled by the navigation system, according to signals which is 
received from the radio/remote control. The autopilot system 
(Ardupilot) will arrange the motors to navigate the ASV through 
the defined path. The servo motor is used to control the direction 
and the DC motor is used to control the speed of the SWATH-
ASV. The SWATH-ASV will always follow the received 
command from radio/remote control and send real time data to the 
personal computer. 

Although the waypoint navigation system has been applied in 
the SWATH-ASV, however the obstacle-avoidance algorithm still 
not be included into this automated navigation system. The 
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SWATH-ASV will travel blindly without any smart system that 
able to detect its surrounding environment. While the defined path 
is blocked with an obstacle, an unavoidable collision surely can be 
occurred. Therefore the manual system using remote control 
should be used for the application of the SWATH-ASV in the 
actual situation during bathymetry survey activities.   

5. Conclusion 

The design and control of small water-plane area twin hull 
autonomous surface vehicle (SWATH-ASV) was made. The 
SWATH hull form was adopted and realized as an alternative 
prototype of autonomous surface vehicle which have innovative 
features and suitable for supporting the bathymetry survey 
activities.  

All of the SWATH-ASV components were designed and 
organized in order to be able to perform the innovative bathymetry 
measurement activities by considering functionality and 
portability aspects. 

The SWATH-ASV has been developed in according to the 
lifting capacity requirements and to execute the bathymetry 
measurement mission in the coastal marine regions which have 
complex area logistically. 

Although the autonomous control system have been 
implemented on the SWATH-ASV, however the remote control 
system is still to be adopted as a secondary control system, 
especially when the ASV do not follow the waypoint because of 
the uncontrollable external disturbance.   
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 To reduce its high last mile logistics cost, a company may explore different options such as 
a horizontal collaboration with another company that has a similar logistics requirement. 
Traditionally, the collaboration can be conducted through an outsource contract 
mechanism where the company may need to guarantee a certain number of logistics 
demands or usage for a fixed period of time. This may incur a fixed transportation and 
logistics cost for the company. For a company who has more fluctuated logistics demands, 
it would be difficult to guarantee a certain number of logistics demands or usage for an 
outsourcing mechanism. The company may end up paying more than it should. 
Alternatively, the company may want to explore horizontal collaboration with a more 
flexible contract mechanism such as the “4th party milk run” (4PMR). The 4PMR model 
leverages on the last mile excess capacity of one company to fulfill the last mile logistics 
demands for another company based on a pay-per-use arrangement. Using the 4PMR 
model, the fixed transportation and logistics cost would be translated into a marginal cost. 
This paper describes the 4PMR model, including the optimization model and its 
computation experiment on two last mile logistics scenarios. The first scenario is a 
hypothetical scenario based on our field study in Jakarta, Indonesia with a small number 
of deliveries, while the second scenario is an actual scenario with a large number of 
deliveries based on existing routes of a Logistics Service Provider (LSP) in Surabaya, 
Indonesia. The experiment results show that 4PMR is able to provide a significant reduction 
in last mile logistics cost. To complement the experiment results, industry perspectives for 
implementing the 4PMR model is also reviewed.  

Keywords:  
Last mile logistics  
Milk run  
Excess capacity 
Horizontal collaboration 
Marginal cost 

 

1. Introduction  

This paper is an extension of the work originally presented in 
the 2017 6th IEEE International Conference on Advanced 
Logistics and Transport (ICALT) in [1]. Loss of logistics 
efficiency becomes the highest across the supply chain at the 
nearest point to the aggregated or single demand point [2, 3].  This 
last (or sometimes first) mile logistics face significant fulfillment 
constraints, making it the most expensive part of the overall supply 
chain. For a company that moves millions of tons of materials 
every year, reducing the last mile logistics cost by a few cents can 
save tremendous amounts of money. As such, the company looks 
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for new strategies to reduce the last mile logistics cost. Several 
strategies such as a horizontal collaboration with other similar 
companies or partners in the same level of the supply chain are now 
attracting the interest of those companies  [4, 5, 6].  

In supply chain, collaborations between companies can be 
grouped into two, namely: vertical and horizontal collaboration 
[7]. The vertical collaboration includes collaboration between 
companies in different level of supply chain [7], such as  Vendor 
Managed Consignment Inventory (VMCI) model [8] and 
Collaborative, Planning, Forecasting and Replenishment (CPFR) 
model [9]. While the horizontal collaboration includes two or more 
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unrelated or competing companies at the same level of the supply 
chain [7]. In horizontal collaboration, a company can work closely 
with another company that has similar logistic requirements by 
sharing resources and taking advantage of potential distribution 
synergies [10]. The benefits of horizontal collaboration are 
increasing vehicle utilization on the main tracking routes and 
vehicle efficiency as well as better improving resource 
management and delivery service level to the customers. Although 
vertical collaboration has been deeply studied and implemented 
[11], horizontal collaboration is still in its infancy [12, 13]. 

As illustrated in Figure 1, horizontal collaboration can be done 
in several forms. A company may explore the option of engaging 
one or more companies (e.g. Logistics Service Provider (LSP)) in 
a form of fixed outsourcing contracts to fulfill its last mile logistics 
demands. The company may need to guarantee a certain number 
of logistics demands or usage for a fixed period of time (e.g. 
monthly, quarterly or yearly) to the outsourcing companies. Using 
outsourcing, the company is able to save a substantial amount of 
money because the company does not need to invest in costly 
logistics-related assets such as transportation vehicles. Generally, 
this kind of outsourcing would incur a certain amount of fixed 
transportation and logistics costs.  

For a company who has more fluctuated logistics demands, it 
would be difficult to guarantee a certain number of logistics 
demands or usage for outsourcing mechanism. The company may 
need to pay the fixed cost even though it has minimum logistics 
demands. For this kind of company, a model with a flexible (and 
often less binding) agreement, such as “uberization” and “4th party 
milk run” (4PMR) would be beneficial. These models use the pay-
per-use mechanism that allows the company to pay only based on 
its logistics demands. It would reduce the logistics cost by 
translating the fixed costs to marginal costs. For example, the 
company does not need to pay fixed cost of 90,000/month for 
having only 50 last mile logistics demands.    

These models use sharing economy concept to reduce the 
transportation costs. Uberization mainly focuses on conducting the 
deliveries using crowdsourcing, while the 4PMR model focuses on 
collaborating with one company (B2B) that has existing delivery 
routes/networks along the last mile delivery locations.  

This paper focuses on analyzing the 4PMR model for reducing 
last mile logistics cost. It extends the model in [1, 14]. The 4PMR 
model is developed as an optimization model and solved using two 
metaheuristics solvers/algorithms. To investigate the cost 
reduction, we test the model on two scenarios. The first scenario is 
a hypothetical scenario based on our field study in Jakarta, 
Indonesia. It consists of 40 random logistics demand samples. 
While the second scenario is an actual scenario based on 9,622 
logistics demands from an LSP in Surabaya, Indonesia. Our 
experiment results show that the 4PMR model is able to reduce 
4.16% and 24.84% of the logistics cost in the first and the second 
scenario respectively. This provides a promising indication that the 
4PMR model would be able to reduce the last mile logistics cost. 
To complement the experiment results, we also gather industry 
perspectives for implementing the 4PMR model in its day-to-day 
logistics operations. 

 

 
Figure 1. Horizontal Collaboration Strategies 

The remainder of the paper is organized as follows. Section 2 
presents the overview of 4PMR and its related works. Section 3 
reviews the 4PMR optimization model. Section 4 describes the 
solvers/algorithms to solve the 4PMR and section 5 describes the 
computational experiments, including the scenarios and 
experiment results. Section 6 reviews the industry perspective on 
implementing 4PMR model. Lastly, section 7 presents the 
conclusions. 

2. 4th Party Milk Run (4PMR) Model  

2.1. Overview  

The 4PMR model leverages on the excess capacities from one 
company that has existing designated routes along the last mile 
logistics demand locations of another company. The company with 
existing designated routes (henceforth as providing company) 
needs to serve those routes periodically regardless of the delivery 
volume. These routes may not be fully utilized and may have 
significant excess capacities. These unused capacities can be 
tapped and used by another company (henceforth as receiving 
company) to fulfill its last mile logistics demands. 

In 4PMR model, the routing is based on the existing routes or 
networks from the providing company. It would stop at several 
locations to fulfill logistics demands from the receiving company.  

2.2. Benefits of 4PMR model 

The 4PMR model would bring benefits to the collaborating 
companies. These benefits can be categorized into three groups: 
costs and productivity, service and market position.  

1. Cost and productivity benefits 

One potential benefit of using the 4PMR model is to reduce 
logistics costs [15, 16]. Both collaborating companies, providing 
and receiving companies, would be able to achieve logistics cost 
reduction. By joining their delivery requirements, these companies 
can utilize and optimize their logistics-related assets. This can be 
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translated into a lower logistics cost and lower capital investment 
for logistics-related assets as it would need a lesser number of 
logistics-related assets.  

One example of this cost reduction is on empty backhaul 
utilization. The providing company may have existing routes from 
area A to area B. If there is an imbalance of deliveries where all 
the loads come from area A to area B with no loads from area B to 
area A, the providing company must absorb the cost of the empty 
vehicle return (empty backhauls). However, if another company 
has last mile logistics demands in the opposite direction (from area 
B to area A), the company can make use of the empty backhauls. 
The providing company would be able to reduce its costs of 
absorbing empty backhaul while the receiving company would be 
able to negotiate a lower transportation cost.  

2. Service benefits 

For the receiving company, the 4PMR model would add the 
company capabilities to serve low demand areas. It allows the 
company to facilitate more frequent deliveries for wider 
geographic areas. The receiving company would be able to expand 
its area coverage by collaborating with the providing company that 
operates in different areas with minimum additional setup cost. It 
provides flexibility in providing more service and reaching more 
potential customers.  

3.  Market Position  

For the providing company, the 4PMR model would enable the 
company to have “insinking” opportunities where the company 
would be able to replicate its 4PMR model to provide services to 
different companies and proactively select a group of companies 
with a strong synergy potential [10, 17]. It would create another 
business opportunity for the providing company. It would further 
increase vehicle utilization and reduce the last mile logistics cost.  

2.3. Related Works 

Two areas of works that is closely related to ours are the 
Vehicle Routing Problem (VRP) [18, 19] and Milk Run Logistics 
[20, 21]. VRP aims to provide optimal set of routes for a fleet of 
vehicles to fulfil logistics demands. It has many variants, including 
VRP with Time Windows [22, 23], Capacitated VRP [24, 25], 
green VRP [26, 27] and ride-sharing VRP [28, 29]. While Milk 
Run Logistics is essentially a logistics method that uses routing to 
consolidate the transportation of goods that has the following 
characteristics: small lot of transport, less than truckload, 
geographically sparse demands [20], as illustrated in Figure 2. As 
shown in Figure 2, milk run model reduces the excess capacity by 
consolidating the deliveries from different companies (i.e. 
Company X and Company Y). 

3. Optimization Model  

One potential concern with the 4PMR model is that the 
providing company may not have a direct route to fulfill the 
receiving company’ logistics demands (direct from an origin 
location to a final destination location). It may need to go through 
several stops/hops/transit locations before it can finally deliver to 
the final delivery destination.  There is a need to match the 
providing company existing routes with the receiving company 
logistics demand locations.  

 
Figure 2. Milk Run Model Illustration 

To match the logistics demands with the existing routes, an 
optimization model for the 4PMR is developed. The 4PMR model 
is defined as follows. Let 𝐺𝐺 = (𝑣𝑣, 𝑒𝑒)  be a directed graph 
representing the providing company existing routes. It consists of 
a set of locations, as vertexes or nodes (the term vertex and node 
are used synonymously throughout the paper), denoted by 𝑉𝑉 =
 {𝑣𝑣1, 𝑣𝑣2 , … , 𝑣𝑣𝑛𝑛 }, and a set of routes, as arcs E ⊆ V x V, denoted 
by an ordered pair of nodes (u, v), where 𝑢𝑢 ∈ 𝑉𝑉 and 𝑣𝑣 ∈ 𝑉𝑉. 𝑒𝑒𝑢𝑢𝑢𝑢 
represents a directed route from node u to node v. Each arc 𝑒𝑒𝑢𝑢𝑢𝑢 has 
an excess capacity 𝑄𝑄𝑢𝑢𝑢𝑢  and time capacity 𝑇𝑇𝑢𝑢𝑢𝑢 . To simplify the 
problem, we consider each arc to have a fixed excess capacity 𝑄𝑄𝑢𝑢𝑢𝑢 . 
For each arc 𝑒𝑒𝑢𝑢𝑢𝑢, 𝑑𝑑𝑢𝑢𝑢𝑢, 𝑡𝑡𝑢𝑢𝑢𝑢 and 𝑐𝑐𝑢𝑢𝑢𝑢 represent a non-negative travel 
distance, a non-negative travel time and a non-negative 
transportation cost for arc 𝑒𝑒𝑢𝑢𝑢𝑢, respectively. A path is defined as a 
sequence of arc  𝑝𝑝𝑢𝑢𝑢𝑢 =  {𝑢𝑢 =
𝑢𝑢1, (𝑢𝑢1,𝑢𝑢2), (𝑢𝑢2,𝑢𝑢3), … , (𝑢𝑢𝑙𝑙−1,𝑢𝑢𝑙𝑙),𝑢𝑢𝑙𝑙 = 𝑣𝑣}.  

Let 𝐿𝐿 =  {1, … ,𝑛𝑛}  be a set of logistics demands of the 
receiving company. Each delivery 𝑙𝑙 𝜖𝜖 𝐿𝐿 has delivery load size 𝑞𝑞𝑙𝑙, 
origin node u  and destination node v. [𝑤𝑤𝑢𝑢 , 𝑧𝑧𝑢𝑢] denotes the time 
window in origin node u. While [𝑤𝑤𝑢𝑢 , 𝑧𝑧𝑢𝑢] denotes the time window 
in destination node v. Each delivery service at origin node u and 
destination node v must take place between the time windows.  For 
each logistics demand 𝑙𝑙 ∈ 𝐿𝐿 from origin node u to destination node 
v fulfilled by 4PMR model, the delivery cost is defined as 𝑐𝑐𝑙𝑙(𝑝𝑝), 
where 𝑐𝑐𝑙𝑙(𝑝𝑝) =  ∑ 𝑐𝑐𝑢𝑢𝑢𝑢𝑙𝑙(𝑢𝑢,𝑢𝑢)∈𝑝𝑝 . If the delivery fulfillment cannot be 
done using the 4PMR model (due to capacity or time constraints), 
it will use a direct delivery. The delivery cost for the direct delivery 
denotes as 𝑐𝑐𝑑𝑑𝑙𝑙 , where in general 𝑐𝑐𝑙𝑙(𝑝𝑝)  ≪  𝑐𝑐𝑑𝑑𝑙𝑙  .  

There are a lot of constraints that can be included in the 4PMR 
model, such as capacity, transportation cost, overall cost, 
transportation distance, and time windows. These constraints 
depend on the nature of the collaboration between providing and 
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receiving companies and the nature of the products being 
delivered. In this paper, we only use one constraint, capacity. The 
capacity for logistics demands fulfilled by the 4PMR should not 
exceed the fixed weight capacity 𝑄𝑄𝑢𝑢𝑢𝑢  for each arc. The model can 
be expended to include more constraints.  

Using these notations, we define the 4PMR problem as: 

𝑀𝑀𝑀𝑀𝑛𝑛 𝑍𝑍 =  ��min�min� � 𝑐𝑐𝑢𝑢𝑢𝑢𝑙𝑙   ×   𝑥𝑥𝑢𝑢𝑢𝑢𝑙𝑙
(𝑢𝑢,𝑢𝑢)𝜖𝜖𝜖𝜖

� , 𝑐𝑐𝑑𝑑𝑙𝑙 ��
𝑙𝑙𝜖𝜖𝑙𝑙

  (1) 

Subject to: 

 

𝑥𝑥𝑢𝑢𝑢𝑢𝑙𝑙  

=  �1, 𝑀𝑀𝑖𝑖 𝑑𝑑𝑒𝑒𝑙𝑙𝑀𝑀𝑣𝑣𝑒𝑒𝑑𝑑𝑑𝑑 𝑑𝑑𝑒𝑒𝑞𝑞𝑢𝑢𝑒𝑒𝑟𝑟𝑡𝑡 𝑙𝑙 𝑐𝑐𝑐𝑐𝑛𝑛 𝑢𝑢𝑟𝑟𝑒𝑒 𝑐𝑐𝑑𝑑𝑐𝑐 (𝑢𝑢, 𝑣𝑣)
0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑑𝑑𝑤𝑤𝑀𝑀𝑟𝑟𝑒𝑒                                                          

(2) 

�𝑞𝑞𝑙𝑙
𝑙𝑙𝜖𝜖𝑙𝑙

 ×  𝑥𝑥𝑢𝑢𝑢𝑢𝑙𝑙  ≤ 𝑄𝑄𝑢𝑢𝑢𝑢 for every (u,v) ∈ 𝐸𝐸  (3) 

 

Constraint (2) and (3) ensures that the capacity for logistics 
demands fulfilled by the 4PMR model goes through a certain arc 
should not exceed the fixed weight capacity for that arc.  

4. Solvers and Algorithms   

The 4PMR optimization model is implemented in two 
solvers/algorithms. The first solver is designed for a small dataset 
with less than 50 logistics demands. It uses an evolutionary 
function in Microsoft Excel [30]. The function is based on genetic 
and evolutionary algorithm to seek “good” solutions for a limited 
dataset. This solver fits the purpose to provide a preliminary result 
for further study and exploration.  

The second solver is used for large problem sizes. It is 
developed using a meta-heuristic algorithm that combines the 
Dijkstra algorithm with the Greedy algorithm [31]. The algorithm 
has two parts as illustrated in Figure 3. First, it uses the Dijkstra 
algorithm to produce all the shortest paths for each pair of delivery 
locations in the existing routes. It also calculates the logistics cost 
for each of the shortest path. Second, it runs the greedy algorithm 
to assign the logistics demands to the path with minimum cost. It 
will also re-configure the shortest paths and re-calculate the 
logistics cost, if necessary.  

 
Figure 3. Meta-Heuristics Algorithm for Solving 4PMR 

5. Computational Experiments  

5.1. Small Problem Size 

The 4PMR model was tested on a hypothetical scenario based 
on our field study in Jakarta, Indonesia in December 2016. The 
scenario comprises of a providing company with 5 existing routes. 
The routes connect 12 nodes. In each route, the delivery starts from 
and returns to the providing company’ warehouse. The logistics 
demands are derived from a receiving company with 40 logistics 
demands in several locations along the providing company’s 
routes. The receiving company produces goods and uses a hub-
and-spoke model to deliver goods to all its customers within the 
same distribution network. The receiving company has a 
headquarter/main warehouse for its hub-and-spoke model. The 
providing company’s warehouse and the receiving company’s 
headquarter are located in different locations (represented by 
different nodes).  

Given that the logistics demands originating from the receiving 
company, all the logistics demands share the same origin point – 
the receiving company’s headquarter.  For the hub and spoke 
distribution network, the utilization of the vehicles is 80% and that 
they return back to headquarter empty.  

We run the first solver for this scenario. The experiment results 
are shown in Table 1. The results show that the 4PMR model is 
able to get a 4.16% reduction for the receiving company. For the 
no collaboration (own vehicle) model, the company will have 
additional costs to purchase the vehicles also (which is not 
included in the comparison). The detailed results for this 
experiment can be found in [1]. 

Table 1. Experiment Result of the 4PMR Model in Small Problem Size 

Solution 

Parameters 

Total 
number of 
logistics 
demands 

Number of 
logistics 
demands using 
4PMR model 

Logistics 
Cost 

No 
collaboration 
(own 
vehicle)* 

40 0 56.737 

The 4PMR 
model 

40 11 54.377 

*: only logistics cost, without capital cost to purchase the vehicles 

5.2. Experiment Result in Large Problem Size 

To evaluate the performance of the 4PMR model in large 
problem size, we tested the model on scenario based on actual 
delivery routes from one Logistics Service Provider (LSP) in 
Surabaya, Indonesia. The LSP has an existing network comprising 
27 nodes/locations with existing routes in Greater Surabaya, 
Indonesia. Each route has a certain excess capacity (around 20% 
of the overall capacity). The logistics demands were derived from 
real logistics demands from one FMCG company operated in 
Surabaya, Indonesia. We used 10 days of logistics demands in July 
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2015. It comprises of 9,622 logistics demands for different 
locations in Greater Surabaya.  

Using the second solver, we run the 4PMR model for this 
scenario. In our experiment, we set the processing (i.e. execution) 
time to 10 second. To compare the 4PMR model with another 
horizontal collaboration, we also calculated the transportation cost 
for outsource mechanism. We assumed that the company needs to 
pay for 1 dollar for each delivery with minimum delivery of 1,000 
deliveries/day.  

The experiment results are shown in Table 2. The results show 
that the 4PMR model is able to get a 24.84% reduction from the no 
collaboration model and 29.54% reduction from the outsource 
model. For the no collaboration (own vehicle) model, the company 
will have additional costs to purchase the vehicles also (which is 
not included in the comparison). 

6. Industry Perspective in Implementing 4PMR 

While the benefits of the 4PMR model are clear, implementing 
it can be challenging. The challenges are varied depending on the 
company and also the industry. Based on our observation and close 
interaction with one e-commerce company in Singapore, we 
observe these two main challenges. 

Table 2. Experiment Result of the 4PMR Model in Large Problem Size 

Solution 

Parameters 

Total 
number of 
logistics 
demands 

Number of 
logistics 
demands using 
4PMR model 

Logistics 
Cost 

No 
collaboration 
(own 
vehicle)* 

9,622 0 9,622.0 

Horizontal 
collaboration 
with 
outsource 

9,622 0 10,264 

With 4PMR 9,622 2,656 7,231.6 

*: only logistics cost, without capital cost to purchase the vehicles 

Firstly, stakeholders of the 4PMR model (i.e. providing and 
receiving company) will require access to as much real-time data 
as possible. The providing company needs to provide information 
about its routes and excess capacities so that the receiving 
company can decide on whether to utilize those excess capacities 
or not. When excess capacities are eventually bought up, the 
providing company then has to update its information again to 
show the latest excess capacities and the routes to fulfill the 
receiving company’s last mile logistics demands. Hence, software 
that leverages on secure and real-time data is needed. The Internet 
and the Internet of Things (IoT) can be used to facilitate 
information sharing (e.g. mobile applications to link providing and 
receiving companies). 

For the providing company with existing the Transportation 
Management Software (TMS), another challenge will be to 

integrate the 4PMR solver/algorithm with its TMS. As TMS 
typically captures information about the vehicle, the cargo, the 
route and schedule, the logistics demands using the 4PMR model 
should be updated to the company’s TMS. 

Secondly, potential stakeholders of the 4PMR model (i.e. 
potential providing and receiving company) need to be convinced 
about the benefits of the 4PMR model. The potential providing 
company needs to evaluate whether the effort both in terms of IT 
infrastructure changes and manpower training to improve excess 
capacities worthwhile and whether there is an obvious return on 
investment. The potential receiving company needs to analyze its 
last mile logistics requirements and decides if the 4PMR model 
would be able to fulfill its business needs. For example, if a 
company requires trucking of large volumes (typically half to full 
truckload), it needs to understand that it risks its deliveries for not 
being fulfilled by the providing company because there are simply 
not enough excess capacities. Alternatively, if a company requires 
frequent trucking of easily forecasted volumes, it may need to 
evaluate the 4PMR model cost versus the traditional outsource 
model. 

7. Summary and Key Take Away 

This paper introduces the 4th Party Milk Run (4PMR) model 
for collaboration between similar companies in the same level of 
the supply chain. The 4PMR model leverages the excess capacities 
from one company (i.e. providing company) that has existing 
designated routes along the pick-up and delivery locations of 
another company (i.e. receiving company). The providing 
company needs to serve those routes periodically regardless of the 
delivery volume, and often these deliveries are not at full capacity. 
These unused capacities can be tapped and used by the receiving 
company to fulfill its last mile logistics needs. It would potentially 
bring benefits to the companies involved in terms of costs and 
productivity, service and market position.  

Two solvers are designed to implement the 4PMR model. The 
solvers aim to match the providing company’s existing routes with 
the receiving company’s logistics demands. The first solver is used 
for small problem size scenario, while the second solver is used for 
large problem size scenario. We run these solvers for two scenarios 
– a small problem size scenario and a large problem size scenario. 
From the experimental result, it is also revealed that 4PMR is able 
to reduce logistics cost for up to 4.16% (in the small problem size 
scenario) and 24.84% (in the large problem size scenario).  

Conflict of Interest 

The authors declare no conflict of interest related to this paper.  

References 
 
[1]  C. Lee, Lindawati and R. de Souza, "Utilizing Excess Capacity in Last Mile 

Using 4th Party Milk Run," in 6th IEEE International Conference on 
Advanced Logistics and Transport, Bali, Indonesia, 2017.  

[2]  R. de Souza, M. Goh, H. Lau, W. Ng and P. Tan, "Collaborative urban 
logistics–synchronizing the last mile a Singapore research perspective," 
Procedia-Social and Behavioral Sciences, vol. 125, pp. 422-431, 2014.  

[3]  J. Lin, Q. Chen and K. Kawamura, "Sustainability SI: logistics cost and 
environmental impact analyses of urban delivery consolidation strategies," 
Networks and Spatial Economics, vol. 16, no. 1, pp. 227-253, 2016.  

http://www.astesj.com/


R. de Souza et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 462-467 (2019) 

www.astesj.com     467 

[4]  I. Badraoui, J. G. Van der Vorst and Y. Boulaksil, "Horizontal logistics 
collaboration: an exploratory study in Morocco’s agri-food supply chains," 
International Journal of Logistics research and applications, pp. 1-18, 
2019.  

[5]  Y. Sheffi, M. J. Saenz, L. Rivera and D. Gligor, "ew forms of partnership: 
the role of logistics clusters in facilitating horizontal collaboration 
mechanisms," European Planning Studies, pp. 1-26, 2019.  

[6]  N. Martin, L. Verdonck, A. Caris and B. Depaire, "Horizontal collaboration 
in logistics: decision framework and typology," Operations Management 
Research, vol. 11, no. 1-2, pp. 1-19, 2018.  

[7]  L. Chen, X. Zhao, O. Tang, L. Price, S. Zhang and W. Zhu, "Supply chain 
collaboration for sustainability: A literature review and future research 
agenda," nternational Journal of Production Economics, vol. 194, pp. 73-
87, 2017.  

[8]  M. Hariga, S. Babekian and Z. Bahroun, "Operational and environmental 
decisions for a two-stage supply chain under vendor managed consignment 
inventory partnership," International Journal of Production Research, vol. 
57, no. 11, pp. 3642-3662, 2019.  

[9]  C. A. Hill, G. P. Zhang and K. E. Miller, "Collaborative planning, 
forecasting, and replenishment & firm performance: An empirical 
evaluation," International journal of production economics, vol. 196, pp. 
12-23, 2018.  

[10]  F. Cruijssen, P. Borm, H. Fleuren and H. Hamers, "Supplier-initiated 
outsourcing: A methodology to exploit synergy in transportation," 
European Journal of Operational Research, vol. 207, no. 2, pp. 763-774, 
2010.  

[11]  S.-L. D., P. Kaminsky and E. Simchi-Levi, Designing and Managing the 
Supply Chain: Concepts. Strategies, and Cases, McGraw-Hill, 2000.  

[12]  F. Cruijssen, W. Dullaert and H. Fleuren, "Horizontal cooperation in 
transport and logistics: a literature review," Transportation journal, pp. 22-
39, 2007.  

[13]  R. Leitner, F. Meizer, M. Prochazka and W. Sihn, "Structural concepts for 
horizontal cooperation to increase efficiency in logistics," CIRP Journal of 
Manufacturing Science and Technology, vol. 4, no. 3, pp. 332-337, 2011.  

[14]  The Logistics Institute - Asia Pacific, "E-Commerce Trends and Challenges: 
A Logistics and Supply Chain Perspective," The Logistics Institute - Asia 
Pacific White Papers Series, Singapore, 2016. 

[15]  L. Wang, F. Kong, J. Cao and Y. Wang, "Research on the application and 
optimization countermeasures of auto parts milk-run logistics mode," in 
IEEE 18th International Conference on Industrial Engineering and 
Engineering Management, 2011.  

[16]  M. Jafari-Eskandari, S. Sadjadi, M. Jabalameli and A. Bozorgi-Amiri, "A 
robust optimization approach for the milk run problem (An auto industry 
Supply Chain Case Study)," in IEEE International Conference on 
Computers & Industrial Engineering, 2009.  

[17]  F. Cruijssen, B. Peter, H. Fleuren and H. Hamers, "Insinking: A 
Methodology to Exploit Synergy in Transportation," CentER Discussion 
Paper, 2005. [Online]. Available: https://ssrn.com/abstract=870403. 
[Accessed 26 03 2018]. 

[18]  P. Toth and D. Vigo, The vehicle routing problem, Philadelphia: Society for 
Industrial and Applied Mathematics, 2002.  

[19]  B. L. Golden, S. Raghavan and E. A. Wasil, he vehicle routing problem: 
latest advances and new challenges, New York: Springer Science & 
Business Media, 2008.  

[20]  G. Brar and G. Saini, "Milk run logistics: literature review and directions," 
Proceedings of the world congress on engineering, vol. 1, pp. 6-8, 2011.  

[21]  G. S. Brar and G. Saini, "Milk run logistics: literature review and 
directions," in In Proceedings of the world congress on engineering, 2011.  

[22]  F. Errico, G. Desaulniers, M. Gendreau, W. Rei and L. M. Rousseau, "The 
vehicle routing problem with hard time windows and stochastic service 
times," EURO Journal on Transportation and Logistics, vol. 7, no. 3, pp. 
223-251, 2018.  

[23]  Y. Niu, Z. Yang, P. Chen and J. Xiao, "Optimizing the green open vehicle 
routing problem with time windows by minimizing comprehensive routing 
cost," Journal of cleaner production, vol. 171, pp. 962-971, 2018.  

[24]  L. Wei, Z. Zhang, D. Zhang and S. C. Leung, "A simulated annealing 
algorithm for the capacitated vehicle routing problem with two-dimensional 

loading constraints," European Journal of Operational Research, vol. 265, 
no. 3, pp. 843-859, 2018.  

[25]  A. N. Letchford and J. J. Salazar-González, "The capacitated vehicle routing 
problem: stronger bounds in pseudo-polynomial time," European Journal 
of Operational Research, vol. 272, no. 1, pp. 24-31, 2019.  

[26]  G. Poonthalir and R. Nadarajan, "A fuel efficient green vehicle routing 
problem with varying speed constraint (F-GVRP)," Expert Systems with 
Applications, vol. 100, pp. 131-144, 2018.  

[27]  A. Shuib and N. Muhamad, "Mixed Integer Multi-Objective Goal 
Programming Model For Green Capacitated Vehicle Routing Problem," 
Advances in Transportation and Logistics Research, vol. 1, no. 1, pp. 356-
368, 2018.  

[28]  L. Agussurja, S. F. Cheng and H. C. Lau, "A State Aggregation Approach 
for Stochastic Multiperiod Last-Mile Ride-Sharing Problems," 
Transportation Science, vol. 53, no. 1, pp. 148-166, 2019.  

[29]  V. F. Yu, S. S. Purwanti, A. P. Redi, C. C. Lu, S. Suprayogi and P. 
Jewpanya, "Simulated annealing heuristic for the general share-a-ride 
problem," Engineering Optimization, vol. 50, no. 7, pp. 1178-1197, 2018.  

[30]  FrontlineSolvers, "Excel Solver – Non-smooth Optimization," [Online]. 
Available: http://www.solver.com/excel-solver-non-smooth-optimization. 
[Accessed 01 05 2017]. 

[31]  A. Benoit, R. Yves and F. Vivien, A guide to algorithm design: paradigms, 
methods, and complexity analysis, Boca Raton: CRC Press, 2013.  

 
 
 

http://www.astesj.com/


 

www.astesj.com    468 

 
 

 
 
 

 

Estimation of Target Maneuvers from Tracked Behavior Using Fuzzy Evidence Accrual 

Stephen Craig Stubberud1, Kathleen Ann Kramer2,*, Allen Roger Stubberud3  
1Advanced Programs, Oakridge Technology, San Diego, 92121, USA 
2Department of Electrical Engineering, University of San Diego, San Diego, 92110, USA 
3Department of Electrical and Computer Engineering, University of California, Irvine, 92697, USA 

A R T I C L E I N F O  A B S T R A C T 
Article history: 
Received: 31 May, 2019 
Accepted: 06 August, 2019 
Online: 21 August, 2019 

 While the Kalman filter, including its many variants, has been the staple of the tracking 
community, it also has been shown to have drawbacks, particularly when tracking through 
a maneuver. The most common issue is a lag in the position of the target track compared 
to the true target position as the target performs its maneuver. Another more problematic 
issue can occur where the filter covariance collapses, requiring the filter to be reinitialized. 
Techniques exist to compensate for maneuvers, but generating their response relies on 
detection of error between the estimated trajectory and the measured target position. In this 
effort, a maneuver detection routine is developed that can be used in conjunction with more 
standard maneuver compensation approaches. This routine is able to validate the existence 
of a maneuver more quickly than use of the inherent detection relied upon in the other 
methods. Maneuver detection is performed by an evidence accrual system that uses a fuzzy 
Kalman filter to incorporate new information and provide a level of evidence that maneuver 
is occurring. The input data uses behavior characteristics of the Kalman gain vector from 
the tracking algorithm. 
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1. Introduction  

Feature objection extraction [1, 2] is an evidence accrual 
technique that can be applied to classification problems. An 
undirected tree [3] with various levels of information is used to 
connect evidence nodes. Each node has a level of evidence and an 
associated level of uncertainty similar to a state in a Kalman filter. 
Within the tree, nodes represent levels of evidence of what might 
be elementary information or a complex combination of 
information. This paper extends work originally presented in the 
2018 Conference on Innovations in Intelligent Systems and 
Applications [1]. In theory, every node can be measured directly 
or indirectly. Unlike typical evidence accrual methods [4-6], the 
states are not probabilistic. When evidence points to more than one 
solution, multiple competing solutions can each have levels of 
evidence. Evidence can affect nodes at the same level, with the 
same evidence potentially increasing one or more than one node in 
levels of evidence, while others may have their levels decreased, 
and still other nodes at the same level may not be affected at all.  

 Feature objection extraction (FOX) propagates information 
within the tree using a variety of function or function-

approximation relationships. The measured information is injected 
using a fuzzy Kalman filter [1, 7]. As will be described in detail, 
the FOX evidence accrual system decomposes high-level concepts 
into simpler concepts until it reaches root nodes which are 
comprised elementary information. Figure 1 describes a basic FOX 
tree with different connections and a variety of level of elementary 
information.  
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Figure 1: Feature-object extraction structure with various interconnections 

in a multi-level tree 
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 FOX is incorporated into a tracking system to detect a target’s 
maneuver and can use the computed values of the track to produce 
a measure of evidence that maneuver is occurring. Maneuver 
detection is important because, if the target dynamics are not 
modeled correctly for a maneuver, the tracking system can have an 
offset or a time-lag in its estimation of the target position and 
velocity. In Figure 2, an example of a maneuvering target 
trajectory is shown, alongside the target track from a Kalman-filter 
based tracking system, a more typical approach. The figure shows 
a track lagging the true target trajectory as the target proceeds 
through the maneuver. This comparative result illustrates the 
deleterious effects that can result when a maneuver occurs. 
Tracking problems also become more prevalent when the 
measurement lies in the unobservable space of the track 
kinematics, as seen in [8]. For example, if an angle-only tracker is 
used, the filter can become numerically unsound and require a 
reinitialization. In the tracking problem, losing a target or creating 
large target kinematic-errors can be life-or-death issue. If a 
maneuver can be detected, the tracking algorithm can be modified 
to improve performance and avoid catastrophic failures. 

The Kalman filter, and its numerous variants, such as the 
extended Kalman filter (EKF) [9] and the unscented Kalman filter 
[10], have long provided the predominant core approaches for 
kinematic target-tracking systems [11]. To reduce the deleterious 
effects that maneuvers have on a tracking system, compensation 
approaches have been developed. The most widely used technique 
is the interacting multiple model (IMM) and its variants [12]. The 
IMM incorporates various maneuver models. The IMM system 
creates weighted combinations of models by comparing the 
residuals of each measurement to each model’s prediction. The 
residual scores are used to interpolate between the models and 
create a weight for the state of each motion model to create a more 
accurate state estimate of the target position and velocity. Other 
techniques include adaptive Kalman filters such as a neural 
extended Kalman Filter (NEKF) [13] that also employ the Kalman 
filter residuals to adapt their maneuver parameters to more closely 
model that of the actual target dynamics.  

All of these approaches rely on the residual measures to detect 
and make the adjustments. While the residual is an effective 
measure, variations in uncertainty can mask the maneuver until the 
residual value becomes significantly large. Fortunately, there exist 
other metrics as part of the Kalman filter that can detect a 

maneuver. Besides the residual, the behaviors of the Kalman gain 
can also indicate that the target is in a maneuver.  

FOX can be employed to combine the disparate information 
and the associated uncertainty, providing for an effort at detection 
based upon more than one type of measure. In the problem 
demonstrated in this work, there is an injection of Kalman gain 
data provided by the aforementioned fuzzy Kalman filter, 
augmenting the residual measures, and the evidence is propagated 
using fuzzy, linear, and nonlinear relationships. 

 Four further sections provide an overview of the development 
of this approach and analyze its capability. Section 2 overviews the 
EKF, the most prominent variant of the Kalman filter used in 
tracking that provides the Kalman gains. Section 3 describes the 
Kalman gain behaviors that can provide information measures to 
indicate a target maneuver. Section 4 describes the FOX evidence 
accrual maneuver detection technique. In Section 5, examples of 
maneuvering targets are described and are used to exemplify the 
capabilities of FOX as a maneuver detection technique. 

2. Target Tracking with the Extended Kalman Filter 

 For kinematic target tracking, the discrete-time dynamics of the 
are defined in (1). 

 𝒙𝒙𝑘𝑘+1 = 𝑭𝑭𝒙𝒙𝑘𝑘 (1) 

The subscript k indicates discrete time, and x is the standard state-
vector representation of the target behavior represents position and 
velocity. In (2), the state vector represents three dimensions 

 𝒙𝒙𝑻𝑻 = [𝒙𝒙 �̇�𝒙 𝒚𝒚 �̇�𝒚 𝒛𝒛 �̇�𝒛]. (2) 

 The target dynamics F are often described with the straight-line 
motion model 

 𝐅𝐅 = �
𝑭𝑭𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐
𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝑭𝑭𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐
𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝑭𝑭𝟐𝟐𝒙𝒙𝟐𝟐

�, (3a) 

where  

 𝐅𝐅𝟐𝟐𝟐𝟐𝟐𝟐 = �𝟏𝟏 𝒅𝒅𝒅𝒅
𝟎𝟎 𝟏𝟏 �. (3b) 

The term dt is the time difference between the last sensor report on 
the target and the latest sensor report.  

 While the dynamics are linear, the measurements provided by 
sensors are often nonlinear. Using active sensors, such as radar, a 
complete measurement space for the three-dimensional target-
track would be a report h(x) of range, bearing, and elevation, 
shown in (4)  

 

 𝐡𝐡(𝟐𝟐) = �
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑏𝑏𝑟𝑟𝑟𝑟𝑟𝑟𝑏𝑏𝑟𝑟𝑟𝑟
𝑟𝑟𝑒𝑒𝑟𝑟𝑒𝑒𝑟𝑟𝑒𝑒𝑏𝑏𝑒𝑒𝑟𝑟

� = �
𝜌𝜌
𝛽𝛽
𝜀𝜀
�, (4) 

where 

 ρ = ��𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡�
2 + �𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑦𝑦𝑝𝑝𝑝𝑝𝑡𝑡�

2 + �𝑧𝑧𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑧𝑧𝑝𝑝𝑝𝑝𝑡𝑡�
2
 

β = arctan�
𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡
𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑦𝑦𝑝𝑝𝑝𝑝𝑡𝑡

� 

 
Figure 2: Ballistic target and standard tracker result in lagging of track 

through maneuver 
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ε = arctan� 𝑧𝑧𝑡𝑡𝑡𝑡𝑡𝑡−𝑧𝑧𝑝𝑝𝑝𝑝𝑡𝑡

��𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡−𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡�
2
+�𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡−𝑦𝑦𝑝𝑝𝑝𝑝𝑡𝑡�

2
�, 

and the subscript tgt denotes target component and the subscript 
plt denotes the platform.  

 Since these measurements are generated relative to the sensor 
platform, when they are reported to the tracking algorithm, they 
may be transformed to a universal coordinate system, such as 
earth-centered-earth-fixed (ECEF), be relative to the tracking 
system, or be relative to a localized flat earth [14]. To maintain the 
accuracy of the measurement, though, it is kept in a nonlinear-
coordinate frame rather than being mapped into the track-
coordinate frame which would linearize the tracking system.  This 
is one reason the extended Kalman filter (EKF) is the most 
prevalent tracking algorithm [11]. 

  These measurements are the driving inputs for the tracking 
algorithm. The EKF uses its estimate of the measurement and the 
residual between the estimated and reported measurements to 
correct its state-estimate of the target kinematics. The process of 
EKF to accomplish this is defined in (5a-e)  

  (5a) 

  (5b) 

  (5c) 

  (5d) 

 , (5e) 

where H, based on (4), provides the Jacobian of the output-
coupling function: 

 𝑯𝑯 =

⎣
⎢
⎢
⎢
⎡
𝜹𝜹𝜹𝜹
𝜹𝜹𝒙𝒙

𝟎𝟎 𝜹𝜹𝜹𝜹
𝜹𝜹𝒚𝒚

𝟎𝟎 𝜹𝜹𝜹𝜹
𝜹𝜹𝒛𝒛

𝟎𝟎
𝜹𝜹𝜹𝜹
𝜹𝜹𝒙𝒙

𝟎𝟎 𝜹𝜹𝜹𝜹
𝜹𝜹𝒚𝒚

𝟎𝟎 𝟎𝟎 𝟎𝟎
𝜹𝜹𝜀𝜀
𝜹𝜹𝒙𝒙

𝟎𝟎 𝛿𝛿𝜀𝜀
𝛿𝛿𝑦𝑦

𝟎𝟎 𝜹𝜹𝜀𝜀
𝜹𝜹𝒛𝒛

𝟎𝟎⎦
⎥
⎥
⎥
⎤

. (6) 

 

The function f is the modeled target dynamics, and the matrix 
F in (5d-e) is the associated Jacobian. As stated previously, the 
target dynamics are usually defined as (3a). The subscript indicates 
discrete time, with k|k is the estimate at the time k given all the 
information up to that time and k+1|k is the estimate for time k+1, 
given all the information up through time k.  

The process noise, Q, indicates the accuracy of the system 
dynamics, and is usually modeled as integrated white noise [15]: 

 𝑸𝑸 = 𝒒𝒒𝟐𝟐 �
𝑸𝑸𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐
𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝑸𝑸𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐
𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝟎𝟎𝟐𝟐𝒙𝒙𝟐𝟐 𝑸𝑸𝟐𝟐𝒙𝒙𝟐𝟐

� (7a) 

  𝑸𝑸𝟐𝟐𝒙𝒙𝟐𝟐 = �
𝒅𝒅𝒅𝒅𝟑𝟑

𝟑𝟑
𝒅𝒅𝒅𝒅𝟐𝟐

𝟐𝟐
𝒅𝒅𝒅𝒅𝟐𝟐

𝟐𝟐
𝒅𝒅𝒅𝒅
�. (7b) 

 As the process noise is increased, the dynamic model, F, in 
(5d-e) is weighted less. The measurement becomes more dominant 
in the processing, allowing more of the measurement noise to be 
passed thought the filter to the track solution. As the process noise 
is decreased, in contrast, the reaction of the tracking algorithm 
becomes less responsive to the measurement and more smoothing 
occurs. 

While not explicit in the (5a) and often overlooked, the EKF’s 
Kalman gain is affected by the process noise, the error covariance 
P, and the state estimate x. The state estimate is injected into the 
Kalman gain though the output-coupling Jacobian H. The gain is 
also affected by the measurement noise R. The measurement noise 
relates to the quality of the sensor. A standard radar will have its 
angle accuracies based on its beamwidth, for example while the 
range accuracy will be based on the resolution of the pulse signal. 
The accuracy indicates that the target can be anywhere within the 
beam and so-called range bin, as with airborne radar.  

Since a Kalman filter is used, the accuracy is represented as a 
Gaussian distribution. (If the accuracy is not Gaussian, techniques 
such as Gaussian sums could be used to represent the measurement 
accuracy [16], but that is beyond the needs of these developments.) 
In Kalman filtering, the ratio of Q to R represents the relative belief 
of the target-motion model versus that of the sensor reports. If Q 
is smaller relative to R, the measurements will have a reduced of 
effect on the target track and the results from measurements over 
time will be smoothed, with the effects of noise less pronounced. 
If this ratio is reversed, the measures will dominate the track 
behavior, with the effects of individual measurements more 
pronounced in the target track. It is of note that, since the EKF is a 
measurement driven method, measurements will always ultimately 
have some effect on the target track. When the measurements noise 
is smaller, the measurement effects will have a faster impact on the 
track as sensors are viewed as more accurate. 

3. Kalman Gain Monitoring 

The extended Kalman filter (EKF) behaves differently than the 
Kalman filter for linear time-invariant systems. While the Kalman 
filter for such systems is predictable in nature, the EKF will vary 
over time. The variations in the error covariance P are affected by 
the nonlinear behavior of the system and the local estimate in both 
the update equation of (5c) and the prediction equation of (5e).  

The behavior of the Kalman gain within the EKF, the vector K, 
often precedes the noticeable changes of the error covariance. This 
arises as the Kalman gain is affected both by the nonlinearities 
directly in (5a) and by the variations in the error covariance matrix. 
As the gains change over time, the filter can inherently detect 
changes in the actual system that vary from the estimation model. 
In [1], for a target tracking application of the extended Kalman 
filter, the Kalman gains demonstrated that over time there existed 
features in their behaviors that coincided with target maneuvers. 
The analysis of [1] looked at the individual gains, tracking both 
position and velocity of the targets in two-dimensional space using 
a range and bearing measurement. The resulting behaviors of the 
eight element Kalman-gain vector were used as features to identify 
when various maneuvers, including turns and simple linear 
accelerations, occurred. Another example is provided here.  

The details of the scenario are shown in Figure 3. The target 
simulates the behavior of a submarine as it is being tracked by 
another vessel. The submarine maintains a straight-line trajectory 
with a constant speed. The trailing vessel also maintains a constant 
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speed and course. After some time, the target maneuvers. This 
represents a concept in a submarine-tracking problem where, being 
tracked, the target maneuvers to clear baffles to “see” the trailing 
ship and possibly cause a break-in-track of the enemy’s tracking 
system. The platform ship then maneuvers, followed quickly by 
the submarine maneuvering again. These successive maneuvers 
can result in the filter becoming numerically unsound.  

Figure 4 shows the behavior of the four Kalman gains related to 
the range over this whole scenario and is marked where the target 
and the sensor platform perform maneuvers. The Kalman gains 
show different behaviors, including a sharp transient, a significant 
change in the slope of the gain, and a zero-crossing.  

The other four gains, which relate to the bearing measurements, 
are shown in Figure 5, and are larger in magnitude, but similar in 
relative behavior. Other test cases [1, 17], have also shown the 
gains to high frequency behaviors during maneuvers. 

From these various test cases, the features of interest to detect 
a target maneuver have been determined to include monitoring the 
frequency behavior, the zero-crossings, the transient behavior, the 
slope performance, and the ownship (platform) maneuvers.  It has 
also been determined that only a subset of the Kalman gains are 
necessary to observe. These include the gains related to the 
position states and range measurements K11 and K31 and all of the 

gains related to the bearing measurements Ki2, where those 
required vary by feature  

4. Evidence Accrual Using Feature Object Extraction 

 Many evidence accrual methods have been developed to 
combine information which, in this case, provide a level of 
evidence that a maneuver is occurring or has ceased to be. The 
primary evidence accrual techniques are the Dempster-Shafer 
method [5] and the Bayesian taxonomy approach [4], also referred 
to as the Pearl Tree. While these techniques have been utilized for 
decades, they have drawbacks, including that both represent the 
information as probabilities that update following Bayes rule. 
Also, uncertainty in the information that is the basis of the 
probabilities is not modeled easily, even with Dempster-Shafer.  

 FOX provides for distinct levels of evidence, such as of 
maneuver and for a non-maneuver separately. Since the measures 
of evidence are generated independently, the scores, unlike 
probabilities, are not related and an increasing evidence for one 
decision (i.e., a maneuver) need not decrease the other decision 
(i.e., no maneuver). Evidence can prove one or multiple decisions 
thus changing all or some of the decision.   

 FOX is also designed to provide a quality score with each level 
of evidence. The quality score is similar to a Kalman filter error 
covariance in that a high score indicates uncertainty while a low 
score indicates a high degree of certainty about the evidence score. 
The corroboration of evidence gathered from various behaviors 
can improve the certainty that an event occurred. Conversely, with 
multiple sources of evidence, maneuver events can be detected 
with one gain behavior being triggered while the others have not 
met the threshold.  

For the maneuver detection problem, each of the elements of 
the Kalman gains’ behaviors from the target tracking system can 
be used individually to indicate when a target maneuver is being 
initiated.  

 The FOX technique is designed to decompose a complex 
classification problem into a series of smaller and simpler 
problems. For the maneuver detection problem, a unidirectional 
tree is employed, as shown in Figure 6, illustrating use of FOX to 
accrue evidence based upon multiple behaviors of the Kalman 

 
Figure 4: The behavior of the range-related Kalman gains over the course of 

the scenario with the target maneuvers marked 

 

 
Figure 3: A manuevering target being tracked by a maneuvering 

sensor platform 

 

 

Figure 5: The behavior of the bearing-related Kalman gains over the course 
of the scenario with the target maneuvers marked 
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For maneuver detection, the top level is Detected Maneuver. 
The degree of evidence for this evidence node is limited to a range 
between 0 and 1. A corresponding tree for determining a level 
evidence for no maneuver occurring would be similar in concept 
with different linkages. The next level of this tree is comprised the 
individual-event detections of the tracking-system’s Kalman gain 
vector: Zero Crossing, Gain Frequency, and Slope Variation. 
These three components are combined to create the Detected 
Maneuver scores. As the evidence levels in these states increase 

from 0 to 1, the overall detection-levels vary based not only on the 
lower-level scores but the quality level as well. Poor quality scores 
are weighted less than higher quality scores.  

 6, the shaded states indicate elementary-evidence input 
nodes. These represent the elemental measurements such as the 
measured frequencies or number of zero crossings. The unshaded 
nodes are referred to as states of interest. These are states of 
combined information. 

 approach is that, unlike the 
states of Markov chain [6], these states need not be disjoint nor do 
the states need be a complete representation of all the states of the 
system.  

While the Kalman gain elements of the target tracking system 
provide evidence to the FOX evidence accrual system which 
employs a Kalman filter itself. To clarify, the Kalman filter of the 
FOX system in this case, actually a fuzzy Kalman filter, is different 
than that of the tracking system that is a source of evidence. 

The level of evidence for a state of interest can be generated in 
two ways. The first is through direct observation, which implies a 
direct measurement is available, as shown with the shaded nodes. 
The evidence is then processed through a substate, depicted with a 
clear node. The tree of Figure 6 shows some substates have 
multiple injection nodes flowing into them. The FOX Kalman 
filter that injects the evidence into the tree nodes is a fuzzy Kalman 
filter (FKF). The FKF takes the multiple inputs and creates a 
single-output fuzzy measure. Substates that do not have direct 
evidence injection are generated using systems theory. The 
substates connect to state of interest through links that represent 
the functional relationship.  

The FKF of the FOX system is based upon a development of 
Watkins [7] and modified in [2]. This approach was selected to 

allow a wide variety of measurement types and uncertainty models 
to be used with ease. The FKF implementation is a straightforward 
variant of the standard Kalman filter with a modification in the 
update equations. The FKF is defined in (8) with five equations, 
(8a) to (8e). Comparing the sets of equations, (5) and (8), two of 
these, the Kalman gain equation of (5a) and (8a), and the state 
update equation of (5b) and (8b), are the ones where counterparts 
differ. The fuzzy measures are incorporated by using the first 
moment, indicated as mom1, of the consequent fuzzy membership 
function, referred to as 𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎, or the membership adjunct. 

 (8a) 

 (8b) 

  (8c) 

  (8e) 

The use of fuzzy logic provides for simplified linguistic based 
conversion from the measurement coordinate systems to the 
evidence space, which has been defined as a value between 0 and 
1. If the measurement and uncertainty values are crisp, the FKF 
devolves into the standard Kalman filter.  

The nature of the measurement data determines whether the 
fuzzy measure or a crisp measure is used. A true measure such as 
the number of zero crossings or a known even as the knowledge of 
a platform maneuver would be a crisp value that would map into 
crisp groupings. The mapping of data into groupings, such as a 
determination based upon the frequency behavior or degree of 
slope change, would be fuzzy. 

Once elementary evidence is injected into the tree, it can 
propagate another FKF process or through the use system theory 
process as follows. A state of interest and its direct-substates are 
represented in vector form as 

 𝟐𝟐S = [𝑥𝑥𝑠𝑠1 𝑥𝑥1 𝑥𝑥2 … 𝑥𝑥𝑛𝑛 𝑥𝑥𝑛𝑛] (9) 

The state of interest or of the node value is the first element of the 
state vector. 

Using first-order observer decomposition [18], the evidence 
dynamics are given as 

 . (10) 

The state of interest is comprised of its substates and the previous 
value of the state of interest. The observer concept provides a 
forgetting factor. This forgetting factor and the observer updating 
equation are used to incorporate the quality factor of each sub-
state. In (10), the uncertainty can be incorporated as a simple 
scaling in the state values or in the state-of-interest function, 𝑓𝑓(∙). 

1
| 1 | 1 1( ( ( )))T T

k k k k adjmom m −
− −= +K P H HP H R

| | 1 1 | 1( ( ) )k k k k adj k kmom m− −= + −x x K Hx

 
Figure 6: The proposed evidence accrual tree decomposition for Kalman gain 

maneuver detection approach of FOX 
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The associated error covariance or uncertainty equation is 
propagated by (11). 

 𝑃𝑃𝑘𝑘 = 𝑓𝑓𝑎𝑎𝑃𝑃𝑎𝑎,𝑘𝑘−1𝑓𝑓𝑎𝑎𝑇𝑇 + 𝑓𝑓1𝑃𝑃𝑠𝑠1,𝑘𝑘−1𝑓𝑓1𝑇𝑇 + ⋯+ 𝑓𝑓𝑛𝑛𝑃𝑃𝑠𝑠𝑛𝑛,𝑘𝑘−1𝑓𝑓𝑛𝑛𝑇𝑇 + 𝑞𝑞𝑥𝑥 . 

  (11) 

 This decomposition of the problem into the individual 
substates reduces the complex model of the interactions of 
information into simplified operations. The decomposition also 
simplifies the incorporation of the uncertainty into the state vector.   

4.1. Maneuver Detection Fuzzy Membership Functions 

To generate the injection evidence, the following antecedent 
and consequent functions along with their associated inference 
engines were considered: 

4.1.1. Frequency Amplitude Variation 

 When a maneuver occurs, some Kalman gain elements 
experience high frequency changes in amplitude. The high 
frequency behavior indicates that a maneuver could be 
occurring. As seen in [17], the high frequencies indicate 
potential issues with the Kalman filter that are a result of sharp 
maneuvers. The frequencies are mapped into a score using two 
input antecedent functions: Max_frequency_value and 
Ratio_of_high_frequency_to_low_frequency_power. 

 Figure 7 provides a four-element antecedent function that 
breaks the fast Fourier transform (FFT) spectrum of a time slice 
of the Kalman gain maps into the four trapezoidal-based 
functions. Figure 8 shows the five-element triangular 
antecedent membership functions that represents the ratio of 
the power of the highest-tenth of the spectrum to the lowest 
tenth of the spectrum. Table 1 provides the inference engine of 
the two sets of membership functions. These map to the 
consequence functions shown in Figure 9. These are 
defuzzified using the FKF. 

 

Table 1: Kalman Gain Frequency Inference Engine 

 Frequency Maximum 
Membership Function 

Frequency Power Ratio  
Membership Function 1 2 3 4 
1 1 2 3 4 
2 1 2 4 4 
3 2 3 4 5 
4 2 4 5 5 
5 3 4 5 5 

 
4.1.2. Number of Zero Crossings 

The number of zero crossings is a crisp value. The number of 
zero crossings 𝑟𝑟𝑛𝑛𝑚𝑚𝑍𝑍𝑍𝑍 is mapped into a score 𝑍𝑍𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠: 

 𝑍𝑍𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = �

0 𝑟𝑟𝑛𝑛𝑚𝑚𝑍𝑍𝑍𝑍 = 0
0.2 𝑟𝑟𝑛𝑛𝑚𝑚𝑍𝑍𝑍𝑍 = 1 𝑒𝑒𝑟𝑟 2
0.6 𝑟𝑟𝑛𝑛𝑚𝑚𝑍𝑍𝑍𝑍 = 3, 4, 𝑒𝑒𝑟𝑟 5
1.0 𝑟𝑟𝑛𝑛𝑚𝑚𝑍𝑍𝑍𝑍 > 5

 (12) 

4.1.3. Slope Changes 

 The size of the slope changes in a given time interval is 
measured. The value is an absolute value of the difference 
between the initial slope and the ending slope compared to the 
maximum and minimum values. This crisp value is mapped 
similarly to the number of zero crossings but, are mapped 
evenly across four regions are mapped into the scores: 

  

𝑆𝑆𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

⎩
⎪⎪
⎨

⎪⎪
⎧ 0        𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚

𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚
≤ 0.5

0.33 0.5 <  𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚
𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚

≤ 2.5

0.67 2.5 <  𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚
𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚

≤ 4.0

1.00 4.0 <  𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚
𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚

      

 (13) 

Unlike the other injection evidence mentioned here, the 
uncertainty is also fuzzy. The size in the slope changes creates 
the next score. Figures 10 depicts a five-element trapezoidal 
function that map the change in slopes. Table 2 provides the 
inference engine that maps into the consequence function 
represented by five triangular functions as seen in Figure 11. 
Again, the defuzzification is performed by the FKF. 

Table 2: Kalman Gain Slope Inference Engine 

 𝑆𝑆𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

Slope Average 
Membership 

Function 0.0 0.33 0.67 1.0 
1 1 1 2 3 
2 1 2 3 3 
3 3 3 4 4 
4 5 5 5 5 
5 5 5 5 5 

 

  
Figure 7: Kalman Gain Frequency amplitude variation FFT time slice 

antecedent function 

 

Figure 8: Kalman Gain Frequency amplitude power ratio membership 
function 

  

 

Figure 9: Kalman Gain Frequency Consquence Function 
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Figure 10: Changes in Kalman Gain Slope Membership Function 

 

Figure 11: Changes in Kalman Gain Slope Consquence Function 

  Now that the direct evidence has been defined, the higher level 
nodes, depicted in Figure 4, can also be defined. The function 
relating the three sets of substate evidence to the Detected 
Maneuver state is defined with the limited linear combination in 
(14). 
 𝒙𝒙𝑴𝑴𝑴𝑴(𝑘𝑘) = min�1, 𝜇𝜇(𝑘𝑘)�, 

        
𝜇𝜇(𝑘𝑘) = [0.7 0.47 0.7] 𝒙𝒙𝑴𝑴𝑴𝑴(𝑘𝑘), 

with 

 𝒙𝒙𝑴𝑴𝑴𝑴 = �
𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀
𝑥𝑥𝑀𝑀𝑀𝑀𝑍𝑍𝑍𝑍
𝑥𝑥𝑀𝑀𝑀𝑀𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠

�, (14) 

where 𝟐𝟐𝐌𝐌𝐌𝐌 (k) is the estimated level of evidence at time k for 
detection of a maneuver state. The states that comprise 𝟐𝟐𝐌𝐌𝐌𝐌  are 
𝒙𝒙𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝒒𝒒, the frequency behavior of the Kalman gain used to detect 
a maneuver, 𝒙𝒙𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴, which is the incidence of zero-crossings for a 
Kalman gain value, and 𝒙𝒙𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴, which is the change in slope of 
the Kalman gain value that indicates a manuever. For 𝒙𝒙𝑴𝑴𝑴𝑴 , the 
score was not directly weighted by the measurement uncertainty 
and is solely based on the current values of the components. 

The subnode xMDZC is defined at time k as 

 𝑥𝑥𝑀𝑀𝑀𝑀𝑍𝑍𝑍𝑍(𝑘𝑘) = [0.2 0.95] ∙          

     �
𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀𝑍𝑍𝑍𝑍(𝑘𝑘 − 1)

max�1, 𝑥𝑥𝑝𝑝𝑠𝑠(𝑘𝑘 − 1)� ∙ �1 − 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑛𝑛𝑝𝑝(𝑘𝑘 − 1)��, 

  (15)   

where 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑛𝑛𝑝𝑝(𝑘𝑘) is either 1 or 0, with a 1 indicating the platform 
is, and a 0 indicating that it is not, in a maneuver at time k. 𝑥𝑥𝑝𝑝𝑠𝑠  is 
defined based upon whether the measurement is range-bearing in 
(16) or bearing only in (17), using elements of the Kalman gain. 
For range-bearing, 

𝑥𝑥𝑝𝑝𝑠𝑠(𝑘𝑘) = 0.4 𝑥𝑥𝐾𝐾11𝑍𝑍𝑍𝑍 (𝑘𝑘) + 0.4 𝑥𝑥𝐾𝐾31𝑍𝑍𝑍𝑍 (𝑘𝑘) + 0.4 𝑥𝑥𝐾𝐾12𝑍𝑍𝑍𝑍 (𝑘𝑘)
+ 0.4 𝑥𝑥𝐾𝐾22𝑍𝑍𝑍𝑍 (𝑘𝑘) + 0.4 𝑥𝑥𝐾𝐾32𝑍𝑍𝑍𝑍 (𝑘𝑘) + 0.4 𝑥𝑥𝐾𝐾42𝑍𝑍𝑍𝑍 (𝑘𝑘), 

  (16)   

or, if the measurement is bearing-only 

𝑥𝑥𝑝𝑝𝑠𝑠(𝑘𝑘) = 0.67 𝑥𝑥𝐾𝐾11𝑍𝑍𝑍𝑍 (𝑘𝑘) + 0.67 𝑥𝑥𝐾𝐾21𝑍𝑍𝑍𝑍 (𝑘𝑘) + 0.67 𝑥𝑥𝐾𝐾31𝑍𝑍𝑍𝑍 (𝑘𝑘)
+ 0.67 𝑥𝑥𝐾𝐾41𝑍𝑍𝑍𝑍 (𝑘𝑘). 

  (17)   

Here, the subscript Kij indicates the ith, jth element of the Kalman 
gain and 𝑥𝑥𝐾𝐾𝐾𝐾𝑎𝑎𝑍𝑍𝑍𝑍 (𝑘𝑘)  indicates the Kalman gain number of zero-
crossings upto time k. 

The subnode xMDfreq is defined in (18) and (19) for the range-
bearing measurement and in (20) and (21) for the bearing 
measurements.  

For the range-bearing subnode 𝒙𝒙𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝒒𝒒, 

      𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) = 

         �min �1, 𝜇𝜇𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)�� ∙ �1 − 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑛𝑛𝑝𝑝(𝑘𝑘 − 1)�,  (18) 

where  
𝜇𝜇𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) = [0.9 0.2 0.3 0.3 0.3 0.2] 𝟐𝟐Krb

𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘), 

and 

  𝟐𝟐Krb
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀

(𝑘𝑘 − 1)

𝑥𝑥𝐾𝐾11
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾31
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾22
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾32
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾42
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

. (19)  

For the bearing-only measurement, the subnode xMDfreq is defined 
similarly, but with different Kalman gains, as  

     𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) = 

          �min �1, 𝜇𝜇𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)�� ∙ �1 − 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑛𝑛𝑝𝑝(𝑘𝑘 − 1)�, (20) 

where  
𝜇𝜇𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) = [0.9 0.6 0.6 0.5] 𝟐𝟐Kb

𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘), 

 and 

  𝟐𝟐Kb
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) =

⎣
⎢
⎢
⎢
⎡
𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘 − 1)

𝑥𝑥𝐾𝐾21
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾31
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾41
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘) ⎦

⎥
⎥
⎥
⎤

. 

  (21) 

 
Finally, the subnode xMDslope is defined in (22) and (23) for range-
bearing measurements and in (24) and (25) for bearing-only 
measurements. For range-bearing, 

     𝑥𝑥𝑀𝑀𝑀𝑀𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘) = 

          �min �1, 𝜇𝜇𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘)�� ∙ �1 − 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑛𝑛𝑝𝑝(𝑘𝑘 − 1)�, (22) 

where  
μslope(𝑘𝑘) = [0.7 0.4 0.4] 𝟐𝟐Krb

𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘), 

and 

  𝟐𝟐Krb
𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘) = �

𝑥𝑥𝑀𝑀𝑀𝑀𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘 − 1)

𝑥𝑥𝐾𝐾12
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾32
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)

�. (23) 

For bearing only, 
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      𝑥𝑥𝑀𝑀𝑀𝑀𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘) = 

          �𝑚𝑚𝑏𝑏𝑟𝑟 �1, 𝜇𝜇𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘)�� ∙ �1 − 𝑥𝑥𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑛𝑛𝑝𝑝(𝑘𝑘 − 1)�, (24)  

where 
𝜇𝜇𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘) = [0.7 0.4 0.4] 𝟐𝟐Kb

𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘), 

and 

    𝟐𝟐Kb
𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘) = �

𝑥𝑥𝑀𝑀𝑀𝑀𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠(𝑘𝑘 − 1)

𝑥𝑥𝐾𝐾11
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)
𝑥𝑥𝐾𝐾31
𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀(𝑘𝑘)

�. (25) 

 
5. Scenario, Example, and Analysis 
 In each of two examples, an EKF target tracking system is 
employed and the FOX system as previously described is applied. 
The scenario used to demonstrate the effectiveness of FOX 
technique as applied to the maneuver detection problem was 
summarized in Section 2 and is illustrated in Figure 3. The 
simulator was developed in MATLAB by the authors. The 
scenario lasts 1200 seconds. A platform is heading 5 degrees west 
of north for 480 seconds at 15 kts. Then, the platform changes 
heading and speed over 60 seconds to 65 degrees west of north and 
to 9 kts. The platform remains at this heading and speed for the rest 
of the scenario. The target heads due north for 360 seconds at 15 
kts. Then the target changes course and speed over 130 seconds. 
The course is changed to 70 degrees west of north, and the speed 
is slowed to 10 kts.  At 620 seconds into the scenario, the heading 
and speed is changed again. This time the acceleration of the target 
is changed over 224 seconds. The speed is changed to 15 kts while 
the heading is changed to 10 degrees east of north. 

 
The platform sensor in the first example is a range-bearing 

sensor with a reporting time of 1 second. The range accuracy is 
0.01 m while the bearing accuracy is 0.0003 radians. In the second 
example, the range sensor is turned off, while the bearing sensor 
has the same sample time and accuracy in the first example. 

5.1.  Example 1 

The target track of the scenario when using the range-bearing 
measurement is shown in Figure 12. The associated Kalman filter 

gains associated to the range measurements are seen in Figure 4 
and the gains associated to the bearing measurements were 
provided in Figure 5. The gains are windowed over a 20 second 
segment. The window continually slides until the end of the 
scenario.  Figure 13 shows the resulting maneuver detection score. 

 
The maneuver detection results indicate that the FOX 

maneuver detection does detect the target maneuvers when the 
measurements driving the tracking system contain both a range and 
a bearing. Using a detection threshold of 0.7, the first target 
maneuver is detected 31 seconds after it begins (near 400 seconds 
into scenario) and FOX continues to detect it until the platform 
begins its maneuver. The second maneuver is detected 170 seconds 
into its 224 second increase-in-speed and turn. When the target 
switches from east to west in absolute bearing, the event is detected 
as a maneuver for 30 seconds. The sharper maneuver (the first 
maneuver) is detected earlier and for a longer percentage of time 
of the maneuver. The maneuver has a significant effect on the 
range and bearing change and impacts the Kalman gain relatively 
more than a measurement that has little relative impact as with the 
second maneuver.  

In the second maneuver, the effect on the Kalman gain vector 
values is smaller; the change in bearing and range is smaller at first, 
and then builds. This compares similarly to the results in [1, 17] in 
that the closer a target is to the platform and the sharper the 
maneuvers, the greater the Kalman gain behavior. When the target 
moves from east to west of the platform, the bearing changes from 
positive to negative. While the tracker handles the transition 
smoothly, the sign-changes affect the Jacobian of the 
measurement-coupling function H, as in Eq. (5a). This would be 
the same if the platform were to maneuver. The results indicate that 
using the Kalman gains are able to provide indication of 
maneuvers. The underlying scores indicate that slope behavior is 
important in target turns. The frequency behavior complements the 
zero-crossing in the last two detections. 

5.2. Example 2 

Figure 14 shows the target track overlaid the truth track for the 
scenario. The target track is, as expected, terribly inaccurate as 
bearing-only measurement makes the target location and velocity 
partially unobservable [19]. The target also maneuvers, and this 
exacerbates the issue [20]. The associated Kalman gains are shown 
in Figure 15.  The Kalman gains are similar to the bearing gains of 

 
Figure 12: The test scenario with the tracked target using range and 

bearing meaasurements. 

 
Figure 13: FOX maneuver-detection system results for the range-

bearing example 
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range-bearing measurement of Example 1. The gains are 
windowed over a 20 second segment. The window continually 
slides until the end of the scenario.  Figure 16 shows the maneuver 
detection score.  

 

 

 

The maneuver detection algorithm shows six detections of 
maneuvers. As discussed in [8], the estimations from a bearings-
only track have significant observability issues. The fact that the 
target is moving originally parallel to the sensor platform results in 
the range information not being observable. This often collapses 
the range uncertainty covariance. Three times the target track is 
detected as a maneuver. In watching the tracker behavior, the 
Kalman gain is actually providing indications of the failure of the 
tracking system. When the target maneuvers, the algorithm detects 
this behavior as the EKF becomes more inaccurate. The platform 
maneuver provides a pseudo cross-fix which temporarily corrects 
the track but does not provide enough information to stabilize the 
filter. The second maneuver is detected later than the maneuver 
when the range-bearing tracking. For this unobservable 
measurement type, the FOX algorithm will detect issues with the 
tracker performance besides maneuvers. 

5.3. Summary of Results  

The two test scenarios indicate that the FOX maneuver-
detection algorithm was able to provide triggers when the target is 
in or concluding a maneuver. The algorithm also detects other 
events, particularly the failure of the EKF. This would indicate that 
at times a reset in the tracker could be useful. It also indicates that 
behaviors, such as the change from east-to-west of the target, needs 
to be incorporated into the algorithm similar to the platform 
maneuver. 

6. Conclusions 
In this paper, the FOX evidence accrual technique was applied 

to the problem of detecting target maneuvers using measures from 
the Kalman gain behaviors from an EKF tracking routine. The 
algorithm was demonstrated to a variety of events most notably, 
when the trackign system begins to numerically collapse. Kalman 
gains of an EKF are important element in detecting tracking 
failures or changes. The results indicate that other highest-level 
nodes,i.e., target cross-overs and Kalman collapse, should be 
incorporated into the FOX system. Maneuver detection can be 
exploited to work with EKF tracking systems. Incorporation of the 
method into an interacting multiple-model (IMM) tracking system 
is planned to advance the applicability of the technique. 
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 Nowadays, the realization and follow-up of a team activity takes place in different execution 
environments (e.g. mobile phone, PC) through the use of computer applications. This 
implies context changes that generate interruptions in the activity. To improve the 
continuity of an activity with the reduction of interruptions during the development of this 
activity, would help to finish a task in a shorter time. An example of interruption occurs 
when a user initiates an activity on a device and decides to continue working on it on a 
different device, thus facing additional steps that must be performed to obtain the updated 
information on the desired device. The interruptions can be found in several domains as in 
the previous example that refers to the work developed through multi-devices or 
collaborative systems (CS). In this article we present a proposal for a model that 
incorporates the continuity attribute in the CS development process, to support its users to 
carry out Collaborative Activities (CA) through different devices with the least possible 
number of interruptions, so that that way the user does not require additional steps that 
extend the time of the task and negatively affect the process of transferring his CA to another 
device. 
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1. Introduction  

This article is an extension of a previous work, in which a 
Conceptual model to improve the continuity of the workflow of 
collaborative activities in multi-devices is presented [1]. 
Collaborative activities can be developed within the Collaborative 
Systems (CS). CS allow a team of people to work on a common 
task, through a user interface in a shared environment, virtually [2]. 
Currently, due to the increase in the capabilities of mobile devices, 
these are used to perform different activities, gradually replacing 
the need for the use of a personal computer. This allows to 
conceptualize that the users of a CS can interact from any of their 
devices. An example of this scenario is a group of people which 
for different reasons of time and space decide to use a tool that 
supports distance collaboration, such as Google Drive®, with 
which it is possible to give continuity to an activity from a laptop, 
a tablet or a mobile phone. 

The flow of continuity of an activity is limited due to the 
additional steps that are required to perform activities in multi-

devices [3, 4]. These additional steps are considered interruptions, 
which are presented once the user wishes to continue performing 
an activity in a new device, such as: saving progress made in the 
source device, to later log in to the target device, open the 
application and position to the last state or download the advances 
in the new device; to name a few. It is important to mention the 
existence of tools that offer the user a flow of activity that involves 
fewer steps such as Apple AirPlay®, which in conjunction with 
Apple TV® wirelessly transmits movies, music and photos from 
any IOS® device; or Google Drive® offering the creation of 
content and editing flow, documents, photos and videos, allowing 
users to access them from any device. 

Due to the problem described above, in this work we propose 
a model that offers continuity to the workflow of CA with support 
to multiple devices, seeking to reduce the number of interruptions 
that the user faces each time he wishes to resume a task in a 
different device. That is, for any user, the process of transferring 
the last state of information from one device to another is 
transparent. 
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The structure of this article is as follows: Section 2 addresses 
the aspects of Collaborative Systems, Collaborative Activities, 
Workflow and Continuity. Section 3 presents papers that support 
continuity in the workflow. Section 4 shows the challenges and 
opportunities identified from the analysis of the state of the art. 
Section 5 presents the proposal of a conceptual model that offers 
continuity in the CA workflow in multi-devices. Section 6 shows 
the proposal of a conceptual architecture for the construction of a 
CS under the concept of continuity. In section 7 a case study is 
presented to be implemented under the proposed model and 
architecture, as well as the design of the prototype. Finally, section 
8 presents the conclusions and introduces future work. 

2. Collaborative activities and Workflow 

2.1. Collaborative systems 

CS are computer systems that support collaborative work 
among groups of people who share common goals [2]. These CS 
are classified based on space, where collaborators can be found in 
the same place or in different geographical spaces; also, they are 
classified based on time, where people work at the same time 
(synchronous), or at different times (asynchronous) [5]. 

The CS offer functionalities for communication, coordination 
and collaboration, also known as the 3C's. The communication is 
through the sending and receiving of messages between team 
members, as well as the way in which these users observe what the 
rest of their team is doing. The coordination provides the way to 
organize the activities to be carried out. The collaboration 
considers functionalities necessary for users to achieve a 
collaborative activity [6, 7]. 

2.2. Collaborative activity 

In [8] the activity theory (AT) is presented, representing it in a 
triangular figure with the elements that intervene in a collaborative 
activity and its relationship. The elements that make up the 
triangular system of activity correspond to: subjects, tools, 
community, division of labor, rules, objects and results; in [9] it is 
described as the relationship given by the link that exists between 
two elements of the system with another of the same. During the 
development of a CA, the people who are involved are immersed 
in a little-explored element so far: the workflow, by means of 
which one can know the interruptions that are generated during the 
life cycle of a task; for example, an interruption to the continuity 
of the workflow could occur when the user is writing a text on his 
cell phone and receives a phone call. At this moment, the flow is 
interrupted and the continuity suffers pauses due to the change of 
context.  

2.3. Workflow 

The workflow of an activity is a set of actions that need to be 
carried out to achieve a specific purpose. The [3] workflow 
considers two types of activities: individual activity flow and flow 
of sequenced activities. In the flow of individual activity, the user 
carries out only one activity, for example: watching a video, 
reading a book, editing a text, among others, making use of 
different devices, where each of them takes up the activity from 
the same point where the previous device left it. While in the 
stream of sequenced activities, the task flow is composed of 
different activities that must be performed by users to achieve the 
final goal; generally, each activity is carried out in a different 
device according to the needs of the activity, in different contexts 

of space and time [10]. The flow of activity suffers interruptions in 
its process due to changes in context, as previously mentioned; that 
is, there is no continuity in the process of completing a task. 

2.4. Continuity 

Continuity can be defined as the execution of steps without 
interruptions. The duration of an activity is an important factor that 
allows to determine the continuity within a task that is being 
carried out through a device. For that purpose, it [3] shows three 
ways in which the flow of continuity is carried out in accordance 
with the duration of the activity: multiple sessions, context changes 
and their tasks. With multiple sessions, when an activity is 
extensive, the user manages to complete it in multiple steps and 
different devices, depending on the context. While, in context 
changes of an activity, the user ends session and later takes it back, 
perhaps in a new device depending on the context where the user 
is. However, in the case of subtasks, when an activity is relatively 
extensive, it can be divided into subtasks; which can be different 
from each other and require a different place of context (time, 
location, among others.), therefore they can be made in different 
devices. Figure 1 shows the example of the user John who is in 
different context changes during the performance of a particular 
activity. He begins his work at his school using a desktop computer 
but changes the context to work using his laptop; this generates 
interruptions (represented by spikes, see Figure 1) that the user 
faces when he decides to transfer the information to a new device. 
Later, the user John decides to stop using the desktop computer to 
continue working from his tablet or cell phone, because he needs 
to be in motion (in this case he is experiencing interruptions to 
make possible the transfer of workflow). Finally, when he returns 
to his work area (school kitchen), he projects the content of the 
activity on a screen. 

 
Figure 1: Continuity of a task with changes of context and devices. 

3. Works on the continuity in the workflow 

Currently, most people have multiple devices and interact with 
each other to perform their daily tasks [4, 10, 11], this because 
mobile devices (cell phones or tablets) have capabilities similar to 
those of a desktop computer or laptop, as people seek to try to keep 
their work at their disposal at all times. But this has brought 
unattractive events for users, for example: [12] discovered that 
when there was no storage in the cloud, people e-mailed the URLs 
of the websites they visited, to access them from a different device; 
in [11], a study finds that there are systems with an unintuitive 
design so that users have continuity in the interaction with multiple 
devices. In scenarios like this, where the user wants to work with 
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the devices, the transfer of the task between each device becomes 
a negative charge. 

As a consequence of the lack of continuity in the process of 
carrying out the activity, there is a disconnection between the 
actions required of the user when he is using multiple devices [7]. 

As time passes, proposals have been sought to solve the lack of 
continuity with the aim of providing the user with the way to 
transfer information from one device to another without the 
intervention of unfavorable solutions such as: email, desktop 
software remote, USB drives, among others. Koren and others, in 
[13] propose an architecture for the mobility of the session of 
applications between different mobile devices, within the 
contributions include support for the discovery of nearby devices 
and the transfer of sessions with support for interactions based on 
the exchange of messages and files. However, they present 
problems in the transfer of the status of the activity.  

Cabarcos and others, in [14] propose the design of an 
architecture for single session initiation in multi-devices (SuSSo) 
that includes the definition of storage formats of flow of operation 
session for the transfer of information in an abstract level, so that 
it can be easily implemented in any electronic device and guarantee 
interoperability of the cloud service in all devices; in this way 
sessions initiated from a device transfer their content to a second 
device without any problem. 

Salminen and others, in [15], propose the implementation and 
evaluation of a middleware to migrate the user interface. The 
middleware is responsible for having control in the handling of 
events of the user interface and, in this way, the aforementioned 
component is transparent for the application. According to the tests 
carried out by the authors, the studies show that the preference for 
doing a task in a mobile device depends on the degree of familiarity 
that the user has with the keyboard of his cell phone, and they 
consider not having the need to incorporate a new method in order 
to finish their task before. 

Cheng in [16]proposes a middleware capable of handling 
communication through different devices. The virtual browser 
facilitates operations between devices according to a predefined 
file. This research divides a DOM tree into multiple sub_DOM 
trees, to dynamically manage subviews on multiple devices and 
link them into a single virtual device. The author presents problems 
in the development of his proposal, for example: the difficulty to 
share events and the synchronization of elements and statuses. 

Ghiani and others, in [17] present a process of migration for the 
permanence of status of the tasks that the user is doing in the device 
called source to the target device, that is, to which he wants to 
move the user interface to continue his interaction. The authors 
seek to provide: i) flexible support in several aspects taking into 
account the variety of possible devices that users may want to use, 
and ii) an accessible solution for the migration of any application 
developed with standard Web language, without using any specific 
complement. According to the tests carried out in this work, they 
obtained two variants as a result of user evaluations: ease of use 
and utility. 

Pyla and others, in [18] designed a continuous user interface 
prototype that guarantees a seamless migration of tasks for users 
who try to perform a specification of requirements and collect 

tasks, using a tablet and a desktop computer. This system provides 
support for automatic migration of the task context (eg, 
applications that were in use) between two devices. In an 
evaluation carried out, the participants informed that the proposal 
helped to mitigate the effects associated with the disconnections of 
tasks, also informed that the automatic availability of the necessary 
data in the computers and modules contributed directly to a higher 
perceived reliability and lower error probability.  

Currently, there are proprietary applications that offer 
continuity during the flow of activity, these are available for public 
use where some have cost and others are freely available, such as: 
Google Drive®, Netflix®, Office package ®, among others. In 
Google Drive®, the user has information availability from any 
device, as long as the device is linked to the same email account; 
the changes that are made are automatically saved by the tool. In 
the case of Netflix®, the user can access the exact minute in which 
he was watching a movie or series in his last session. In desktop 
systems such as the Office® parcel, if a document that has already 
been edited is opened, it asks the user if he wishes to continue 
working from the place where he was previously doing it. In [18] 
and [19], studies are presented to users where they interact with at 
least two devices to perform a task. Among the results obtained, 
an aspect that stands out from the others is the need to have a 
continuous interface design, for the process of information transfer 
with fewer steps towards a new device. Additionally, in [19], the 
authors consider that this aspect could improve the user´s 
experience when interacting with multi-devices in the 
development of tasks. 

Table 1: Summary of related works 

Work Collaborative Problems 

Koren el at. 
(2013) 

Yes When the transfer of activity states is 
made to a new device, there is loss of 
information. 

Cabarcos 
(2012) 

No  The entire state of the task is not 
preserved. 

Cheng (2012) No  Conflict when several devices share 
information. 

Ghiani et al. 
(2012) 

Yes Registration to the platform is 
required to obtain continuity in the 
devices. 

Salmien et al. 
(2007) 

No Additional steps that users seek to 
avoid. 

Pyla et al. 
(2009) 

No  It does not allow working in parallel 
in a task with two devices. 

In our review of the literature, limited efforts were found that 
seek to provide continuity in the workflow through multi-devices. 
Table I summarizes the problems of the papers presented in this 
section; it is also indicated that only two out of the six works have 
a collaborative approach as proposed in this research work. 

4. Challenges and opportunities to support the continuity 
of the workflow.  

In an exploratory way, we conducted a preliminary study with 
two teams of five members, each of which held a Collaborative 
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Activity that included two tasks; the Google Drive® tool was used 
to perform the tasks. In the first task, they used their computer; 
once finished this, they had to change device. The second task was 
developed using their cell phone. After performing the activity by 
teams, the users were questioned about their experience when 
doing the activity in multi-devices. 

As a result of the exploratory study, we observed that the 
majority of users usually do tasks through their different devices, 
but they express displeasure when they need to execute a series of 
steps to change the device, such as opening the application in the 
cell phone or downloading the advance in the new device; reason 
why some users requested to continue the activity from their 
computer, to avoid extending the time of completion of the task 
due to interruptions. 

Therefore, within the identified challenges and opportunities, 
is to build a mechanism for the development of Collaborative 
Systems that transfers information between multi-devices with the 
least number of interruptions, achieving so that users can work on 
their tasks not only from their office, school or area where they 
normally do it, but from any context in which they find themselves 
and wish to continue working through the device that best adapts 
to the context. In this way, the user would be provided with a way 
to carry out Collaborative Activities from any of their devices 
whenever they wish, according to their needs and interaction 
preferences, and without being limited to working only in specific 
spaces. 

5. Conceptual model for the continuity of the workflow 

As a consequence of the analysis of the works related in this 
research, this article proposes the Model 4C's, as a frame of 
reference to provide the Collaborative Systems developers with the 
continuity element. 

With the Model of the 4C's, the number of interruptions can be 
reduced through continuity support, to minimize additional steps 
when the user resumes work on a new device. Another contribution 
of the Model of the 4C's, is to allow users to carry out collaborative 
activities in multi-devices without affecting the workflow of the 
CAs by the operating system or the user's context change. 

The Model of the 4C's is an instance of the Model 3C's, which 
arises from the models: 3C's [2] , [19] , Mars [20] and CAMCOS 
[21], taking components such as: communication, cooperation, 
coordination, workspaces, actors, interactions; which in turn are 
linked to the continuity element proposed in this work. The 4C's 
model is shown in Figure 2. 

In a Collaborative Activity, groups of actors (users) participate 
in a group work space to carry out joint activities; These actors also 
have an individual work space, a space in which each user carries 
out their activities independently. Within both spaces, users 
perform different interactions that represent actions to complete a 
particular activity, which are executed within the three properties 
of the CS: communication, coordination and cooperation; but, in 
addition, continuity is required to offer the user the possibility of 
interacting through different devices during the performance of a 
task. 

For this reason, it is necessary to include in the 3C's model of 
[4] the continuity element, which provides the user with 
permanence of the last status of the task when a context change is 
presented, that is, when the user for external reasons or preference 
of interaction is in the need of leaving the device with which he 
initiated the CA and requires to retake it in a different device. In 
order to provide continuity to the CA workflow through multi-
devices, the 4C's model considers 8 elements: 1) Family of actors, 
2) Actors, 3) Roles, 4) Objects, 5) Tasks, 6) Interactions, 7) 
Artifacts and 8) Work spaces; which are described in Table II. 
These elements are interrelated to propitiate an environment that 
minimizes interruptions in the sense that the statuses of each of 
them can be transferred to another device. 

Table 2: Elements of the 4C's model for collaborative applications. 

Elements Description 
 

Family of actors Set of names of actors where each actor has a different 
role. 

Actors People or software that carry out CA, through the 
interaction of different artifacts 

Roles Role that each user plays within the realization of an 
AC. 

Objects Everything that the actor can manipulate through 
interactions to achieve goals. 

Actions Actions that the user carries out to fulfill the 
collaborative activity. 

Interactions Realization of an action by a user through different 
artifacts within the system. 

Mechanism Hardware that the user uses to carry out his AC, within 
the SC, such as cell phone, tablet, laptop, desktop 
computer, among others. 

Workspaces Place where actors perform their actions in a group or 
individual way through an mechanism. 

6. Conceptual architecture 

Based on the 4C's conceptual model, we designed a 
conceptual architecture that supports the continuity of the CA 
workflow, through which the user can work in a collaborative 
activity from different mobile devices with a reduced number of 
interruptions in the process of information transfer and status of 
the task. The proposed architecture is shown in Fig. 3. 

http://www.astesj.com/


M.J. Avalos-Viveros et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 478-484 (2019) 

www.astesj.com     482 

 
Figure 3: Conceptual architecture of the 4C's model 

The continuity support starts once the user selects the device 
to start the CA. The interaction device is the means of 
communication between the application and the user. It is 
responsible for sending requests to the system in order to obtain 
updated information, and the system receives these requests 
through the activity's status manager. 

Within the activity's status manager, three components are 
considered: an information retriever, an information updater and 
an information distributor. The information retriever obtains the 
last modifications of the users, in addition to the last workspace 
where they stopped. 

The information updater is responsible for unifying the 
information of the individual and group workspace of the users 
and generates a new version of the progress of the team's work. 
When the user wants to resume the activity in a new device, the 
information distributor obtains the latest version of the work's 
progress and shows it to the user from the workspace in which 
he/she is working, supporting in this way the continuity of the 
workflow of the collaborative activity in multi-devices. 

7. Case study 

Based on the elements of the 4C's model and the conceptual 
architecture proposed above, a case study is being addressed 
through a scenario where, during the process of developing an CA, 
it is required to transfer the information to different mobile 
devices, in order to test whether the elements identified in the 
conceptual architecture are sufficient to provide the user with a 
continuous workflow, in the performance of collaborative 
activities in multi-devices. 

The case study was modeled so that a team of actors worked 
on different activities for a common goal (to prepare a dish and 
generate a recipe). There are three types of actors: the 
administrator (teacher of the cooking school), the team 
representative and the members of the work team. Each actor 
plays a role within the collaborative activity; the administrator is 
the evaluator of the final product that each team elaborates, the 
team representative is the organizer of activities within the team 
and the member of the team is the buyer of ingredients. The actors 
interact with different artifacts during the collaborative work 
process such as: a desktop computer or a laptop to send the list of 

ingredients to the work team, as well as to make the recipe for the 
final product; a cell phone to perform tasks that require user 
mobility such as going to a supermarket to buy the ingredients of 
the dish; a tablet where users can count on a broader work space 
compared to the telephone, but also with mobility in the different 
workspaces where the actors must move to meet the objective of 
the activity. 

The design of the Co-Kitchen system was made using the 
user-centered design methodology, an approach that allows 
iterations with the design throughout the life cycle of the product 
and in this way to redesign the system in order to meet the 
expectations and needs of end users [22]. Within the work 
framework for the design of human-centered interactive systems 
[23], the design process starts from the understanding of the 
context of use to specify the requirements of users, make a 
proposal of design solution and finally evaluate the design. 

Phase one of the design process has been specified at the 
beginning of this section, where the modeled study case is detailed. 
Once analyzed and understood the context of use, we identified 
the requirements that the actors have in accordance with what they 
do within the system; in this way we knew the functionalities that 
the system should provide. In Table III, the functionalities of the 
system are described. 

Table 3: Functions of the prototype Team Cooking 

Function Description 
 

Create team The administrator can create a work team. 
Create list of 
ingredients 

The administrator generates a list of the ingredients 
that the team must use to prepare a dish. 

 
Assign tasks 

The team representative is responsible for assigning 
tasks to each member of the team. Tasks such as 
buying ingredients, looking for kitchen utensils, 
lighting the oven, among others. 

 
Create recipe 

All the team at the end of the proposed dish, should 
generate a recipe for cooking it; for this each one 
must describe within the kitchen format the 
procedure for the realization of it, resulting in the 
recipe of the dish. 

Once the requirements and functionalities that the system 
should provide the user in order to carry out his tasks were 
identified, the next step was to create the proposed design solution, 
which is shown and described below in Figures 4, 5, 6 and 7. 

For the design of the proposal we use standard components 
such as: buttons, menus, text fields, etc., as well as: pointers, chat, 
and lists of connected users, according to [24] [25], who propose 
to simplify the development of groupware interfaces and to reduce 
the time of information search by grouping related elements in 
such a way that it is easy for the user to identify in which section 
is the element that he requires in order to perform a task. 

In Figure 4, the start screen that the team representative actor 
displays when logging into the system is displayed. On the left 
side are the actions that can be executed within the system, in the 
center part of the screen you can see the work area and on the right 
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side there is the collaboration area where, through a list of 
connected users, the actor is kept informed of the presence of 
users who are collaborating during the realization of the CA and, 
at the top of that same side, we can also see the presence of each 
member, as well as the progress that each one of them has. 

 
Figure 4: Team representative window. 

 

Figure 5: Window to visualize list of ingredients. 

In Figures 5, 6 and 7, what happens when the user clicks on 
one of the buttons on the left side is shown. When selecting “List 
of ingredients” (see Figure 5), in the work area the list of 
ingredients that was sent by the teacher of the cooking class is 
loaded. In case of selecting the option “Assign tasks” (see Figure 
6), within the work area the team representative can enter the tasks 
assigned to each member of their team, which once assigned 
arrive as notification to the members to begin to work on them. 

Finally, for the option to create a recipe (see Figure 7) within 
the work area, the actor works together with the rest of the team 
members in making the previously prepared recipe. Since it is a 
shared work area, each user has access to specific areas of the 
recipe according to the tasks previously assigned, which can be 
reported and described in the recipe. 

The design of the solution proposal corresponds to a Web 
version loaded from a laptop or a tablet, but in the case of using a 
mobile device such as a cell phone, the design of the interface 
must be redesigned to fit a smaller screen, so that the work area is 

not affected and so the actor can work through it without 
complications.  

 

Figure 6: Window to assign tasks 

 

Figure 7: Window to create recipe. 

8. Conclusions and future work 

The advance of technology generates systems for collaboration 
between groups of people that interact with each other through the 
computer. Nowadays, it is possible to carry out an activity from 
different mobile devices such as: a cell phone, a tablet or a laptop, 
providing the user mobility to perform their activities. However, 
there is a gap in the conservation of the task status when moving 
to a new device. Therefore, this problem needs to be addressed in 
order to offer users systems that provide continuity to their 
workflow by requiring changes in the context of use during the 
performance of a task. That is why in this article we propose the 
model of the 4C's and the conceptual architecture to support users 
to carry out a collaborative activity in multiple devices in a shorter 
time. This proposal includes the continuity element of the model 
3C's of [2], and the manager of states in the conceptual 
architecture, seeking to minimize the number of interruptions 
during the transfer of information from the collaborative activity 
through different mobile devices 

As future work, we plan to continue with phase four of the 
framework for the design of interactive human-centered systems 
[23], corresponding to the evaluation of the design proposal 

http://www.astesj.com/


M.J. Avalos-Viveros et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 478-484 (2019) 

www.astesj.com     484 

presented in this article, to subsequently work on a redesign under 
the observations and suggestions obtained from its evaluators. 

Once the iterations of the design and evaluation process of the 
system design proposal have been finalized, we will give the 
appropriate follow-up to the construction of the Co-Kitchen 
system, to subsequently test the system and test whether our 
proposal effectively improves the continuity of the workflow of a 
collaborative activity when it is carried out through multi-devices, 
reducing the time in the interruptions that the user experiences 
when transferring and resuming the activity in a new device. 
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 High gain-bandwidth product and visible/UV contrast photodetectors are vital in Visible 
Light Communication (VLC) and Ultraviolet (UV) reflectance imaging applications 
respectively. We adopt material and structural optimization to perceive such photodetectors 
with back-illuminated Optical Field Effect Transistor (OPFET) wherein any potential 
difference in absorption coefficient of the semiconductor material between the visible and 
the UV range (higher in the UV region) can be explored at its full potential. The results 
have been analyzed using the photoconductive and the photovoltaic effects, the series 
resistance effects, scaling rules- induced effects, and channel length-variation effects. We 
consider the three most prominent and functional materials in the visible range (Si, GaAs, 
and InP) for material-based optimization. Structural optimization is performed employing 
a range of medium gate lengths. The gate electrodes utilized are Indium-Tin-Oxide (ITO) 
for Si and GaAs with high Schottky barrier heights of ~0.71 eV and ~0.98 eV respectively 
whereas the Schottky contact on InP is gold (Au) with a high barrier height of ~0.8 eV. The 
operating visible and UV wavelengths are 600 nm and 350 nm respectively. The results 
suggest that GaAs OPFET has wide bandwidth potential in the gigahertz range apart from 
its high sensitivity and visible/UV contrast features. The InP-based OPFET exhibits high 
sensitivity and sub-gigahertz frequency response; and can compete or surpass the GaAs 
OPFET in terms of the visible/UV contrast ratio. The Si OPFET shows bandwidth in the 
megahertz range along with high sensitivity but exhibits low contrast ratio. The structural 
parameters have a significant effect on the detector response. The results are in-line with 
the experiments. This paper reflects the performance of the investigated detectors towards 
the said applications through optimization and the associated analysis represents the 
dependence of the obtained response on the device material and structural parameters, 
thus, opening the door for further research. 
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1. Introduction 

This paper is an extension of work originally presented in The 
IEEE Conference on Emerging Devices and Smart Systems 
(ICEDSS’18) [1].   

Visible-Light Communication (VLC) is an emerging 
alternative to RF-based communication to suffice for the 
increasing demand for bandwidth. Its potential applications 
include Li-Fi (Light-Fidelity) Networks, vehicle to vehicle 
communication, robots in hospitals, underwater communication, 
and information displayed on sign boards [2]. The photodetectors 

contributing to VLC should feature high gain-bandwidth product 
apart from low dark current. Presently, the state-of-art 
photodetectors being employed in VLC include the p-i-n and the 
Avalanche photodiodes (APDs). p-i-n detectors provide high 
speed detection but without amplification whereas the APDs offer 
high gain but as the frequency increases, the gain reduces 
significantly. On the other hand, Ultraviolet (UV) reflectance 
imaging is a well-known application in biomedical engineering. It 
requires photodetectors with high visible/UV contrast ratios 
alongwith high visible sensitivity and low dark current. There is no 
much information available on the visible/UV contrast features of 
any photodetector. The contrast ratio should be high in order to 
appropriately control the ambient visible light in the presence of 
background UV radiation during imaging and enabling erroneous 

ASTESJ 

ISSN: 2415-6698 

*Jaya V. Gaitonde, Goa Engineering College, Farmagudi-Ponda-Goa-India, 
403401, Mobile: (+91) 9420687029, Email: jayagaitonde46@gmail.com 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 485-502 (2019) 

www.astesj.com 

Special Issue on Advancement in Engineering and Computer Science 

https://dx.doi.org/10.25046/aj040459 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj040459


J.V. Gaitondeet al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 485-502 (2019) 

www.astesj.com   486 

operation. Low dark current improves the device performance. 
Both the applications have one thing in common: they need 
photodetectors operating in the visible range. Three most featured 
materials capable of operating in the visible region include Si, 
GaAs, and InP. These possess distinct electrical and optical 
properties which motivate one to conduct research using these 
materials. One potential candidate to cater to high gain-bandwidth 
product applications is a phototransistor or a photoFET. Optical 
Field Effect Transistor (OPFET) or optically controlled Metal-
Semiconductor Field Effect Transistor (MESFET) has been a 
widely studied device over the past few decades for its applications 
as photodetectors, optically-controlled amplifiers, oscillators, and 
switches [3]-[13]. However, the research lacks the assessment or 
the impact of the OPFET device incorporating these materials from 
the optimization point of views i.e. material and structural 
optimization. Further, analysis of the attained results and the 
correlation of the detector responses with the material and the 
structural parameters can substantiate further research. Thus, in 
this paper, we call for material and structural optimization of the 
visible-range back-illuminated OPFET detector for 
communication and visible/UV contrast applications. The back-
illuminated OPFET model (without substrate effect) is purposely 
chosen so that any significantly high difference in absorption 
coefficient at the visible and UV wavelengths is potentially used 
for contrast applications. The transparent gate materials considered 
for simulation are Indium-Tin-Oxide (ITO) for Si and GaAs 
whereas gold (Au) for InP. The corresponding barrier heights are 
~0.71 eV, ~0.98 eV, and ~0.8 eV respectively. Possibly large 
barrier heights have been chosen since these can have considerable 
positive effect on the photovoltage and the photoconductive effect 
through the modulation of the depletion width.  

A theoretical semi-analytical model accounting for 
photoconductive and photovoltaic effect is presented. The 
continuity equations have been solved analytically to yield the 
carrier densities whereas the charges are calculated numerically 
using the Trapezoidal method. The total drain-to-source current is 
estimated using the model given in [14]. The trap effects have been 
neglected in this work. 

We begin with the theory followed by the results, discussion, 
and the relevant analysis. We conclude with a brief summary. 

2. Theory 

The back-illuminated device structure is schematically shown 
in Fig. 1. The gate is shorted to the source for a reduction in the 
number of power supplies. The channel is n-type uniformly 
moderately doped whereas the substrate is p-type semi-insulating. 
The illumination is guided by a fiber inserted from the rear side of 
the device through the substrate upto the active layer-substrate 
interface. The radiation is absorbed in the channel and the substrate 
regions creating electron-hole pairs. The holes contribute to 
photovoltage after crossing the Schottky junction which increases 
the drain-to-source current through a reduction in the depletion 
width (photovoltaic effect). On the other hand, the electrons are 
directed toward the channel which increases its conductivity upon 
the application of the drain-to-source voltage (photoconductive 
effect).  

The device characteristics are depicted by the three regions of 
operation: the linear, the pinch-off, and the saturation regions. The 

drain-to-source saturation current depends upon the total charge, 
the gate width, and the saturation velocity and is limited by the 
voltage drop across the source series resistance. The drain-to-
source conductance also depends upon the total charge (however, 
at zero drain-to-source voltage), the carrier mobility, and the gate 
width; is inversely proportional to the gate length, and is limited 
by the source and drain series resistances. The total drain-to-source 
current is given by [14]: 

where the symbols have the same meaning as stated in [14]. The 
parameter η is defined as the ratio of the drain-to-source 
conductance to the saturation current as the drain-to-source voltage 
tends to zero. Thus, on one hand, the drain-to-source current is 
directly proportional to the saturation current; on the other hand it 
is inversely proportional to the saturation current through the 
parameter η under the hyperbolic tangent expression. This shows 
that there is limitation on the total current that can be achieved. The 
parameter η also signifies that the total current is directly 
proportional to the conductance as VDS tends to zero under the 
hyperbolic tangent expression. Hence, the conductance as VDS 
tends to zero and the saturation current are the prominent factors 
determining the total drain-to-source current apart from the 
voltage, VDS, and the total current is limited by the source and drain 
series resistances. 

Under illumination, the total charge is boosted due to the 
photovoltaic and the photoconductive effects which enhances the 
saturation current and the drain-to-source conductance limited by 
the series resistances. In addition, with the increase in the optical 
power, the photovoltage increases reducing the series resistances 
and augmenting the current. The source and drain series 
resistances are calculated based on the method provided in [15]. 
The reader is advised to follow [1] for the modeling equations and 
the calculation of the carrier densities, photovoltage, and the total 
charge. 

 
Figure 1.  The schematic structure of the back-illuminated model of OPFET. 

The detector parameters such as responsivity, dark current, and 
visible/UV contrast ratio are defined in [1]. Here we define the 3-
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dB bandwidth and the unity-gain cut-off frequency (fT) of the 
device. The bandwidth is the highest modulation frequency which 
the photodetector can detect without errors. Mathematically, it is 
given by the frequency at which the photocurrent response falls to 
0.707 times its DC response. The unity-gain cut-off frequency is 
the operating frequency at which overall gain of the device falls to 
unity. The fT is given by the ratio of the transconductance to 2π 
times the gate-to-source capacitance. The transconductance is the 
variation in the drain-to-source current with the variation in the 
gate-to-source voltage and is the amplification factor. The gate-to-
source capacitance is the change in the space charge below the gate 
and its sidewalls with the change in the gate-to-source voltage and 
is a switching parameter. Thus, fT represents the amplification 
bandwidth of the device. The simultaneous detection-cum-
amplification bandwidth is given by either of the two (3-dB 
bandwidth or the fT value), whichever is smaller. 
3. Results and Discussion 

 The simulations have been carried out in MATLAB with MEX 
coding feature. The results have been validated with experimental 
work published elsewhere [3] (Figure 2). The results have been 
compared with the commercially available software (Visual 
TCAD)-based simulations and have shown close resemblance 
(Figure 3) (Gate length of 4 μm, gate width of 4 μm, active layer 
thickness of 0.27 μm, and doping concentration of 4×1022 /m3). 
The drain-to-source bias voltage is variable whereas the gate-to-
source voltage is set to zero volts. The wavelengths used are 600 
nm for the visible light and 350 nm for the UV radiation. The 
photon flux densities of 1016, 1019, and 1022 /m2-s used in these 
simulations correspond to optical power densities of 0.33 μW/cm2, 
0.33 mW/cm2, and 0.33 W/cm2, respectively at 600 nm and 0.57 
μW/cm2, 0.57 mW/cm2, and 0.57 W/cm2 respectively at 350 nm. 
The structural optimization is performed over a wide range of 
medium gate lengths from 3 μm to 5 μm. However, only the four 
most relevant sets are provided here for comparison. The design 
variables are chosen based on the scaling rules stated in [16]. The 
materials being employed are Si, GaAs, and InP for the back-
illuminated OPFET device with the gate electrodes being Indium-
Tin-Oxide (ITO) for Si and GaAs, and gold (Au) for InP. The 
simulated optimization results are presented in Table I. The 
parameters used for calculation are given in Table II. The 
comparison with the state-of-art photodetectors and amplifiers is 
provided in Table III showing significantly enhanced response. 
Figure 4 depicts the drain-to-source current responses under dark 
and illumination for all the three devices at a gate length of 3 μm 
and an active layer thickness of 0.27 μm at an intensity of 1019 /m2-
s clearly showing the sensitivity to visible light. Figure 5 portrays 
the frequency responses of the three devices at a gate length of 3 
μm and an active layer thickness of 0.27 μm at an intensity of 1019 
/m2-s demarcating that the GaAs, InP, and Si OPFET devices 
operate at high, moderate and low data frequency ranges 
respectively. 

3.1 Series resistance and photovoltage analysis in Si, InP, and 
GaAs OPFETs 

Beginning the discussion with the Si back-illuminated OPFET, 
this device exhibits the largest series resistances among all the 
material devices with similar dimensions in the visible range. With 
the smallest Schottky barrier height of ITO-Si junction (~0.71 eV), 

the series resistance ought to be the smallest due to the larger 
undepleted channel thickness in the spacing between the gate and 
the source, and the gate and the drain (depletion width is dependent 
upon the barrier height). This should have drawn larger current 
through the channel charge. However, due to the low electron 
mobility (~0.09 cm2/(V.s)) and the said barrier height, upon which 
the current flowing in the spacing between the gate and the source, 
and the gate and the drain depends upon (barrier height directly 
affects the voltage drop across the channel), the current 
significantly falls. This raises the series resistance value to 
compensate for the fall with the increment in the depletion width 
through the voltage drop across the series resistance. Other 
materials, GaAs and InP exhibit lower and almost equal series 
resistances. This is attributed to the higher mobility of GaAs (~0.5 
cm2/(V.s)) and higher barrier height of ITO-GaAs junction (~0.98 
eV) (through the voltage drop) which tend to increase the current 
in the spacing and lower the resistance. The same barrier height 
also tends to decrease the current (through the increment in the 
depletion width) and raise the resistance, however, the factors 
supporting the lowering of the resistance supersede those raising 
it, resulting in net reduction of resistance. For InP, the mobility is 
(~0.43 cm2/(V.s)) and the barrier height of Au-InP junction is (~0.8 
eV). In this case, the mobility is significantly high whereas the 
barrier height is moderate. With the moderate barrier height, the 
series resistance ought to be between that of Si and GaAs, but due 
to the high mobility the series resistance in InP features the same 
as that in GaAs. The series resistances play an important role in 
limiting the photocurrent. The series resistances decrease with 
illumination. 

 

Figure 2 Comparison of the present model results with the experiments in [3]. 
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Figure 3 Comparison of the present model results with the simulations using 

Visual TCAD Software. 

The photovoltage generated is almost the same in both Si and 
InP devices (~0.27 V, ~0.46 V, and 0.61 V) in the visible range 
considering most of the sets. This can be explained as follows: The 
photovoltage depends upon the photogenerated hole density 
crossing the Schottky junction which in turn, depends upon the 
absorption coefficient, the photon flux density, the hole lifetime, 
and the saturated hole velocity. The absorption coefficient of Si at 
600 nm is 7.5×105 /m, the hole lifetime is 75 μs, and the saturated 
hole velocity is (~6.3×104 m/s). On the other hand, the 
corresponding parameters for InP are 1×107 /m, 0.3 μs, and 
(~5.6×104 m/s) respectively. The hole density is directly 
proportional to the absorption coefficient, the photon flux density, 
and the hole lifetime (αΦτp), whereas it is inversely related to the 
saturated hole velocity through (1+αvyτp).The values suggest that 
the terms directly as well as inversely related to the hole density 
are almost the same in both the cases since any difference in 
individual parameters between the two material systems is 
cancelled out when their product is evaluated. One more parameter 
upon which the photovoltage is dependent upon is the reverse 
saturation current density through the Schottky barrier height. The 
photovoltage is inversely related to the saturation current density, 
and the saturation current density is inversely related to barrier 
height. Hence, the photovoltage is directly related to barrier height. 
Since, the barrier heights of ITO-Si andAu-InP junctions are 
(~0.71 eV) and (~0.8 eV) respectively, the photovoltage tends to 
be more in the InP device. However, since InP possesses a high 
absorption coefficient of 1×107 /m corresponding to an absorption 
depth of 0.1 μm, the hole density experiences an exponential 
decrease with distance and fewer holes cross the Schottky junction 
as compared to the Si device. The moderate absorption coefficient 
of 7.5×105 /m results in a large absorption depth thus, causing a 
lesser degradation of hole density with distance. As a result, the 
photovoltage developed is almost the same in both the cases. On 
the other hand, the photovoltage generated in GaAs OPFET is 
enhanced (~0.398 V, ~0.576 V, and ~0.755 V). This is due to the 
moderate absorption coefficient of GaAs in the visible region 

(4×106 /m), the higher saturated hole velocity (~9×104 m/s), and 
the significantly higher Schottky barrier height of the ITO-GaAs 
junction (~0.98 eV) superseding the effect of lower hole lifetime 
(10-8 s). The saturated hole velocity positively affects the 
photovoltage through the photogenerated hole current density in 
the equation for photo voltage. 

At the lowest gate length under consideration of 3 μm and the 
highest doping concentration of 5×1022 /m3 (gate length-doping 
concentration product is constant from scaling rules [16]) with an 
active layer thickness of 0.15 μm, the OPFET devices exhibit the 
lowest dark and photocurrents among all the sets. This is ascribed 
to the very less active-layer thickness, as well as the low gate 
length and the gate width along with the reduced sensitivity at the 
higher doping concentrations. This proportionally decreases the 
current although the high doping concentration induces significant 
channel charge. 

3.2 Analysis of Si OPFET at 3 µm gate length and 0.15 µm 
channel thickness 

The drain-to-source currents obtained using Si OPFET are 
(0.36 mA, 0.9 mA, 1.7 mA, and 15.6 mA). The large series 
resistances owing to the small active layer thickness (0.15 μm) and 
significantly high barrier height (~0.71 eV) limit the said currents. 
At the flux density of 1016 /m2-s, the photovoltaic effect is 
significant (0.28 V) whereas the photoconductive effect is 
negligible as compared to the photovoltaic effect (due to the lower 
power level) resulting in a current of 0.9 mA. The photoconductive 
effect will add to the response only when the photoconductive 
charge is comparable to the doping-induced charge. As the flux 
density is increased to 1019 /m2-s, the photoconductive effect also 
contributes in addition to the photovoltaic effect (0.46 V) owing to 
the higher power level and the long electron lifetime (75 μs). Most 
of the photoconductive contribution emanates from the depletion 
region since the major portion of the channel is depleted owing to 
high barrier height, small channel thickness, and the large series 
resistance which incurs significant voltage drop across it. This 
results in a quite high current of 1.7 mA. At the flux density of 1022 
/m2-s, the current is significantly enhanced (15.6 mA) owing to the 
considerably high contribution from the photoconductive effect in 
the depletion region. There is no photovoltaic contribution; instead 
the device shows negative sensitivity i.e. increase in depletion 
width with illumination. This arises due to the substantially high 
current from the photoconductivity which incurs large voltage 
drop across the series resistance. Thus, the depletion width 
increments with illumination surpassing the effect of 
photovoltage-induced reduction of the depletion width. As such, 
the responsivities attained are (5.3×108 A/W, 1.32×106 A/W, and 
1.49×104 A/W) which are significantly high owing to the above 
discussed phenomena and the low dark current. The 3-dB 
bandwidths exhibited by this device are (0.16 MHz, 0.136 MHz, 
and 0.57 MHz). These megahertz range bandwidths are due to the 
long electron and the hole lifetimes (75 μs) upon which the 
bandwidth is inversely related through the modulation of carrier 
lifetime with frequency. At the lowest flux density, the bandwidth 
is 0.16 MHz due to the contribution from the photovoltaic effect 
alone. At the higher flux density, the bandwidth falls to 0.136 MHz 
due to both photovoltaic and photoconductive effects adding to the 
response. 
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Figure 4 Comparison of the Si, InP, GaAs OPFET devices under dark and 

illumination. 

This can be explained by the fact that when the identical frequency 
responses of two independent comparable effects are added, the 
net frequency response exhibits reduced bandwidth as compared 
to the individual ones. As the flux density is increased further, the 
bandwidth rises to 0.57 MHz. This is attributed to the sole and 
substantially high contribution from the photoconductive charge as 
compared to the previous responses. The transconductances 
obtained are the lowest among all the sets (1.4 mS, 2.4 mS, 3.9 mS, 
and 29.1 mS) due to the reduced dimensions at this gate length 
which decreases the overall current and the reduced sensitivity at 
high doping concentrations. Note that at constant photovoltage, the 
depletion width sensitivity is higher at lower doping 
concentrations. The transconductance increases with the increase 
in the optical power [6], [7], [9], [10] since at a constant doping 
concentration, the depletion width sensitivity is higher at larger 
photovoltages. However, at the highest flux density, this does not 
hold good where the device experiences negative sensitivity. In 
this case, it is the high photoconductive charge which results in 
high saturation current and is independent with the change in the 
gate-to-source voltage due to the complete depletion of the 
channel. The drain-to-source conductance evaluated at zero drain-
to-source voltage also is high due to the induced charge and is 
sensitive to the variation in the gate-to-source voltage since the 
channel is undepleted (zero drain-to-source voltage). Further, the 
conductance is affected by the dependence of the series resistances 
on the gate-to-source voltage. The above reasons suffice for the 
observed high transconductance. The gate-to-source capacitances 
are also the lowest among all the sets (0.0546 pF, 0.084 pF, 0.105 
pF, and 0.0076 pF) owing to the same reasons as applicable to the 
transconductances, however, here the gate region space charge 
replaces the drain-to-source current. The reasons hold good for the 
lower flux densities. However, at the higher flux density, the space 
charge is considerably reduced due to the photoconductive 
electrons in the depletion region de-ionizing the charged donor 
ions. Also, the gate-to-source capacitance is independent of the 
change in the photoconductive charge (which is a major 

contributor to the response) since it is a measure of the space 
charge variation with the gate-to-source voltage. These reasons 
explain the significant drop in the capacitance at the higher flux 
density. As such, the unity-gain cut-off frequency attained is (4.08 
GHz, 4.53 GHz, 5.89 GHz, and 606.7 GHz). Under UV 
illumination of 350 nm, the photovoltage is slightly enhanced (0.31 
V, 0.49 V, and 0.61 V) as compared to that under visible light since 
Si possesses a larger absorption coefficient of 1×107 /m at the UV 
wavelength. The smaller active layer thickness (0.15 μm) enables 
significant number of holes to cross the junction before the 
generated carriers experience degradation due to the dependence 
on the distance. The series resistances experienced by the device 
are almost the same due to the slight difference between the 
photovoltages. The drain-to-source current is almost the same at 
the lower intensity (1 mA) whereas there is a considerable boosting 
of the current at the higher intensities. This is attributed to the large 
absorption coefficient of Si under UV light which augments the 
photoconductive charge in the depletion region. At these 
intensities, the large currents develop large voltage drops across 
the series resistances thus inducing negative sensitivity and 
eliminating the photovoltaic contribution. The currents so obtained 
are 7.9 mA and 16.1 mA. The lesser enhancement of current at the 
flux density of 1022 /m2-s is due to the limitation of the drain-to-
source conductance (at zero drain-to-source voltage) by the series 
resistances and the large saturation current due to the induced 
charge also limiting the factor η as discussed earlier thus, 
restricting the total drain-to-source current. As such, the 
responsivities attained are (3.53×108 A/W, 4.33×106 A/W, and 
9×103 A/W). The responsivities at the flux densities of 1016 and 
1019 /m2-s are slightly lower than the visible range responsivities. 
This is because the device uses more power to detect UV light than 
the visible light since the power is directly proportional to the 
photon energy. Hence the visible/UV rejection or the contrast 
ratios are very low (1.5, 0.3, and 1.65). 

 
Figure 5 Frequency responses of the Si, InP, GaAs OPFET devices. 
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3.3 Analysis of InP OPFET at 3 µm gate length and 0.15 µm 
channel thickness 

Discussing the InP OPFET with a gate length of 3 μm and an 
active layer thickness of 0.15 μm, the photovoltage is slightly 
enhanced (0.297 V, 0.476 V, and 0.65 V) as compared to the Si 
OPFET due to the small active layer thickness which eliminates 
the degradation of the generated carriers with distance as would 
occur in other cases. The series resistances are significantly lower 
than the Si OPFET but comparatively higher than that at higher 
gate length devices due to the reasons discussed earlier. The 
conducting photovoltaic charge is higher in the case of the InP 
OPFET in the presence of series resistances. This is because, the 
Si device possesses larger series resistances which incurs 
considerable voltage drop across these resistances thus, limiting 
the photovoltaic effect. Further, the photovoltage is slightly higher 
in the InP detector. This charge determines the saturation current. 
Hence, the saturation current is higher in the InP device. The 
conducting photovoltaic charge in the absence of series resistances 
i.e. at VDS=0 V, is lower in the case of InP OPFET. The above 
emanates from the fact that at a fixed doping concentration and at 
a given gate-to-source voltage, the depletion width sensitivity to 
illumination is higher in both the lower barrier height and the lower 
dielectric constant device i.e. Si device. This charge determines the 
drain-to-source conductance at VDS=0 which is higher in the Si 
OPFET however, is limited by the presence of series resistances 
which are larger in the case of Si detector. One more factor which 
differentiates the two devices is the electron mobility upon which 
the conductance depends upon and is substantially higher in the 
case of InP. The dark current is lower in the InP device due to the 
higher barrier height. The above factors result into slightly higher 
photovoltage-induced currents (1.3 mA, and 2.2 mA) in the InP 
OPFET than the Si OPFET. At the flux density of 1022 /m2-s, the 
photoconductive charge from the depletion region alone 
contributes since the device exhibits negative sensitivity as 
mentioned earlier and the channel is totally depleted. The InP 
detector generates a current of 27.8 mA as opposed to 15.6 mA in 
the Si OPFET. This can be explained as follows: Since the 
absorption coefficient of Si is moderate (7.5×105 /m), there is 
almost uniform photogeneration throughout the fully depleted 
channel of 0.15 μm thickness. The absorption coefficient of InP is 
high (1×107 /m) due to which only a part of the depletion region 
carries significant number of carriers. Thus, the contributing 
charge is one order higher in the case of Si OPFET than the InP 
OPFET. This results in a large saturation current in the Si device. 
However, the conductance is lower in the Si device owing to lower 
electron mobility and larger series resistances. Since the saturation 
current appears in the numerator and as well as the denominator 
(through the hyperbolic tangent expression (see (1))), the large 
saturation current also limits the total drain-to-source current in the 
Si device. As a cumulative effect, the current is larger in the InP 
OPFET. These currents are the lowest among all the sets due to the 
reasons discussed earlier in the case of the Si OPFET. The 3-dB 
bandwidths achieved are (67.35 MHz, 0.26 GHz, and 3.84 MHz). 
These bandwidths are higher than that in Si OPFET owing to the 
shorter hole and electron lifetimes (0.3 μs) in InP as compared to 
75 μs in Si. The boosting of the photovoltage as the intensity is 
increased from 1016 to 1019 /m2-s also boosts the bandwidth from 
67.35 MHz to 0.26 GHz. At the flux density is raised to 1022 /m2-
s, the bandwidth drops to 3.84 MHz due to the following: Under 

dc conditions or at lower frequencies, the photoconductive effect 
is significantly high and is the sole contributor. However, as the 
frequency is increased, the photoconductive contribution starts 
decreasing due to the dependence of the electron lifetime on 
frequency. This reduces the voltage drop across the series 
resistance thus, widening the effective channel width and 
increasing the photovoltaic contribution. Hence, at the juncture of 
the 3-dB point, both the effects effectively contribute causing the 
drop in the bandwidth. The responsivities attained are (9.97×108 
A/W, 1.9×106 A/W, and 2.7×104 A/W) which are higher than that 
in the Si device due to larger photocurrents. The InP detector 
exhibits transconductances of (2.3 mS, 4.3 mS, 5.6 mS, and 6.7 
mS). These values are higher than that for Si OPFET except at the 
flux density of 1022 /m2-s. As explained earlier, the saturation 
currents, the drain-to-source conductances, and the mobility 
involved are higher in the InP device whereas the series resistances 
are lower in the InP device at the lower intensities. The depletion 
width sensitivity to the applied gate-to-source voltage with the 
other factors kept constant is higher in the lower barrier height and 
the lower dielectric constant device (Si OPFET). But, in practice, 
due to larger series resistances and the lower mobility of Si, the net 
effect is the larger sensitivity in the InP device. Further, the 
photovoltage is slightly larger in the InP device. Due to the above 
factors, the transconductances are higher in the InP OPFET at the 
lower flux densities. But at the intensity of 1022 /m2-s, the channel 
is fully depleted. The depletion state does not affect the saturation 
current in terms of magnitude (it grows without bounds in spite of 
the presence of the series resistances). This is because, when the 
channel gets depleted (due to the large voltage drop across the 
series resistances), it is the photoconductivity in the depletion 
region which takes over role of the otherwise contributing 
photoconducting charge from the neutral channel region. Since the 
photoconductive charge in Si OPFET is very high and one order 
higher than that of the InP OPFET, the saturation current is 
considerably higher in the Si device. This current is insensitive to 
the applied gate-to-source voltage owing to the complete depletion 
of the channel. However, the drain-to-source conductance changes 
with the gate-to-source voltage since it is evaluated at VDS=0 which 
means a finite undepleted channel width. This conductance is 
lower in magnitude as well as less sensitive to the change in the 
gate-to-source voltage in the Si detector due to the lower mobility 
and limiting effects of the series resistances. But, the effect of very 
large saturation current in the Si device supersedes the effect of 
lower conductance and its sensitivity to generate higher 
transconductance. The transconductance increases with the 
increase in the optical intensity due to the enhancement of the 
photovoltaic effect upto the flux density of 1019 /m2-s and high 
contribution of photoconductive effect at the intensity of 1022 /m2-
s. On the whole, the transconductances obtained at this gate length 
are the lowest among all the sets due to the reasons stated earlier 
for the Si OPFET. The gate-to-source capacitances attained in the 
InP device are (0.034 pF, 0.0695 pF, 0.092 pF, and 0.016 pF). 
These values are lower than that of Si device. This is explained by 
the fact that at a constant or slightly varying photovoltage and a 
fixed doping concentration, the depletion width sensitivity to the 
applied gate-to-source voltage is larger for the lower barrier height 
(and dielectric constant) device i.e. Si OPFET. The capacitances 
increase with optical power and fall at the highest flux density and 
are lowest among all the sets due to the same reasons as described 
earlier in the case of Si device. The unity-gain cut-off frequencies 
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thus obtained are (10.76 GHz, 9.74 GHz, 9.65 GHz, and 65.4 
GHz). Under UV illumination, the photovoltages developed are 
substantially lower (0.0943 V, 0.27 V, and 0.44 V) than that in the 
visible region owing to the very high absorption coefficient of InP 
in the UV region (7.6×107 /m).This generates significantly large 
number of carriers only upto a small distance from the absorption 
surface (i.e. the active layer-substrate interface). The generated 
carriers crossing the Schottky junction are considerably low due to 
the significant degradation of the carriers with distance (the active-
layer thickness (0.15 μm) is much larger than the absorption depth 
(0.013 μm)). The drain-to-source currents obtained are (0.272 mA, 
0.54 mA, 1.2 mA, and 30.1 mA). Due to the lesser photovoltages, 
the currents obtained are lower in the UV region upto the intensity 
of 1019 /m2-s. At the flux density of 1022 /m2-s, the current is higher 
(30.1 mA) owing to the substantially high contribution from the 
photoconductive effect in the depletion region emanating from the 
larger absorption coefficient of InP in the UV region. The 
photovoltaic effect plays no role at this intensity since the device 
exhibits negative sensitivity. The responsivities obtained are 
(1.53×108 A/W, 5.2×105 A/W, and 1.71×104 A/W) based on the 
above photocurrents and further assisted by the fact that the device 
uses more optical power in the UV region than the visible region. 
The visible/UV contrast ratios obtained are (6.516, 3.65, and 1.58). 

3.4 Analysis of GaAs OPFET at 3 µm gate length and 0.15 µm 
channel thickness 

Discussing the GaAs OPFET device possessing a gate length 
of 3 μm and an active-layer thickness of 0.15 μm, this device 
develops photovoltages of (0.41 V, 0.58 V, and 0.76 V) in 
accordance with [7] which are substantially higher than the Si and 
the InP devices. Under dark, the channel is totally depleted on 
account of a large Schottky barrier height of ITO-GaAs junction 
(0.98 eV). Thus, the current from the device channel ceases to exist 
but there is a small current flowing in the device due to the 
presence of the shunt resistance. The higher photovoltages ought 
to have produced larger photovoltaic charge responses as 
compared to the other detectors (InP OPFET). However, since the 
channel is deeply depleted (beyond the active-layer thickness), the 
developed photovoltages do not open the channel wide enough (of 
course, limited by the series resistances) as opposed to the InP 
device. The InP device is partially depleted under dark and the 
generated photovoltages (0.297 V, 0.476 V, and 0.65 V) are able 
to significantly reduce the depletion width thus yielding greater 
photovoltaic charges than the GaAs device. In spite of this, the 
drain-to-source currents (97.1 μA, 1.4 mA, 2.5 mA, and 54.9 mA) 
and the transconductances (0, 5.5 mS, 7.5 mS, and 67.2 mS) 
achieved in GaAs OPFET under illumination are higher than the 
InP device. This is attributed to the higher electron saturated 
velocity (1.2×105 m/s) of GaAs as compared to InP (7.6×104 m/s) 
which considerably increases the saturation current further assisted 
by slightly lower source series resistance in GaAs. Also, the 
slightly higher electron mobility of GaAs (0.5 m2/(V.s)) as 
compared to InP (0.43m2/(V.s)) and the lower source and drain 
series resistances in the GaAs device enhances its drain-to-source 
conductance even if the conductance in the absence of series 
resistances is almost the same in both the devices. As a result, the 
higher currents are attained. The larger transconductances emanate 
from the amplification of the charge due to the depletion width 
sensitivity to the applied gate-to-source voltage by the higher 

electron saturation velocity in GaAs producing larger change in the 
saturation current. Further, the amplification of the said charge 
under the absence of series resistance by the higher mobility of 
GaAs so also the lower series resistances results in larger variation 
in the drain-to-source conductance. This, on the whole, produces a 
larger change in the drain-to-source current with the applied gate-
to-source voltage. Also, the photocurrents are slightly enhanced 
due to the lower dark current. At the flux density of 1022 /m2-s, the 
photocurrent as well as the transconductance are considerably 
enhanced. This is owing to the boosting of the saturation current 
and the conductance due to the substantially high contribution 
from the photoconductive effect in the depletion region as a result 
of moderate absorption coefficient of GaAs and one order of 
magnitude higher lifetime (1 μs). The transconductance is much 
higher than the other two devices because of high saturation 
current and greater magnitude of the drain-to-source conductance 
as well as its higher sensitivity to the applied gate-to-source 
voltage. The gate-to-source capacitances under illumination (0.064 
pF, 0.086 pF, and 0.018 pF), on the whole, are lower than the other 
devices due to the earlier stated fact that the sensitivity of depletion 
width to the change in the gate-to-source voltage is higher with 
devices bearing lower barrier height and lower dielectric constant 
when other factors are almost constant. The capacitance 
dependence upon the optical power is the same as analyzed with 
other devices. As such, the fT values attained are (13.68 GHz, 13.79 
GHz, and 596.5 GHz). The 3-dB bandwidths exhibited by the 
device are (1.5 GHz, 6.3 GHz, and 1.1 MHz) which are 
considerably higher than the other two detectors at the lower 
intensities owing to the significant photovoltaic effect and lower 
hole lifetime (10-8 s) with the photovoltage increasing with the 
optical power. However, at the higher intensity, the bandwidth 
falls due to the significant sole contribution from the 
photoconductive effect with a large electron lifetime of 1μs. The 
responsivities obtained are (1.24×109 A/W, 2.4×106 A/W, and 
5.37×104 A/W) in line with [27] which are larger than the other 
two devices due to larger photocurrents. Under UV light, the 
response falls significantly (1.57×108 A/W, 6.4×105 A/W, and 
2.56×104 A/W), due to the lower photovoltages (0.19 V, 0.37 V, 
and 0.55 V) owing to the larger absorption coefficient of GaAs 
(8×107 /m) which enables lesser hole density to traverse the 
Schottky junction. In this case, the significantly high generation 
takes place only at or near the absorption surface. Also, the larger 
photoconductive charge contribution at the high intensity of 1022 
/m2-s, emanating from more than one order of magnitude larger 
absorption coefficient of GaAs than that in the visible region 
produces large saturation current and large conductance wherein 
the large saturation current limits the total current. The currents 
obtained are as (97.1 μA, 0.37 mA, 1.2 mA, and 44.9 mA). The 
contrast ratios obtained are (7.9, 3.75, and 2.1). 

3.5 Comparative Analysis of Si, InP, and GaAs OPFETs at 3 µm 
gate length and 0.27 µm channel thickness 

As the active layer thickness is widened to 0.27 μm, keeping the 
gate length constant at 3 μm, the series resistances are 
significantly reduced owing to the wider thickness. However, they 
are still higher in the Si device as compared to the other two 
devices. The photovoltage remains almost the same in the Si and 
the GaAs OPFETs whereas it is slightly decreased in the InP 
OPFET   explained by  the   possession  of  moderate  absorption  
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Table 1: Comparative Studies of Si, InP, and GaAs OPFET detectors (1st set)

coefficient by Si and GaAs which enables significantly high hole 
density to cross the Schottky junction even if the channel 
thickness is increased. 

On the other hand, the high absorption coefficient of InP results 
in lesser hole density to traverse the junction when the channel is 
widened. With the increase in active-layer thickness, the drain-to-
source currents and the photocurrents are substantially enhanced 

due to the increment in the conducting charge as well as the 
reduction in the series resistances, however, with some exceptions 
at higher intensity of 1022 /m2-s. At this flux density, in InP 
OPFET, due to the low series resistance, and the moderate 
Schottky barrier height, the increase in the channel thickness leads 
to the partial depletion of the channel. Hence, both the neutral 
channel and depletion regions contribute to the photoconductive 
effect significantly. However, owing to the large absorption 

Si back-illuminated OPFET with ITO gate (vgs=0 V, Vds=10 V, λ=600 nm (visible) and 350 nm (UV) 

1st set (L=3 μm, Z=100 μm, tsm=0.15 μm, Ndr=5×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 0.36 mA ------ 1.4 mS 0.0546 pF 4.08 GHz ------- 0 0.36 mA ------ 

1016 0.28 V 0.9 mA 5.3×108 2.4 mS 0.084 pF 4.53 GHz 0.16 MHz 0.31 V 1 mA 3.53×108 

1019 0.46 V 1.7 mA 1.32×106 3.9 mS 0.105 pF 5.89 GHz 0.136 MHz 0.49 V 7.9 mA 4.33×106 

1022 0.606 V 15.6 mA 1.49×104 29.1 mS 0.0076 pF 606.7 
GHz 0.57 MHz 0.61 V 16.1 mA 9×103 

InP back-illuminated OPFET with Au gate (vgs=0 V, Vds=10 V, λ=600 nm (visible) and 350 nm (UV) 

1st set (L=3 μm, Z=100 μm, tsm=0.15 μm, Ndr=5×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 0.27 mA ------ 2.3 mS 0.034 pF 10.7 GHz ------- 0 0.27 mA ------ 

1016 0.297 V 1.3 mA 9.97×108 4.3 mS 0.0695 pF 9.74 GHz 67.35 MHz 0.094 V 0.54 mA 1.53×108 

1019 0.476 V 2.2 mA 1.9×106 5.6 mS 0.092 pF 9.65 GHz 0.26 GHz 0.27 V 1.2 mA 5.2×105 

1022 0.65 V 27.8 mA 2.7×104 6.7 mS 0.016 pF 65.4 GHz 3.84 MHz 0.44 V 30.1 mA 1.71×104 

GaAs back-illuminated OPFET with ITO gate (vgs=0 V, Vds=10 V, λ=600 nm (visible) and 350 nm (UV) 

1st set (L=3 μm, Z=100 μm, tsm=0.15 μm, Ndr=5×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 97.1 μA ------ 0 mS 0 pF 0 GHz ------- 0 97.1 μA ------ 

1016 0.41 V 1.4 mA 1.24×109 5.5 mS 0.064 pF 13.7 GHz 1.5 GHz 0.19 V 0.37 mA 1.57×108 

1019 0.58 V 2.5 mA 2.4×106 7.5 mS 0.086 pF 13.8 GHz 6.3 GHz 0.37 V 1.2 mA 6.4×105 

1022 0.76 V 54.9 mA 5.37×104 67.2 mS 0.018 pF 596 GHz 1.1 MHz 0.55 V 44.9 mA 2.56×104 
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coefficient of InP, the contribution from the depletion region is 
lesser as compared to that at the lower active-layer thickness since 
the absorption depth is small and the most of the generated 
carriers in the far end of the depletion region are negligible as 
compared to that in the near end. But, it is still larger than the 
neutral channel contribution attributed to the factor in the 
denominator of the electron density equation in the depletion 
region which is absent in the equation for electron density in the 
neutral channel region. This results in one order higher density in 
the case of depletion region considering the same thicknesses for 
their contribution (by inspection of the two equations). At this 
intensity, the photovoltaic effect also contributes to the response, 
due to partial depletion of the channel and the device does not 
exhibit negative sensitivity. However, in overall, the response 
falls as compared to that at the lower channel thickness resulting 
in a lower current of 16.8 mA. In the other two detectors, these 
phenomena do not occur as the series resistance is sufficiently 
large in Si OPFET and the barrier height is considerably high in 
the GaAs OPFET thus maintaining complete depletion of the 
channel thickness at this flux density. Further, due to the moderate 
absorption coefficient of Si and GaAs (absorption depth is large), 
the photoconductive effect from the whole of the depletion region 
contributes significantly, thus, boosting the photocurrent. The 
devices exhibit negative sensitivity as usual at this intensity, thus, 
eliminating the photovoltaic response. The transconductances are 
boosted as the channel thickness is increased owing to the larger 
currents involved and the lesser limitation of the depletion width 
sensitivity due to the lower series resistances. This produces 
greater change in the saturation current and the drain-to-source 
conductance, however, again with some exceptions. In the Si 
OPFET, at the flux density of 1022 /m2-s, the transconductance 
falls to 27.1 mS from 29.1 mS which is attributed to the larger 
photoconductive effect contribution from the depletion region 
induced by the greater depletion area leading to substantially high 
enhancement of the saturation current which is independent of the 
gate-to-source voltage. In this case, the channel is totally depleted 
sowing to the large voltage drop across the series resistance. The 
large saturation current limits the total current, and the only 
significant variation with the gate-to-source voltage is the 
considerable drain-to-source conductance (being evaluated at 
VDS=0), on the whole, causing a fall in the transconductance. 
Similarly, in the GaAs OPFET, analogous phenomena occur, but 
in this case the saturation current involved is much lower than in 
the case of Si OPFET. This is due to the lesser contribution from 
photoconductivity in the depletion region since the electron 
lifetime in Si is more than one order of magnitude higher than that 
in GaAs. Also, the significant conductance variation with gate-to-
source voltage is limited by the series resistances causing a 
substantial drop in the transconductance. These phenomena do not 
occur in InP OPFET, since the channel is partially depleted with 
a significant contribution from the photovoltaic effect, and the 
photoconductive effect from the depletion and the neutral channel 
regions with lower series resistances (as discussed earlier). 
However, this contribution is comparatively lower than the 
photoconductivity alone in the case of Si and GaAs OPFETs. This 
results in the rise in the transconductance from its previous value 
at the lower active layer thickness but exhibiting smaller values 
compared to that in Si and GaAs OPFETs. One anomalous 
behavior is observed at the flux density of 1019 /m2-s in the InP 
OPFET, wherein the transconductance falls to 4.9 mS from its 

previous value of 5.6 mS at the lower active layer thickness and 
is also lower than its value (5.3 mS) at the flux density of 1016 /m2-
s. The reason behind this is still under our own investigation. The 
gate-to-source capacitance values increase with the increase in the 
channel thickness owing to the fact that at the lower channel 
thickness, with the applied drain-to-source voltage of 10 V, 
significant channel area is depleted as compared to that with the 
higher channel thickness. This is because the applied voltage 
drops itself across the channel in the form of the channel voltage 
which varies nearly linearly from zero at the source end to VDS at 
the drain end. Thus, the change in the space charge with the 
change in the gate-to-source voltage is greater in the structure 
possessing larger channel thickness leading to the enhancement of 
the gate-to-source capacitance. As such, with the obtained 
tranconductance and capacitance values, the Si OPFET 
experiences an overall rise in fT whereas the InP and the GaAs 
devices perceive a drop in the fT with the widening of the channel 
thickness. With the enhanced photocurrents, on the whole, all the 
detectors show increased responsivities with the increment in the 
channel thickness. The 3-dB bandwidths obtained using Si device 
with the active layer thickness of 0.27 μm are as (0.66 MHz, 84.16 
kHz, and 0.57 MHz) as compared to its previous values at the 
lower channel thickness (0.16 MHz, 0.136 MHz, and 0.57 MHz). 
The boosting of the bandwidth at the lower flux density is owing 
to the increase in the photovoltaic effect whereas the fall at the 
flux density of 1019 /m2-s is due to the rise in the photovoltaic 
effect but simultaneous augmentation of the photoconductive 
effect due to widening of the channel thickness, thus, causing the 
drop. The reason for the constant bandwidth at the intensity of 
1022 /m2-s is still under our own study. The frequency responses 
of the InP device are (32.9 MHz, 0.39 GHz, and 4.156 MHz) at 
the higher active layer thickness as opposed to (67.35 MHz, 0.26 
GHz, and 3.84 MHz) at the lower channel thickness. At the 
intensity of 1019 /m2-s, the rise in the bandwidth is due to the 
increase in the photovoltaic effect. The slight increase in the 
bandwidth at the flux density of 1022 /m2-s can be discussed as 
follows: At the lower channel thickness, at dc or lower 
frequencies, the photoconductive effect alone contributes but as 
stated earlier at the juncture of the 3-dB point, both the 
photovoltaic and the photoconductive effects are equally 
contributing. This results in a bandwidth of 3.84 MHz. On the 
contrary, at the higher channel thickness, under dc or lower 
frequencies, both the effects contribute significantly but the 
photoconductive charge is higher. But as the frequency increases, 
the photovoltaic charge starts incrementing whereas the 
photoconductive charge starts decreasing. Thus, at the juncture of 
the 3-dB point, the photovoltaic charge has rose to significantly 
high value but the photoconductive charge has decreased 
significantly. Hence, the non-equally contributing charges results 
in a wider bandwidth (4.156 MHz).The reason behind the drop in 
the bandwidth at the optical intensity of 1016 /m2-s is still being 
investigated (shows anomalous behavior being contrary to the 
increase in the photovoltaic effect). On the other hand, the 
bandwidths attained using GaAs OPFET are (12.87 GHz, 16.34 
GHz, and 0.72 MHz) as compared to that at the lower channel 
thickness (1.5 GHz, 6.3 GHz, and 1.1 MHz). At the lower flux 
densities, the enhancement of the photovoltaic effect results in the 
rise in the bandwidth whereas at the higher intensity, the device 
shows anomalous behavior being contrary to the increase in the 
photoconductive effect alone. The UV responses of the Si OPFET 
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device (4.8 mA, 5.9 mA, 9.9 mA, and 28.1 mA) are almost the 
same as that in the visible region except at the flux density of 1019 
/m2-s (higher in the UV region) owing to the two orders higher 
absorption coefficient of Si in the UV region. This significantly 
boosts the photoconductive effect in the depletion region at this 
flux density in addition to the contribution from the photovoltaic 
effect thus increasing the response. The photovoltages developed 
are almost the same as that in the visible region and slightly lower 
than that at the lower active layer thickness attributed to the larger 
absorption coefficient of Si in the UV region. This signifies that 
the generated carriers undergo significant degradation before 
these traverse the Schottky junction after travelling through the 
active layer thickness of 0.27 μm starting from the absorption 
surface. Due to the almost same photovoltages as that in the 
visible region, the series resistances almost remain unaltered. At 
the flux density of 1016 /m2-s, the response remains unchanged 
due to similar photovoltaic effect. At the intensity of 1022 /m2-s, 
the insensitive response to the wavelengths under consideration is 
because although the photoconductive effect in the depletion 
region is considerably enhanced in the UV region owing to the 
larger absorption coefficient, this leads to a larger saturation 
current and the conductance; the total current limited by the 
saturation current. As such, the responsivities attained are lower 
at the flux densities of 1016 and 1022 /m2-s due to the insensitive 
response with the use of higher photon energy in the UV region. 
The slightly higher responsivity at the intensity of 1019 /m2-s is 
due to the enhanced photocurrent. The contrast ratios obtained are 
(1.45, 0.826, and 1.73) which are very low signifying that the Si 
detector can function well in both the visible and UV regions. In 
the InP OPFET, there is significant degradation of photovoltage 
at the UV wavelength (0.105 mV, 42.1 mV, and 0.2107 V) owing 
to the very large absorption coefficient of InP (7.6×107 /m) and 
the higher channel thickness (0.27 μm). Due to the low 
photovoltages, the series resistances are higher. The 
photoconductive responses are negligible compared to the 
photovoltaic currents due to the small absorption depth and 
generation area. The currents involved are (5.9 mA, 5.9 mA, 6.1 
mA, and 6.9 mA) leading to responsivities of (0.0764 A/W, 
1.02×105 A/W, and 5.4×102 A/W). The contrast ratios thus 
obtained are (1.75×1010, 22 and 19.7). This shows that the InP 
device with the structure under consideration can detect visible 
light with high responsivity under background UV radiation with 
rejection ratio of 1.75×1010at the intensity of 1016 /m2-s. At the 
higher intensities, the ratios are not high but can suffice in certain 
instances of applications. In the GaAs OPFET, similar situation 
occurs under UV illumination since the absorption coefficient of 
GaAs (8×107 /m) is identical to that of InP (7.6×107 /m) signifying 
small absorption depth. With this, the photovoltages produced are 
(2.6 mV, 0.12 V, and 0.3 V), the currents induced are (7.5 mA, 
7.5 mA, 8.2 mA, and 9.5 mA) and the responsivities registered are 
(48.88 A/W, 4×105 A/W, and 1.15×103 A/W) rejecting UV 
wavelength with the factors of (5.21×107, 10.25, and 68.7).Thus, 
the rejection ratio is inferior to the InP OPFET at the lower 
intensities and vice versa at the higher intensity. 

3.6 Comparative Analysis of Si, InP, and GaAs OPFETs at 4 µm 
gate length and 0.3 µm channel thickness 

When the gate length is elongated to 4 μm from 3 μm with a 
proportionate increase in the active layer thickness to 0.3 μm from 

0.27 μm and a corresponding increment in gate width from 100 μm 
to 150 μm, the doping concentration is reduced to 4×1022 /m3 from 
5×1022 /m3 considering constant gate length-doping concentration 
product from scaling rules [16]. These changes in the structural 
parameters have a significant change in the device parameters and 
some of them can be correlated based upon certain basic facts and 
phenomena. At first, the series resistances are reduced due to the 
larger channel thickness. Secondly, the photovoltages remain 
almost unaltered owing to the materials’ absorption depths which 
are sufficient enough to cause the hole density crossing the 
junction to experience very less carrier decay with distance. The 
drain-to-source currents proportionally increase with the gate 
length ascribed to the corresponding increase in the gate width, the 
active layer thickness, the electron saturated velocity (velocity 
decreases with the doping concentration) and the lower series 
resistance which raises the value of the saturation current although 
the lower doping concentration induces less conducting channel 
charge under dark. The increase in electron mobility (mobility also 
decreases with the doping concentration), the gate width to the gate 
length ratio, and the lower drain and source series resistances 
boosts the drain-to-source conductance in spite of the lower doping 
concentration under dark. The longitudinal increment of gate 
length induces more conducting charge along the gate length 
which increases the current under dark. Under illumination, the 
photocurrents introduced also increase with the gate length: Since 
the photovoltages are maintained at almost the same values, it’s a 
fact that at a fixed photovoltage and a constant gate-to-source 
voltage, the depletion width sensitivity to the applied illumination 
is higher at the lower doping concentrations i.e. the structure 
possessing a higher gate length. However, the reduced doping 
concentration induces less conducting charge which supersedes the 
depletion width sensitivity to give lesser photovoltaic charge. 
Nevertheless, due to the parameters and the factors mentioned 
under the dark condition in addition to the above-mentioned facts, 
the photocurrents are enhanced as compared to their values at the 
lower gate length. 

At the flux density of 1022 /m2-s, at the most at the intensity of 
1019 /m2-s in Si OPFET (due to high electron lifetime), the 
photoconductive effect significantly contributes to the response 
owing to the larger channel thickness in addition to the above 
stated factors to produce very large response. The 
transconductances also rise with gate length due to the fact that at 
a fixed photovoltage, the depletion width sensitivity to the applied 
gate-to-source voltage is larger at the lower doping concentrations 
(higher gate length). This is assisted and limited by the other 
factors as mentioned earlier for the drain-to-source current and the 
photocurrent enhancement. The significant boost of 
transconductance at the intensity of 1022 /m2-s is due to the 
significant photoconductive effect (in Si and InP OPFET) wherein 
the saturation current is sufficiently high but at its optimum to 
produce significant change in the drain-to-source current with the 
applied gate-to-source voltage through the drain-to-source 
conductance. In GaAs OPFET, there is a fall in the 
transconductance owing to the large saturation current limiting the 
conductance change with the gate-to-source voltage. The gate-to-
source capacitances are also incremented with the gate length on 
account of the fact that at a given photovoltage, the depletion width 
sensitivity to applied gate-to-source voltage is higher at the lower 
doping concentrations.  

http://www.astesj.com/


J.V. Gaitondeet al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 485-502 (2019) 

www.astesj.com   495 

Table 2: Comparative Studies of Si, InP, and GaAs OPFET detectors (2nd set) 

 

This is further assisted by the greater gate width, gate length and 
active layer thickness, which offer larger transverse, longitudinal, 
and lateral space charges superseding the effect of lower doping 
concentration on the total charge. Owing to the enhancement of the 
transconductances and the gate-to-source capacitances, the unity-
gain cut-off frequencies experience a rise with the gate length since 
the rate of transconductance increase is greater than that of the 

gate-to-source capacitance except in GaAs OPFET at the flux 
density of 1022 /m2-s due to the fall in the transconductance. The 
responsivities decrease on the whole with gate length although the 
photocurrents are enhanced since the devices use greater optical 
power to produce a given photocurrent, optical power being 
directly proportional to the gate length and the gate width of the 
devices. However, in the case of Si and GaAs OPFETs, at the 

Si back-illuminated OPFET with ITO gate (vgs=0 V, Vds=10 V, λ=600 nm (visible) and 350 nm (UV) 

2st set (L=3 μm, Z=100 μm, tsm=0.27 μm, Ndr=5×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 4.8 mA ------ 3.7 mS 0.1 pF 5.72 GHz ------- 0 4.8 mA ------ 

1016 0.28 V 5.8 mA 9.35×108 4.3 mS 0.12 pF 5.57 GHz 0.66 MHz 0.28 V 5.9 mA 6.43×108 

1019 0.46 V 7.3 mA 2.43×106 5.5 mS 0.14 pF 6.39 GHz 84.16 kHz 0.46 V 9.9 mA 2.94×106 

1022 0.606 V 28.3 mA 2.3×104 27.1 mS 0.0078 pF 554.3 
GHz 0.57 MHz 0.59 V 28.1 mA 1.33×104 

InP back-illuminated OPFET with Au gate (vgs=0 V, Vds=10 V, λ=600 nm (visible) and 350 nm (UV) 

2nd set (L=3 μm, Z=100 μm, tsm=0.27 μm, Ndr=5×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 5.9 mA ------ 4.5 mS 0.098 pF 7.23 GHz ------- 0 5.9 mA ------ 

1016 0.266 V 7.3 mA 1.34×109 5.3 mS 0.11 pF 7.6 GHz 32.9 MHz 0.1 mV 5.9 mA 0.0764 

1019 0.44 V 8.2 mA 2.2×106 4.9 mS 0.13 pF 5.9 GHz 0.39 GHz 42.1 mV 6.1 mA 1.02×105 

1022 0.62 V 16.8 mA 1.064×104 7.6 mS 0.034 pF 35.7 GHz 4.15 MHz 0.21 V 6.9 mA 5.4×102 

GaAs back-illuminated OPFET with ITO gate (vgs=0 V, Vds=10 V, λ=600 nm (visible) and 350 nm (UV) 

2nd set (L=3 μm, Z=100 μm, tsm=0.27 μm, Ndr=5×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 7.5 mA ------ 6.7 mS 0.088 pF 12.1 GHz ------- 0 7.5 mA ------ 

1016 0.39 V 10.1 mA 2.55×109 7.6 mS 0.11 pF 10.9 GHz 12.87 GHz 2.6 mV 7.5 mA 48.9 

1019 0.57 V 11.7 mA 4.1×106 8.6 mS 0.13 pF 10.8 GHz 16.34 GHz 0.12 V 8.2 mA 4×105 

1022 0.75 V 88.1 mA 7.9×104 38.5 mS 0.018 pF 342 GHz 0.72 MHz 0.3 V 9.5 mA 1.15×103 
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intensity of 1022 /m2-s the responsivity increases due to large 
photoconductive effects. The bandwidths exhibited by the devices 
are: In Si OPFET, with the elongation of the gate length, the 
bandwidths attained are (0.72 MHz, 44.5 kHz, and 0.41 MHz) as 
opposed to (0.66 MHz, 84.16 kHz, and 0.57 MHz) at the lower 
gate length. The slight rise in the bandwidth at the intensity of 1016 
/m2-s is attributed to the fact that the depletion width sensitivity 
increases at lower doping concentration (or higher gate length) 
which creates the roll-off slope of the photovoltaic charge or 
current frequency response curve to be gentler thus, broadening the 
response. The fall in the bandwidth at the flux density of 1019 /m2-
s in spite of the roll-off slope of the photovoltaic effect being 
gentler is owing to the increase in the photoconductive 
contribution due to larger channel thickness. The reason behind the 
drop in the bandwidth at the intensity of 1022 /m2-s is still under 
study. On the other hand, in the InP OPFET, the bandwidths 
obtained are (92.6 MHz, 0.36 GHz, and 3.84 MHz) as compared 
to (32.9 MHz, 0.39 GHz, and 4.156 MHz) at the lower gate length. 
The same principles apply for the attained bandwidths at the flux 
densities of 1016 and 1019 /m2-s, however, the slight fall in the 
bandwidth at the intensity of 1019/m2-s is due to the limitation by 
the series resistance. Whereas at the flux density of 1022 /m2-s, 
there is slight drop in bandwidth owing to the fall in the 
photovoltaic charge response as compared to that at the lower gate 
length due to lower doping concentration but maintaining almost 
the same photoconductive contributions. This is owing to the 
contribution adjustment between the neutral channel and depletion 
regions signifying that at the juncture of the 3-dB point, both the 
effects contribute significantly resulting in the fall of bandwidth 
(3.84 MHz). The 3-dB bandwidths attained with the GaAs OPFET 
device are (4.57 GHz, 42.4 GHz, and 0.615 MHz) as compared to 
(12.87 GHz, 16.34 GHz, and 0.72 MHz) at the lower gate length. 
The reduction in the bandwidth at the lower intensity is contrary to 
the fact of gentler roll-off slope of photovoltaic charge frequency 
response (reason behind it is under study) whereas it is in line with 
the said fact at the intensity of 1019 /m2-s. The slight drop in the 
bandwidth at the flux density of 1022/m2-s is contrary to the 
increment in photoconductive response with gate length and is 
under investigation. Under UV illumination, in the Si OPFET, the 
photovoltages are almost the same as that in the visible region 
since the increase in the absorption coefficient in the UV region by 
two orders of magnitude is neutralized by the lesser absorption 
depth maintaining the same values. The photocurrent is almost the 
same at the flux density of 1016 /m2-s due to the same photovoltage. 
At the intensity of 1019 /m2-s, the photocurrent is enhanced as 
compared to its value in the visible region owing to the substantial 
enhancement of the photoconductivity on account of the two 
orders of magnitude higher absorption coefficient in the UV 
region. At the flux density of 1022 /m2-s, almost the same 
photocurrent is maintained although there is boost in the 
photoconductive effect due to the large saturation current which 
limits the total current. The responsivities obtained are (3.5×108 
A/W, 2.34×106 A/W, and 2.4×104 A/W) with the visible/UV 
contrast ratios as (1.71, 0.8, and 1.74). This shows again that at this 
gate length, the Si device can detect both the visible and UV 
wavelengths with high sensitivities. The InP OPFET can reject 
very well the UV radiation and detect visible light with the 
rejection ratios as (Very High, Very High, and 28.556) at this gate 
length ascribed to the very high absorption coefficient of InP in the 
UV region which limits its absorption depth and the generation 

area. Also, due to the larger active layer thickness, the 
photovoltages generated are significantly degraded which 
produces zero response at the lower intensities whereas 
considerable response at the higher intensity due to somewhat 
moderate photovoltage owing to the higher optical power level. On 
the other hand, the GaAs OPFET exhibits rejection ratios of (Very 
High, 16.05, and 137.54). This can be explained as follows: 
Although the absorption coefficient of GaAs is almost the same as 
that of InP, the photovoltages generated in GaAs are slightly higher 
than that in InP owing to the larger barrier height. Hence, the GaAs 
device produces zero response (due to very low photovoltage) at 
the lower intensity whereas substantial responses (due to 
reasonable photovoltages) at the higher intensities which account 
for the obtained ratios. 

3.7 Comparative Analysis of Si, InP, and GaAs OPFETs at 5 µm 
gate length and 0.4 µm channel thickness 

As the gate is elongated to 5 μm from 4 μm, with a 
corresponding increase in the active layer thickness to 0.4 μm from 
0.3 μm, and the gate width to 200 μm from 150 μm,thedoping 
concentration is reduced to 3.2×1022 /m3. This tends to increase the 
depletion width sensitivity but is significantly limited by the 
voltage drop across the series resistances since the large channel 
thickness induces high conducting charge under dark which 
considerably raises the dark current. The series resistances are 
substantially lowered due to large active layer thickness. In the Si 
OPFET, the photovoltages remain almost unaltered due to the 
moderate absorption coefficient of Si. The currents induced in the 
Si OPFET are (11.9 mA, 13.8 mA, 17.5 mA, and 150.2 mA). The 
current increase with gate length is due to the reasons described 
earlier. It is the photovoltaic effect enhancement at the lower 
intensities whereas the photoconductive effect is boosted at the 
higher intensity due to larger channel thickness resulting in a larger 
current of 150.2 mA. The transconductances are considerably 
boosted (7 mS, 8.1 mS, 7.6 mS, and 100 mS) as compared to that 
at the lower gate length due to the principles stated earlier. The 
transconductance increases with illumination initially as usual, but 
falls at the flux density of 1019 /m2-s due to the limitation by the 
voltage drop incurred across the series resistance owing to larger 
current involved (17.5 mA). At the intensity of 1022 /m2-s, although 
the current is very large, it is due to the photoconductive effect 
which is insensitive to the voltage drop across the series resistance 
and can gain sensitivity through the change in the conductance 
with the applied gate-to-source voltage. The gate-to-source 
capacitance increases further with the gate length as usual due to 
the reasons explained earlier (0.18 pF, 0.216 pF, 0.23 pF, and 0.013 
pF). These result in the fT values of (6 GHz, 6 GHz, 5.2 GHz, and 
1.42 THz). The Si detector shows bandwidths of (0.72 MHz, 30 
kHz, and 0.41 MHz) at this gate length. The unchanged value at 
the lower flux density is owing to the limitation posed by the series 
resistance effect. The drop in the bandwidth at the intensity of 1019 
/m2-s is attributed to the fall in the photovoltaic charge response 
with gate length (due to the lower doping concentration) and the 
increase in photoconductivity from larger channel thickness. The 
reason behind the unaltered bandwidth of 0.41 MHz at the intensity 
of 1022 /m2-s is still unknown. The responsivities attained at this 
gate length are (5.54×108 A/W, 1.63×106 A/W, and 4.07×104 
A/W) which are lower than that at the previous gate length as the  
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Table 3: Comparative Studies of Si, InP, and GaAs OPFET detectors (3rd set) 

 

device uses more illuminated area for achieving the said 
photoresponse. In the UV region, the Si OPFET device generates 
slightly lower photovoltages owing to the higher absorption 
coefficient which means a smaller absorption depth and due to the 
large channel thickness, slightly fewer holes make it to the 
Schottky junction. Due to slightly lower photovoltage, the drain-
to-source current is slightly reduced as compared to that in the 

visible region (13.4 mA) at the flux density of 1016 /m2-s. However, 
at the flux density of 1019 /m2-s, the response is raised to 18.6 mA 
due to the significant photoconductive contribution from the 
depletion region emanating from larger absorption coefficient of 
Si. At the intensity of 1022 /m2-s, the response falls to 143.7 mA 
since the photoconductivity is enhanced whereby a large saturation 
current limits the total current. The responsivities achieved are 

Si back-illuminated OPFET with ITO gate (vgs=0 V, Vds=25 V, λ=600 nm (visible) and 350 nm (UV) 

3rd set (L=4 μm, Z=150 μm, tsm=0.3 μm, Ndr=4×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source current 

(A) 

Responsivity 
(A/W) 

0 0 6.4 mA ------ 4.6 mS 0.12 pF 6 GHz ------- 0 6.4 mA ------ 

1016 0.286 V 7.7 mA 6×108 5.7 mS 0.145 pF 6.2 GHz 0.72 MHz 0.28 V 7.7 mA 3.5×108 

1019 0.46 V 10.3 mA 1.87×106 7.4 mS 0.16 pF 7.3 GHz 44.5 kHz 0.46 V 14.6 mA 2.34×106 

1022 0.607 V 91.6 mA 4.17×104 84.7 mS 0.011 pF 1.25 THz 0.41 MHz 0.58 V 90.2 mA 2.4×104 

InP back-illuminated OPFET with Au gate (vgs=0 V, Vds=25 V, λ=600 nm (visible) and 350 nm (UV) 

3rd set (L=4 μm, Z=150 μm, tsm=0.3 μm, Ndr=4×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-width 
(Hz) 

Photo-
voltage 

(V) 

Drain-to-
source current 

(A) 

Responsivity 
(A/W) 

0 0 7.9 mA ------ 5.7 mS 0.116 pF 7.73 GHz ------- 0 7.9 mA ------ 

1016 0.26 V 9.4 mA 7.4×108 7 mS 0.13 pF 8.4 GHz 92.6 MHz Very 
Less 7.9 mA 0 

1019 0.44 V 10.9 mA 1.47×106 7.9 mS 0.15 pF 8.2 GHz 0.36 GHz 10.7 mV 7.9 mA 0 

1022 0.61 V 24.2 mA 7.97×103 18.2 mS 0.044 pF 65.6 GHz 3.84 MHz 0.15 V 8.9 mA 279.1 

GaAs back-illuminated OPFET with ITO gate (vgs=0 V, Vds=25 V, λ=600 nm (visible) and 350 nm (UV) 

3rd set (L=4 μm, Z=150 μm, tsm=0.3 μm, Ndr=4×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-width 
(Hz) 

Photo-
voltage 

(V) 

Drain-to-
source current 

(A) 

Responsivity 
(A/W) 

0 0 9.4 mA ------ 8.3 mS 0.106 pF 12.3 GHz ------- 0 9.4 mA ------ 

1016 0.398 V 13 mA 1.75×109 9.4 mS 0.13 pF 11.4 GHz 4.57 GHz 0.3 mV 9.4 mA 0 

1019 0.576 V 14.6 mA 2.6×106 10.9 mS 0.15 pF 11.5 GHz 42.4 GHz 66.2 mV 10 mA 1.62×105 

1022 0.755 V 180.5 mA 8.39×104 28.9 mS 0.027 pF 171 GHz 0.615 MHz 0.24 V 11.5 mA 6.1×102 
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(2.55×108 A/W, 1.14×106 A/W, and 2.26×104 A/W). As such, the 
contrast ratios obtained are (2.17, 1.43, and 1.8). 

In the InP OPFET with a gate length of 5 μm, the currents are 
further enhanced at the lower intensities whereas at the higher 
intensity, the photocurrent drops owing to the limited sensitivity 
caused by the presence of large dark current. This, in addition to 
the photocurrent creates large voltage drop across the series 
resistance. Thus, with a finite channel width due to moderate 
barrier height of Au-InP junction and the high absorption 
coefficient of InP, the photoconductive effect contributes non-
significantly as compared to the lower gate length. In this case, the 
contributions are divided between the neutral channel region and 
the depletion region, with depletion region still the major 
contributor. This induces lesser change in the photovoltaic charge 
as compared to that at the lower flux density. Hence, both the 
photovoltaic and photoconductive effects fall at this flux density at 
this gate length causing a drop in the photocurrent. The 
transconductance rises as opposed to its value at the lower gate 
length under dark explained by the reasons discussed earlier since 
the current is comparatively lower which does not significantly 
limit the sensitivity through the series resistance. However, as the 
flux density increases, significantly high drain-to-source currents 
are introduced which considerably limit the depletion width 
sensitivity due to the voltage drop across the series resistance. At 
the intensity of 1022 /m2-s, the transconductance is nearly zero 
since the reduction in photovoltaic sensitivity as explained earlier 
is almost totally compensated by the rise in the photoconductive 
sensitivity with the applied gate-to-source voltage resulting in the 
zero transconductance. The capacitances as usual are raised above 
their values at the lower gate length. The limitation of the 
transconductance and the rise in the capacitance leads to the fall in 
the unity-gain cut-off frequencies (5.5 GHz, 5.6 GHz, 5.5 GHz, 
and 0.653 mHz). The bandwidths drop at the lower flux densities 
(62.2 MHz, and 0.33 GHz) owing to the series resistance limiting 
effects. At the higher flux density, the bandwidth is raised (6.2 
MHz). This can be discussed as follows: At the lower gate length, 
at dc or lower frequencies, both the photoconductive and the 
photovoltaic effects contribute with significantly high contribution 
from the photoconductive effect in the depletion region (owing to 
the lower channel thickness). As the frequency is increased, the 
photovoltaic charge starts increasing since the otherwise limited 
sensitivity under large current is converted into non-limited 
sensitivity. In this case, the increment in frequency lessens the 
photoconductive charge in the depletion region due to the 
dependence of electron lifetime on frequency. This reduces the 
overall current and hence, the voltage drop across the series 
resistance. This signifies that at the juncture of the 3-dB point, both 
the photovoltaic and the photoconductive effects are equally 
contributing. Further, it is known that when two similar effects are 
contributing to the response with equal operating lifetimes, the net 
frequency response has a bandwidth which is lower than that of the 
individual ones. This results in a bandwidth of 3.84 MHz. On the 
contrary, at the gate length of 5 μm, under dc or lower frequencies, 
both the effects contribute significantly but here the photovoltaic 
effect contribution has increased and the photoconductive 
contribution has decreased (still photoconductive charge is 
higher). But as the frequency increases, as explained in the 
previous case, the photovoltaic charge starts incrementing whereas 
the photoconductive charge starts decreasing. Thus, at the juncture 

of the 3-dB point, the photovoltaic charge has rose to significantly 
high value but the photoconductive charge has decreased 
significantly. Hence, the non-equally contributing charges results 
in a wider bandwidth (6.2 MHz). The responsivities attained are 
(5.1×108 A/W, 9.3×105 A/W, and 3.5×103 A/W) which account for 
the generated photocurrents and the optical power used under 
visible light. Under UV illumination, the photovoltages are 
severely degraded and the photoconductive responses are 
negligible owing to the very large absorption coefficient of InP and 
the larger active layer thickness which produce zero responsivities. 
Thus, the visible/UV contrast ratios are very high. This shows that 
the InP OPFET with a gate length of 5 μm is a high sensitivity 
detector with a very high contrast between visible and UV 
wavelengths but at the expense of a larger dark current. Discussing 
the GaAs OPFET device with a gate length of 5 μm, this device 
exhibits the same photovoltages as that with other gate lengths 
owing to the moderate absorption coefficient of GaAs even if the 
channel thickness is increased to 0.4 μm. Due to the larger active 
layer thickness and the high photovoltages, the series resistances 
are substantially reduced. As usual with the elongation of the gate 
length, the drain-to-source currents and the photocurrents are 
significantly enhanced (17.5 mA, 21.5 mA, 24.2 mA, 275.4 mA), 
however, this time with the limitation by the series resistances 
owing to the larger currents involved. The transconductance drops 
under dark (7.9 mS) since the dark current is very high (17.5 mA) 
as compared to its value at the previous gate length (9.4 mA) thus, 
limiting the sensitivity. At the flux density of 1016 /m2-s, the 
transconductance is enhanced (12.7 mS) due to significant 
photovoltaic effect. At the flux density of 1019 /m2-s, the 
transconductance falls (10.6 mS) due to larger current involved 
(24.2 mA) thus inducing series resistance-limited effect. At the 
intensity of 1022 /m2-s, the transconductance slightly rises (30 mS) 
due to the substantial photoconductive effect in the depletion 
region insensitive to the voltage drop across the series resistance, 
thus, inducing a large saturation current independent of the gate-
to-source voltage also limiting the total current and the device 
gaining the sensitivity through the significant conductance change 
with the applied gate-to-source voltage. The capacitances are 
increased as usual (0.16 pF, 0.2 pF, 0.22 pF, and 0.036 pF). As 
such, the fT values obtained are (7.6 GHz, 10.11 GHz, 7.65 GHz, 
and 133.1 GHz) which are lower than the values at the lower gate 
length. The 3-dB bandwidths attained are (19.15 GHz, 19.15 GHz, 
and 0.615 MHz). At the intensity of 1016 /m2-s, the bandwidth 
enhancement is due to the larger sensitivity. At the flux density of 
1019 /m2-s, the drop in the bandwidth is due to the limitation by the 
series resistance. The unaltered bandwidth at the intensity of 1022 
/m2-s is owing to no significant change in the photoconductive 
charge. The responsivities achieved are (1.18×109 A/W, 2×106 
A/W, and 7.59×104 A/W) which account for the generated 
photocurrents utilizing larger illuminated areas. Under UV light, 
the photovoltages are significantly degraded owing to the very 
large absorption coefficient of GaAs and wider channel thickness 
(0.4 μm). This produces zero photoresponses at the lower flux 
densities but at the higher flux density since the optical power level 
is high and on account of the very high absorption coefficient of 
GaAs, the photoconductive effect from the depletion region is 
large. This is because the photovoltage is very low and the high 
photoconductive current develops significant voltage drop across 
the series resistance thus, making the channel totally depleted and 
producing high response (4.42×104 A/W). Hence, the visible/UV  
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Table 4: Comparative Studies of Si, InP, and GaAs OPFET detectors (4thset) 

 

rejection ratios attained are (Very High, Very High, and 1.72). 
Thus, the GaAs OPFET is comparable to the InP OPFET at the 
lower intensities in terms of contrast ratio whereas it is inferior to 
the InP OPFET at the higher intensity. 

Conclusion 

We studied in detail the visible light and the UV 

photoresponses of the three efficient materials-based (Si, InP, and 
GaAs) back-illuminated OPFET photodetectors for VLC and UV 
reflectance imaging applications i.e. high gain-bandwidth product 
and high visible/UV contrast applications respectively. The results 
were analyzed based on the photoconductive and the photovoltaic 
effects, the series resistance effects, scaling rules- induced effects, 
and channel length-variation effects. The GaAs OPFET emerges 

Si back-illuminated OPFET with ITO gate (vgs=0 V, Vds=30 V, λ=600 nm (visible) and 350 nm (UV) 

4th set (L=5 μm, Z=200 μm, tsm=0.4 μm, Ndr=3.2×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 11.9 mA ------ 7 mS 0.18 pF 6 GHz ------- 0 11.9 mA ------ 

1016 0.289 V 13.8 mA 5.54×108 8.1 mS 0.216 pF 6 GHz 0.72 MHz 0.26 V 13.4 mA 2.55×108 

1019 0.47 V 17.5 mA 1.63×106 7.6 mS 0.23 pF 5.2 GHz 30 kHz 0.449 V 18.6 mA 1.14×106 

1022 0.61 V 150.2 mA 4.07×104 100 mS 0.013 pF 1.42 THz 0.42 MHz 0.56 V 143.7 mA 2.26×104 

InP back-illuminated OPFET with Au gate (vgs=0 V, Vds=30 V, λ=600 nm (visible) and 350 nm (UV) 

4th set (L=5 μm, Z=200 μm, tsm=0.4 μm, Ndr=3.2×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 13.8 mA ------ 6.2 mS 0.178 pF 5.5 GHz ------- 0 13.8 mA ------ 

1016 0.24 V 15.5 mA 5.1×108 7 mS 0.197 pF 5.6 GHz 62.2 MHz Very Less 13.8 mA 0 

1019 0.42 V 17 mA 9.3×105 7.6 mS 0.22 pF 5.5 GHz 0.33 GHz Very Less 13.8 mA 0 

1022 0.596 V 25.7 mA 3.5×103 0 mS 0.106 pF 0.65 mHz 6.2 MHz 6 mV 13.8 mA 0 

GaAs back-illuminated OPFET with ITO gate (vgs=0 V, Vds=30 V, λ=600 nm (visible) and 350 nm (UV) 

4th set (L=5 μm, Z=200 μm, tsm=0.4 μm, Ndr=3.2×1022/m3) 

 Visible UV 

Photon 
Flux 

Density 
(/m2-s) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsi-
vity (A/W) 

Trans-
con-

ductance 

(S) 

Gate-to-
source 

capacitance 

(F) 

fT(Hz) Band-
width (Hz) 

Photo-
voltage 

(V) 

Drain-to-
source 

current (A) 

Responsivity 
(A/W) 

0 0 17.5 mA ------ 7.9 mS 0.16 pF 7.6 GHz ------- 0 17.5 mA ------ 

1016 0.39 V 21.5 mA 1.18×109 12.7 mS 0.2 pF 10.1 GHz 19.1 GHz Very 
Less 17.5 mA 0 

1019 0.57 V 24.2 mA 2×106 10.6 mS 0.22 pF 7.65 GHz 19.1 GHz 0.13 mV 17.5 mA 0 

1022 0.75 V 275.4 mA 7.59×104 30 mS 0.036 pF 133 GHz 0.615 MHz 0.046 V 274.8 mA 4.42×104 
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as a high-performance photodetector with higher responsivities, 
higher 3-dB bandwidth in the gigahertz range, and high visible/UV 
rejection ratios. On the other hand, the InP OPFET device can 
compete or even surpass the GaAs OPFET device in terms of 
contrast ratio with high photoresponse but inferior to the GaAs 
device and bandwidth in the sub-gigahertz range. Whereas the Si 
OPFET device exhibits high responsivities inferior to the InP 
device at the lower intensity and ranging between that of the InP 
and the GaAs devices at the higher intensities but the bandwidth is 
in the sub-megahertz range and the contrast ratios are very low. All 
the devices show significant unity-gain cut-off frequencies. On the 
whole, the drain-to-source currents, the photocurrents, the 
transconductances, and the gate-to-source capacitances increase 
with the elongation of the gate length and the widening of the 
active layer thickness. The responsivities decrease with the gate 
length. The photovoltages remain almost unaltered. The series 
resistances reduce with the gate length and the active layer 
thickness. Very High visible/UV rejection ratios are observed at 
the higher gate lengths in the case of the InP and the GaAs 
OPFETs. The 3-dB bandwidth under photovoltaic conditions in 
normal circumstances increase with the gate length but in some 
instances is limited by the series resistance effects. Also, with the  
enhancement of the photoconductive effect with gate length, the 
bandwidth increases. However, in other circumstances, wherein 
the bandwidth depends upon both the photoconductive and the 
photovoltaic effects, and their relative contributions, the 
bandwidth can either increase or decrease with gate length. The 
unity-gain cut-off frequency has an arbitrary dependence upon the 
gate length based upon the relative contributions of the 
transconductance and the gate-to-source capacitance. The GaAs 
OPFET detector exhibits the highest detection-cum-amplification 
bandwidth of around 11 GHz using a gate length of 3 μm and an 

active layer thickness of 0.27 μm at the flux densities of 1016 and 
1019 /m2-s whereas it shows a bandwidth of 11.5 GHz with a gate 
length of 4 μm at the intensity of 1019 /m2-s, thus, showing its 
potential as detector-cum-amplifier in Opto-Electronic Integrated 
Circuits (OEICs)-based high bandwidth VLC applications such as 
Li-Fi (Light-Fidelity Networks). At 3 μm gate length, it exhibits 
the highest responsivities of 2.55×109 A/W and 4.1×106 A/W at 
the intensities of 1016 and 1019 /m2-s respectively. Further, the 
corresponding visible/UV contrast ratios are 5.21×107 and 10.25. 
The InP OPFET attains a modest detection-cum-amplification 
bandwidths of 92 MHz, 0.36 GHz and 3.84 MHz at the 4 μm gate 
length and at the flux densities of 1016, 1019, and 1022/m2-s 
respectively with the corresponding high responsivities as 7.4×108 
A/W, 1.47×106 A/W, and 7.97×103 A/W and contrast ratios as 
(Very High, Very High, and 28.5). These values suffice for 
moderate bandwidth VLC applications viz. hospitals and 
healthcare, under-water communication, defence, and security. 
The Si OPFET device can operate in low data rate VLC 
applications such as general positioning, vehicle and 
transportation, and smart lighting, due to its low detection-cum-
amplification bandwidths of 0.66 MHz, 84.16 kHz, and 0.57 MHz 
at the gate length of 3 μm and an active layer thickness of 0.27 μm 
at the flux densities of 1016, 1019 and 1022 /m2-srespectively, with 
the corresponding responsivities of 9.35×108 A/W, 2.43×106 A/W, 
and 2.3×104 A/W. The Si OPFET is not suitable for visible/UV 
contrast applications. These devices show good prospects for 
communication and contrast applications. The comprehensive 
analyses presented here which relate the effect of the structural and 
the material parameters on the device parameters through physics-
based discussion will aid in conducting further research. 

 

Table 5:  Parameters employed in calculation. 

Parameters used in calculation (Si) 

 
Parameter Name Value Unit 

µ Low field electron mobility (~ 0.09) (m2/V.s

 ΦB Schottky Barrier Height (ITO-Si) (~ 0.71) (eV) 
vyn Saturated electron velocity ~9.4×104 (m/s) 
vyp Saturated hole velocity ~6.3×104 (m/s) 
τp Lifetime of holes 75×10-6 (s) 
τn Lifetime of electrons 75×10-6 (s) 
ε Permittivity 1.04×10-10 (F/m) 
α Absorption Coefficient @ 600 nm 7.5×105 (/m) 
α Absorption Coefficient @ 350 nm 1×107 (/m) 

Parameters used in calculation (InP) 
µ Low field electron mobility (~ 0.43) (m2/V.s

 ΦB Schottky Barrier Height (Au-InP) (~ 0.8) (eV) 
vyn Saturated electron velocity ~7.6×104 (m/s) 
vyp Saturated hole velocity ~5.6×104 (m/s) 
τp Lifetime of holes 0.3×10-6 (s) 
τn Lifetime of electrons 0.3×10-6 (s) 
ε Permittivity 1.11×10-10 (F/m) 
α Absorption Coefficient @ 600 nm 1×107 (/m) 
α Absorption Coefficient @ 350 nm 7.6×107 (/m) 

Parameters used in calculation (GaAs) 
µ Low field electron mobility (~ 0.5) (m2/V.s

 ΦB Schottky Barrier Height (ITO-

GaAs) 
(~ 0.98) (eV) 

vyn Saturated electron velocity ~1.2×105 (m/s) 
vyp Saturated hole velocity ~9×104 (m/s) 
τp Lifetime of holes 1×10-8 (s) 
τn Lifetime of electrons 1×10-6 (s) 
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ε Permittivity 1.14×10-10 (F/m) 
α Absorption Coefficient @ 600 nm 4×106 (/m) 
α Absorption Coefficient @ 350 nm 8×107 (/m) 

Table 6:  Performance comparison with state-of-art photodetectors and amplifiers. 
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 The purpose of this study was to investigate the impact of the implementation of the Online 
Appointment Scheduling system and Pharm Partner system technologies on the quality of 
working life for users in a small healthcare environment at the University of Technology, 
Jamaica.  Both qualitative and quantitative methods were employed.  Two data collection 
instruments were: interviews and survey forms.  The sample included Health Clinic and 
Pharmacy staff and users of these facilities.  The investigation covered a one (1) year 
period.  The Statistical Package for the Social Sciences software version 24.0 and NVivo 
software were used for data entry and analysis of the surveys and interviews respectively.  
Findings supported that the systems improved users’ quality of working life.  Reduced 
waiting time for patients to access doctors and receive their prescription from both 
facilities.  Pharmacists were able to dispense drugs to patients at a faster rate.  Most manual 
functions at both facilities were automated: the retrieval of patient’s appointment scheduled 
information at health clinic and the retrieval of patient’s records at the pharmacy.  
Pharmacy inventory system was automated, patients at the health clinic were able to go 
online and see doctors available for appointments. 
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1. Introduction 

The University of Technology, Jamaica Health Clinic 
provides services in the form of general medical care, family 
planning, emergency care with referral to hospitals and specialists, 
health and grief counseling and health presentations.  Prior to the 
implementation of the Online (internet/Computer network 
connectivity) Appointment Scheduling system, most of their 
processes were manually driven.  Patients were seen on a first 
come basis except for emergencies and overcrowding of the 
facility was an issue. 

This resulted in the implementation of Online Appointment 
Scheduling system to replace the walk-in or call-in appointment 
system.  It took approximately nine (9) months to complete the 
full implementation, which was done on July 21, 2014.  Due to 
financial concerns, an in-house software system was developed 
by the Enterprise. Application System office (ESA) along with the 
Learning Technology Support Unit (LTSU) instead of the 
purchasing of an off-shelf software system.  

The primary factors that drove the implementation of the Online 
Appointment Scheduling System were the need to reduce waiting 
time for patients of the health facility.  There was a need also to 
reduce health facility processing time and stream line operations.  
The secondary factors were to provide real-time appointment 
listing, improved quality of service delivery, improved process 
flow, reporting and to automate some processes that were 
manually driven. 

The University of Technology, Jamaica Pharmacy provided 
services (which are not limited to) dispensing of prescriptions, 
Over the Counter (OTC) medications, general information, blood 
pressure monitoring and patient counseling.  Prior to the 
implementation of the Pharm Partner system, most of their 
processes were manually driven.  Operations were manually 
intensive with the use of Cardex card system.  Staff had to 
manually locate patient’s records which were stored in cabinets, 
stock and dispense drugs by manually checking the shelves for 
available drugs and conducted manual inventory filings. 

The Pharm Partner system was implemented in the University 
Pharmacy over ten (10) years ago to automate these processes. 
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The primary factors that drove the implementation of the Pharm 
Partner system were the length of time taken to serve patients as 
most of the processes were manually driven such as the 
processing of prescription and medical insurances; patients’ 
records were manually stored in file cabinets and their inventory 
system was manual.  A system was required with the following 
criteria, accuracy, most current version, user friendly and the cost. 

Minimal research has been conducted in this area in Jamaica and 
the Caribbean up to the time that investigated the impact of these 
technologies on the university population quality of working life.  
The Aim of this research was to assess user’s feedback on what 
impact to their quality of working life and what improvements 
were caused by the implementation of the University Online 
Appointment Scheduling system and the Pharmacy Pharm Partner 
system.  The study also investigated how patients were impacted 
by the implementation of these technologies.  

2. Related Work 

The research provided the state of the art with respect to the 
technology adoption and the perceived impact on users’ quality of 
working life and improvement to the customer experience of such 
systems within the healthcare environment. 

2.1 Conceptual Framework and the Technological Impact on 
the Changed Management Process 

Works carried out by [1], where the authors that examined the 
implementation of an Electronic Health Records (EHR) system in 
a small family medicine residency clinic in the University of 
Wisconsin.  They used three data collection instruments to 
evaluate user experience, work pattern changes, and 
organizational changes related to the implementation and use of 
the EHR system.  These were an EHR user’s survey, interviews 
with key personnel involved in the EHR implementation project 
and a work analysis of clinic staff. 

 

Figure 1.  Impact of EHR technology on quality of working life and performance 

Both [2] and [3] examined different frameworks that were 
appropriate for Health Information Systems implementation and 
adaptation.  However, [2] wanted to know if the technology 
implemented were actually delivering on the purpose it was 
implemented for.  So [4] explored the present state of technology 
adoption, where it should be and the gaps that exist and what can 
be done about it, while [5] examined the benefits and barriers of 
the technology implementation.  However, [6] believed that the 
technology should be investigated further to see if its 
implementation and use improved the quality of life.  But [7] 
believed that it was important to investigate if the implementation 
of the technology impacted more than just the quality of life of 
users.  While [8] believed in doing this the factors and influencers 
to the technology implementation must be examined.  This was 
further explored by this research along with an examination of [9] 
change management process to assess changes in the Health 
Clinic and Pharmacy environment at University of Technology. 

2.2 Factors and Influencers to the Technology Implementation 

Accordingly [8] concluded that health system stakeholders 
cannot expect their health care system’s performance to meet the 
increasing demand placed on it, unless interventions were taken.  
The authors believed that health information systems were seen to 
be one solution to the pending problem and such solutions can 
assist physicians in tracking patient medical history, interventions, 
encounters, lab test results as well as managing allergies and drug 
contraindications.  The authors stated that implementations were 
not simple technical projects.  Implementation as believed by the 
authors comes with risks, the apprehension over which can 
paralyze a health information systems project in its tracks or even 
prevent it from starting altogether.  Countries studied by the 
authors were choosing to use health information systems as one 
of many strategies to alleviate concerns, these countries as stated 
by the authors, established policies to drive the adoption of health 
information systems, or even mandate them, thereby placing 
physician offices in a position where they were implementing 
systems even if they were not ready for such change. 

In their discussion, [8] revealed that their literature review was a 
comprehensive systematic search of several sources to understand 
factors which affect implementations of health information 
systems in general practice.  They provided a chart as shown 
Figure 2 to illustrate several factors which affect the goal of 
implementation success.  This chart shows the “fit factor” or 
“socio-technical factor” directly adjacent to the project goal, as 
the review found it can directly influence implementation success.  
The authors also mentioned that implementers also had concerns 
over privacy, patient safety, provider or patient relations, staff 
anxiety, time needed to implement, quality of care, financial, 
efficiency, and liability.  From their research the authors 
highlighted that these risks can be managed through sound project 
management, strong leadership, and implementation of 
standardized terminologies and staff training as stated in articles 
they researched.  This [8] illustrated in Figure 2, by showing four 
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insulating factors inserted between risk factors and the project 
goal. 

 
Figure 2.  Insulating and Risk Factors 

2.3 The Impact of Technology 

The research of [7] believed that implementing an information 
technology system can impact more than just quality of care and 
patient outcomes.  The authors therefore proposed a four (4) years, 
observational research project to examine changes in 
organizational culture Quality Improvement (QI) maturity, and 
quality of care following adoption of a single electronic health 
record (EHR) system within an integrated healthcare network.  
The authors’ main results were to measure the Culture and Quality 
Questionnaire (CQQ), and assess the perceived culture of an 
organization and the degree of CQI maturity in seven quality 
management areas. 

According to [7], the authors distributed Baseline surveys before 
the conversion to the EHR system.  They then collected primary 
data over a period, 12 months post “go live” and subsequently, 24 
and 36 months after the first hospital “go live”.  The authors used 
routinely collected patient satisfaction measures and standard 
quality indicators to abstract secondary data.  [7] findings proved 
contrary to their expectation, the Baseline and 12 month follow-
up data suggested that employees perceived the organizational 
culture as becoming more, rather than less, hierarchical.  Also the 
authors had hypothesized that quality indicators would show 
improvement due to enhanced information flow and ease of 
information retrieval, this was not supported by 1-year results.  
According to [7], years two and three follow-up data may have 
provided different results.  From its research, the authors revealed 
that IT tools, such as computerized clinical decision support 
systems and computerized physician order entry, can improve 
physician performance and patient outcomes.  The authors went 
on to point out that, from their research it became increasingly 
clear that successful implementation and utilization of IT systems 
(and their resultant effects on care) depends on a variety of factors.  
Some of the factors the authors mentioned included technical, 
individual, and organizational variables.  What [7] believed is that 
the ultimate shape and “success” of IT depends upon and emerges 
from a complex, multidimensional interaction between IT and the 
individual and organizational users.  It was the belief of the 
authors that in order to more fully understand the outcome of IT 

implementation efforts, one should consider the relationships 
between systems, individual and organizational characteristics 
and how they affect each other.  The authors reported initial (i.e. 
first 12 month follow-up) results from their 4 years project, 
evaluating changes in organizational culture and quality, during 
and subsequent to conversion to an electronic health record (EHR).  
The authors also provided some preliminary information on the 
relationship between one important organizational characteristic, 
organizational culture, and the impact of a new IT initiative, the 
implementation of a system wide EHR, on quality of care.  
Several limitations to their research [7] pointed to were: 

1. The authors were only able to survey managerial level staff 
and above due to finite resources.  They believed that 
employees at other levels may have answered their surveys 
very differently. 

2. Their research was done as an observational study.  They 
found that there were potential confounding factors within 
the organization and the larger healthcare arena that they 
were unable to control (for e.g. mandated changes in 
employee benefit packages, provider salary structure) and 
that may have influenced their results. 

3. Finally, since the authors’ focused on group level rather than 
individual-level attributes and wanted to obtain input from a 
large number of people in the most efficient way possible, 
they used only quantitative measures to assess culture and 
degree of CQI maturity. 
 

4. Method 

The study employed a mixed method design and used two 
instruments for data collection.  The instruments used were 1) the 
random sampling survey of users impacted by the Health Clinic 
Online Appointment Scheduling system and the Pharmacy Pharm 
Partner system and 2) interviews of key personnel involved in the 
implementation of these systems.  Both quantitative and 
qualitative approaches were employed.  The two data type 
instruments that were used were the User’s Survey – Online and 
Paper-based and Interviews of key personnel, the Health Clinic 
Administrator and the Pharmacy Manager.  The general interview 
guide was structured that included implementation background, 
post implementation process, including goals, training, health 
information system support and changes in the working 
environment.  The survey conducted was a Simple Random 
Sample (modeled from the Questionnaire for User Interface 
Satisfaction). Three Survey forms were used, one each for the 
Health Clinic staff, Pharmacy staff and the wider University 
population impacted by the Health Clinic Online Appointment 
Scheduling system 

The university main campus is located in the Greater Kingston 
Metropolitan Region in Papine, in the parish of St. Andrew.  The 
sites that were studied were the University of Technology Jamaica 
Health Clinic and the University of Technology Jamaica 
Pharmacy, both located at the University of Technology, Jamaica.  
The population size of approximately 13500 (Staff & students) 
had General Users Online Appointment Scheduling system (n = 
153), health clinic staff (n= 9) and Pharmacy staff (n = 8).  To 
have a reasonable sample from which to make suitable 
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generalization, 1870 students and staff were asked to participate 
in this survey.  This gave a required sample size of approximately 
374 respondents, with a margin of error of 5%, confidence level 
of 95% and an estimated response rate of 20%.  The research 
survey was inclusive of University of Technology Jamaica Health 
Clinic staff, Pharmacy staff, Office staff, Lecturers, wider 
University staff, Part time and Full time students who were 18 
years and older.  The research excluded non University staff and 
students below the age of 18 years old. 

5. Data Analysis  

Survey data collected primarily through self-administered 
questionnaires & online questionnaires using Google Forms.  The 
Statistical Package for the Social Science (SPSS) software version 
24, distributive statistics frequency test and Kruskal Wallis 
Nonparametric Test were used to analyze the data.  Interviews 
answers were organized through the data management tool NVivo 
for windows version 11.4.1.1064 software.   

6. Results and findings 

Structured interviews were conducted with both the 
University of Technology Jamaica Health Clinic and Pharmacy to 
answer two of the three research questions, similar to the one 
carried out by [1] in their research. 

Table 1: Analysis of the health clinic interview 

Research Question 1: How did the quality of working life for 
Health Clinic staff change after the implementation of the Online 
Appointment Scheduling System within the University of 
Technology health care environment?  

Health Clinic  

Question 
Structure 

Findings & 
Results 

Question 
Structure 

Findings 
& Results 

Post 
Implementation 
process: 

Noticeable 
increase in the 
dependency of 
computers.  
Staff and 
patients were 
complimentary.  
General 
attitude of staff 
was that 
quality of work 
life improved. 

Changes in 
working 
environment: 

Improved 
flow in 
the work 
process.  
Less 
crowded 
waiting 
area.  
Staff 
excited 
working 
with the 
system 

Issues. Inability to 
logon network, 
inaccessible 
appointment 
slots, increased 
input time.   

  

 
Table 2: Analysis of the pharmacy interview 

Research Question 2: How did the quality of working life for Pharmacy 
staff change after the implementation of the Pharm Partner System 
within the University of Technology Pharmacy environment?  

Pharmacy 

Question 
Structure 

Findings & 
Results 

Question 
Structure 

Findings & 
Results 

Post 
Implement
ation 
process: 

Noticeable 
increase in the 
dependency of 
computers.  
Records are now 
kept in database.  
Information is 
retrieved by 
patients’ ID.  
Search time and 
Processing time 
reduced.  General 
attitude of staff 
was that quality 
of work life 
improved. 

Changes in 
working 
environment: 

Increased 
efficiency, 
improved 
inventory 
managemen
t and 
reduced 
search time.  
Positive 
attitude by 
staff. 

Issues. Staff reported 
physical problems 
due to prolong 
computer usage 

  

 
Table 3: Analysis health clinic staff survey question 1 

Research Question 1: How did the quality of working 
life for Health Clinic staff change after the 
implementation of the Online Appointment Scheduling 
System within the University of Technology health care 
environment? 

Health Clinic Staff 

Survey 
Question  

Are you able to efficiently complete 
your work using this system? 

Analyze 
Descriptive 
Statistics 
Frequency 
Test 

9 staff members responded to this question  
77.78%  said ‘Most of the Time’ 
11.11% said ‘Sometimes’  
11.11% said ‘Unlikely’  

Surveyed 
Category 

Online Appointment System (P < 0.05) 

P-value P value = 0.570 

Hypothesis H0 ‘The answers for each roles/positions 
were equal, there was statistically no 
significant difference in mean rank 
answers for the different roles/positions’. 

Decision Fail to Reject null hypothesis 

Table 4: Analysis health clinic staff survey question 2 
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Research Question 1: How did the quality of working life 
for Health Clinic staff change after the implementation of 
the Online Appointment Scheduling System within the 
University of Technology health care environment? 

Health Clinic Staff 

Survey 
Question  

What is your overall experience using 
the Online Appointment System to 
Fulfilling a patient appointment? 

Analyze 
Descriptive 
Statistics 
Frequency 
Test 

9 staff members responded to this question  
66.67% said ‘Very Good’ 
11.11% said ‘Excellent’  
11.11% said ‘Good’ 
11.11% said ‘Satisfactory’ 
  

Surveyed 
Category 

Online Appointment System (P < 0.05) 

P-value P value = 0.254 

Hypothesis H0 ‘The answers for each roles/positions 
were equal, there was statistically no 
significant difference in mean rank 
answers for the different roles/positions’. 

Decision Fail to Reject null hypothesis 

 
Table 5: Analysis pharmacy staff survey question 1 

Research Question 2: How did the quality of working life for 
Pharmacy staff change after the implementation of the Pharm 
Partner System within the University of Technology Pharmacy 
environment? 

Pharmacy Staff 

Survey 
Question  

Are you able to efficiently complete your 
work using this system? 

Analyze 
Descriptive 
Statistics 
Frequency 
Test 

8 staff members responded to this question  
75.00%   said ‘Most of the Time 
25.00% said ‘Sometimes’ 

Surveyed 
Category 

Online Appointment System (P < 0.05) 

P-value P value = 0.564 

Hypothesis H0 ‘The answers for each roles/positions were 
equal, there was statistically no significant 
difference in mean rank answers for the 
different roles/positions’. 

Decision Fail to Reject null hypothesis 

Table 6: Analysis pharmacy staff survey question 2 

Research Question 2: How did the quality of working life for Pharmacy 
staff change after the implementation of the Pharm Partner System 
within the University of Technology Pharmacy environment?  

Pharmacy Staff  

Survey 
Question  

What is your overall experience using the 
Pharmacy Prescription System to fill a patient 
prescription? 

Analyze 
Descriptive 
Statistics 
Frequency 
Test 

8 staff members responded to this question  
37.50%  said ‘Satisfactory’ 
25.00% said ‘Very Good’ 
25.00%% said ‘Good’  
12.50% said ‘Excellent’  

Surveyed 
Category 

Online Appointment System (P < 0.05) 

P-value P value = 0.365 

Hypothesis H0 ‘The answers for each roles/positions were equal, 
there was statistically no significant difference in 
mean rank answers for the different roles/positions’. 

Decision Fail to Reject null hypothesis 

 
Table 7: Analysis general users survey question 1 

Research Question 3: How did the Online Appointment 
Scheduling system provided improvements in appointment 
scheduling to the general users who were impacted by the 
system implementation? 

General Users 

Survey 
Question  

How long do you have to wait after arriving 
at the prescribed time given for your 
scheduled appointment? 

Analyze 
Descriptive 
Statistics 
Frequency 
Test 

149 out f 153 persons responded to this question  
36.24% said ‘At least 15 minutes waiting time’ 
27.52%  said ‘More than an hour’ 
17.45%  said ‘I see the doctor according to my 
appointment time 
8.73%  said ‘Sometimes Half day’  
5.37%  said ‘I see the doctor immediately’ 
4.69% said ‘Sometime I do not get to see a 
doctor’  

Surveyed 
Category 

Online Appointment System (P < 0.05) 

P-value P value = 0.259 

Hypothesis H0 ‘The answers for each roles/positions were 
equal, there was statistically no significant 
difference in mean rank answers for the 
different roles/positions’. 

Decision Fail to Reject null hypothesis 

 

Table 8: Analysis general users survey question 2 
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Research Question 3: How did the Online Appointment 
Scheduling system provided improvements in appointment 
scheduling to the general users who were impacted by the 
system implementation? 

General Users 

Survey 
Question  

What is your overall experience using the 
Online Appointment System to make an 
appointment? 

Analyze 
Descriptive 
Statistics 
Frequency 
Test 

Out of the 153 persons surveyed 
147 persons responded to this question  
41.50% said ‘Very Good’ 
27.89% said ‘Good’ 
17.69% said ‘Satisfactory’ 
9.52% said ‘Excellent’  
3.40% said ‘Poor’ 

Surveyed 
Category 

Online Appointment System (P < 0.05) 

P-value P value = 0.230 

Hypothesis H0 ‘The answers for each roles/positions were 
equal, there was statistically no significant 
difference in mean rank answers for the 
different roles/positions’. 

Decision Fail to Reject null hypothesis 

7. Discussions Online Appointment Scheduling/Pharm Partner 
Systems   

The results revealed that the processing time on arrival at the 
Health Clinic/Pharmacy were more efficient and less time 
consuming since the implementation of the new system.  
Pharmacy/Health Clinic staffs depended on the technologies to 
better function in their jobs.  Results showed that both systems 
automated certain manual processes/reporting procedures that 
were resource manual intensive.  These results reflected [1], that 
showed that the work of clinical and office staff changed 
significantly (reduction in time spent distributing charts, 
transcription and other clerical tasks, etc.)  The general users 
believed that their waiting time overall was shorter and over 78% 
believed that their overall experience using the systems were from 
good, very good to excellent.  This was reported performance of 
P-values was 0.238.  Although statistically no significant 
difference in answer given between the different roles/positions, 
this was similar [1] who reported performance P value = 0.800 
with statistically no significant difference.  This was in contrast to 
[7] research which P values were mostly below 0.05, indicating 
statistical significant differences.  

The quality of working life indicators showed improvement since 
the technologies were implemented in both facilities.  This was 
observed in reduced waiting time, automation of processes, ease 
of access to services and increase in employee’s satisfaction.  This 
reflected [6] and [1] work which showed improvement of quality 
of working life for job satisfaction. 
8. Conclusion 

The Technologies have improved the quality of working life of 
the users they impacted.  The systems users have seen a vast 
improvement in the way they carried out their functions since the 
system implementation, therefore an improvement in their quality 
of working life.  This was a perceptual study; quality of working 
life was greatly influenced by the personal characteristics of those 
who determine it.  Determining the quality of working life always 
involved the interplay between and among the worker, the users, 
job content, job context and the technology.  This was in keeping 
with the literatures of [8], [1] and [7] who believed that 
technology will impact the quality of life of users but also 
organization and human factors will impact also.  It was realized 
that technologies improved the quality of working life of the users. 

This research just like [6] was not a refutation of previous studies.  
It was suggested that as technology use broadens, one should not 
assume an automatic diffusion of improved quality of working life 
to users.  
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 An artificial neural network (ANN) computing system can be significantly influenced by its 
implementation type. The software implemented ANN can produce high accuracy output 
with slow computation time performance compared to hardware implemented ANN which 
runs at a faster computation time but with low accuracy. Normally, software 
implementation reduces the proficiency and efficiency of the model. Robot performance 
plays an important role as it needs fast response to process information that is applied with 
ANN. As a consequence, the proposed research focuses on comparison between hardware 
and software implementation multilayer perceptron (MLP) for cart follower in Field 
Programmable Logic Array (FPGA). Both of the software and hardware models produced 
the same precision where the output distance at angles -10°, 0° and 10° shows same 
percentage error. Besides that, both of the models have similar root mean square error 
(RMSE) which are 0.469, 0.479 and 0.267 at -10°, 0° and 10° respectively. The processing 
time of MLP model implemented in hardware and software are at 1.91μs and 78.06μs 
respectively. Thus, it can be concluded that hardware implementation is better than 
software implementation. 
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1. Introduction 

The concern of societies in creating a quality of life for 
everyone has become prevalent. Therefore, lots of research on 
creating infrastructures and tools to ease the daily activities of 
people are fostered. This has led to the research on designing and 
fabricating of robots. In this technological era, the world is making 
a great stride towards autonomous systems. An autonomous 
system is referred to as a system that is capable of operating in the 
real-world environment without any external controls. It can 
maintain its internal structures and processes for extended periods 
and capable to adapt toward environmental change. The overall 
architecture of the robot consists of sensors, actuators and 
intelligent processors [1]. 

Autonomous robotic vehicle is able to perform intelligent 
motion and action without guidance or tele-operator control. It is 
used for remote repair and maintenance, a motorized system for 
office and factory and even an intelligent wheelchair for the 

handicapped [2]. It is also known as a mobile robot or embedded 
robot. After a long research, the mobile robot today is smaller with 
numerous actuators and sensors controlled by inexpensive 
embedded computer system as a processor [3]. 

Visual tracking is commonly utilized in a various of robotic 
applications that need the localization of moving target like 
machine learning, human machine connection and robot 
navigation. It proposes object tracking through the literature and 
algorithm based on the particular cue observation like edges, color 
and feature templates. Each of the cues can provide reliable 
tracking under limited conditions [4]. 

Artificial neural network (ANN) is defined as an operation of 
a biological ANN system [5]. It makes the computer able to 
simulate a human in processing the data and behave intelligently 
in some ways like pattern recognition. It gathers all the information 
pattern based on the input data and produce a desired result. The 
production of ANN can be concluded as a process that gathers 
enough knowledge to produce a model with a correct sequence of 
the rules that satisfies the expected condition. 
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ANN comprises of data collection, data analysis and decision 
making with different approaches in each stage [6]. ANN can be 
used to control the physical actions of a mobile robot which enable 
it to navigate through the environment and manipulate items and 
solve other situations. The production of ANN can be 
characterized as a search process to search for the correct sequence 
of rule as control strategy with enough knowledge in a database to 
produce the termination condition [7]. 

The main purpose of this research is to perform MLP 
implementation into FPGA and evaluate the network performance. 
Therefore, the following objectives are being set to achieve the aim 
of this research: 

• To perform MLP implementation of ANN into FPGA. 

• To compare the performance of MLP implemented 
hardware and software in FPGA. 

 The embedded MLP data in FPGA is only used as a tool to 
implement the operating system of Cart Follower using the FPGA. 
So, any data from the MLP is only used as a reference. The 
research mainly focuses on data comparison between MLP 
hardware and software implementation in FPGA. Thus, an analysis 
on both type of implementations will be obtained and discussed. 

2. Literature review 

2.1. Mobile robot 

There are several mobile robot-based localization methods 
present which can be roughly divided into 2 general classes. The 
first class is without its local position information. It keeps track of 
the robot’s position to enable localization. The second class is with 
its local position information. It uses the global position estimate 
to enable localization. For the mobile robot in the second class, it 
is normally equipped with GPS for localization and estimate the 
distance (indoor positioning tracking) [8]. For the mobile robot in 
the first class, it can be described as following to keep track or 
follow object. Examples of the robot are leader following, human 
following, line or path following and sound following. The method 
to achieve the task of following might vary in the hardware or 
sensor used. Ghandour et al. [9] came out with a collision 
avoidance mobile robot based on human interaction. Kinect sensor 
with motion identification became an interface for humans to 
interact with. The robot will navigate directly to the target if there 
is no human around for interaction process. 

CMUcam used as a tracking sensor contributed to a successful 
autonomous mobile robot. The taken value of camera’s field of 
view (FOV) with several details from other sensors gathered as 
well to establish the robust tracking system [10-13]. 

Leader following robot is mobile robot that follows the 
command of the leader robot. It can be used as an active signal 
positioning machine to discover and track the leader position [14]. 
The leader robot works together with all its following robots to 
move the box. AI follower forces will synchronize with the 
direction of the force applied by the one leader robot although there 
is no communication between the follower robots [15]. 

 Human following robot has an ability to coordinate the human 
motion in a populated, continuously changing, natural 
environment. For Prassler model, Velocity Obstacle approach is 

applied for motion planning amongst moving obstacles. Besides, 
the model also tracks the virtual target to manipulate the direction 
and velocity of the robot’s movement according to the person it 
follows [16]. For ApriAttenda model by Yoshimi, it uses the image 
processing to define region of interest. Then it recognizes the 
texture and color of the subject. The specific person is then 
detected from the specification and the human position is 
calculated. Stereo vision with systemizing visual and motion 
control helps to grab the details on the distance to each features 
like color, targeted speed and point for a stable tracking in many 
situations [17]. Line or path following robot is route-based 
following robot. It uses line tracking method with the implemented 
Infrared Ray (IR) sensors. The IR sensors was set up and 
distributed according to its position and informing the line location 
to maneuver the navigation [18]. 

Another type of following robot is sound following. It can 
detect the presence of human based on specific sound frequency. 
Luo et al proposed a mobile assistive companion robot that used 
laser and vision sensor to follow the aimed person. The robot was 
made up of a laser range finder, a tracking camera and a 
microphone. It contains lot of sound source recording system to 
perform an interaction with human. This function is useful to 
detect the user if the robot lost its tracking path. The microphone’s 
function was to grab the sound wave in time delay of arrival 
(TDOA). The laser finder was used to detect the lower part of 
human and the camera was used to track the upper part of human 
[19]. 

The optimization of ANN with the trajectory tracking control 
system proposed lead to enhancement of orientation and motion 
control of autonomous vehicle's performance. The trained 
evaluator manages to acknowledge both linear and nonlinear 
systems behavior due to ANN structure that allows complex 
variables mapping [20]. In an instance, the increment of the system 
performance is only temporarily boosted for a certain time. 

2.2. FPGA cart follower 
Field Programmable Gate Arrays (FPGA) are advanced 

microprocessor created to be programmed by the user [21]. It 
contains a sets of configurable logic blocks (CLB), multiplexers, 
look table and flip flops. CLB provides physical support for the 
program downloaded on FPGA [22]. Hence, it supports the 
sequential functions and complex computations [23]. ANN 
implementation in FPGA is possible as it preserves the parallel 
architecture of the neurons in a layer and offers flexibility in 
reconfiguration. FPGA maintains high gate density which is 
needed to utilize the parallel computation in an ANN [22]. Most of 
ANN are implemented in software. A project, “Investigation on 
MLP ANN Using FPGA for Autonomous Cart Follower System” 
[24]. This project shows that the hardware floating-point 
acceleration block increases the logic element resource utilization. 
This project focuses more on the system on chip (SOC) design but 
not on hardware implementation. Software configuration has the 
advantage of being easy to implement but with poor performance. 
Hardware configuration is generally more complex to be 
implemented but with better performance. 

2.3. Artificial neural network 

  ANN ideas came from computer programs engineered to 
mimic how human brain thinking and making a decision [25]. 
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ANN is one of the main tools used in machine learning. A simple 
neuron made up of three layers, which are the input layer, hidden 
layer, and output layer [26]. Figure 1 shows an ANN MLP model. 

• Input layer: This layer is responsible for receiving signals, 
information (data), and features from the external environment.  

• Hidden layer: These layers will extract patterns in neurons 
and analyzing the processor system. It transforms the data from the 
input layer to the output layer as a final product. 

 • Output layer: This layer is responsible for creating the final 
outputs, which the processed neurons in the hidden layer. 

 There are two main procedures in design ANN which are 
forward process and backward process. Feedforward ANN is 
known as data-driven. It defines the number of layers, the number 
of neurons in each layer, what kind of training method and 
activation function are selected, and then passes input data through 
the network. Backpropagation ANN is known as goal-driven. It 
defines the loss function to calculate the gap between the 
prediction value and the labelled values. It looks for the minimum 
value of the error function in weight space using gradient descent 
[27]. The weights will get updated to optimum weights. One feed 
forward and back propagation process can be called as one epoch 
and a trained ANN model need hundreds or thousands of epochs. 

 
Figure 1: ANN MLP model 

2.4. Hardware ANN FPGA implementation 

Wibowo et al. [28] presented of the hardware implementation 
ANN algorithm in FPGA to solve reconfigurable computing (RC) 
issues. Speed and space are two main factors to be considered on 
performing parallel processing method. The processing speed rely 
on time taken by the route and logic gates meanwhile space rely 
on FPGAs component utilization. The ANN can be illustrated as a 
proportional graph composed of multiple edges. It functions as a 
communicator to send information to other parts through weighted 
connections. The FPGA has reached a successful penetration in 
various domains. The improvement could be made by adding 
activation function components to further increased the processing 
speed. 

Gaikwad et al. [29] proposed a hardware implemented FPGA 
for military equipment that uses an MLP algorithm to perform 
classification tasks. Parallel MLP computation was implemented 
to reach enhanced hardware design. The evaluation of the overall 
system has been made by UCI dataset with 20 samples. The 
training, validation and testing process was held on 10 different 
MLP models. The time taken for classification was 270 ns and 

used 120 mW of power. The result shows that the performance 
efficiency was better than other hardware MLP implementation in 
FPGA in term of processing time. 

Zeng et al. [30] presented a worldwide embedded hardware 
implementation ANN to balance the parallel connected current 
suppression. The focusing part is on control execution and 
strategy. The ANN was adapted with PID controller to yield the 
characteristics of the current suppression. It can be refined 
automatically to control the PID parameters based on various real 
world feedbacks and fit with linear and non-linear current. The 
analysis on ANN-PID shows that there was 0.023% of mean error 
in current control and the performance was increased up to 5.5 
times as the load expanded. 

2.5. Software ANN FPGA implementation 

Jia et al. [31] proposed a mixed gas online detector instrument 
based on ANN algorithm in FPGA software implementation to 
detect natural gases. The proposed method can simply 
acknowledge the concentration of three different gases that are 
mixed together and separate them individually by back-
propagation (BP) MLP ANN technique. The gases compositions 
were measured by infrared gas sensors due to its long life and fast 
response. FPGA has an advantage in solving parallel computation 
in a small size with quick response. The BP MLP ANN technique 
was attached with FPGA. The results show that the three gases 
maximum error were reduced from 0.64% to 0.27, 1.02% to 0.32 
and 1.34% to 0.42% respectively. The response time taken for the 
proposed method to separate three gases completely is about half 
minute. 

Cedano et al. [32] came out with a configurable architecture for 
ANN with FPGA in an SOC implementation. They used 
Multilayer Feedforward NN (MFNN) to produce the transfer 
functions. This architecture depends on memory blocks, 
multiplexers and single perceptron that enable the information 
collecting process. Extended kalman filter has been used to obtain 
the best weight values for the MFNN. The function blocks in the 
FPGA for configuring the MFNN was controlled with SOC 
microprocessor. The result shows that the generalization of root 
mean square error (RMSE) obtained for uncertain inputs was -
32.82 dB. However, the desired resources by a custom 
implementation were directly proportional to the MFNN size. 

3. Proposed methodology 
3.1. Overall scheme 

The beginning of the project started with literature review on 
previous researchers. This showed ANN embedded systems. After 
that, the proposed MLP algorithm was presented to obtain the best 
weights and biases throughout the network. For instance, the 
model for activation function was proposed to enable the learning 
process of complex mappings between the inputs and response 
variables. The sequences were proceeded with software and 
hardware implementation after the model was tested. The proposed 
model was then simulated with MATLAB. Debugging was done 
if the output is not close to the targeted output. At the last, an 
analysis was carried out on both software and hardware 
implementation model in FPGA and the performance for both 
implementations were then compared. Figure 2 shows the general 
flow chart of the research. 
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Figure 2: General flow chart of the research 

3.2. Data acquisition 

The color code (CC) will vary according to x and y axis. The 
CC has been placed at 30cm from ground level as it was the desired 
position for tracking camera of cart follower. CMUcam5 will 
illustrate the cart meanwhile the targeted illustrated by CC from 
20cm to 69cm. The perpendicular distance is variate for each 
centimeter. In addition, angle of the CC has been chosen as 
manipulated variable to determine the movement of the CC to the 
right and left. Figure 3 shows the experimental set up of data 
collection. The step size for the angle is 5o. Table 3 shows the range 
of angles according to the distance. Each manipulation of distance 
and angle between the camera and color pattern obtained a 
different set of raw data. These raw data were used to train the 
model of the ANN in order to generate the weights and biases used 
to predict the output distance and angle. 

 
Figure 3: Experimental setup for data acquisition 

3.3. Data training 

The proposed model made up of three layers. They are input, 
hidden and output layer. Backpropagation MLP is used to update 
the overall system. Weights and biases are improved until ideal 
value has been reached. Cost function is used to figure out the 
expected output and pathway to enhance the weights and biases. 
The RMSE value is reduced throughout the training processes. The 
gradient function is decided from MLP which associated with 
reverse computation and plays an important role in balancing the 
weights and biases. The output for the MLP system can be shown 
by dot product Y=W.X where Y is the final output, W is weight 

and X is a vector. The system will efficiently worked if the weights 
are ideal and the training is well converged. 

3.4. Simulation of MLP model 

After the weights and biases have been obtained, the entire 
model was simulated to evaluate the model endurance. Raw data 
was directly fed into the input block as well as to the ANN function 
block and creating the desired output of distance and angle. An 
evaluation of the system reliability has been made from the output 
for error test analysis. Figure 4 shows the Simulink block diagram 
for the MLP model. 

 
Figure 4: Simulink for the MLP model 

3.5. Hardware implementation of ANN in FPGA 

The hardware implementation was performed by using Verilog 
HDL language. Each implemented block represents as a CLB. The 
blocks are separated into branches due to multi-operation point of 
IP block. There are two output blocks due to two final output 
desired by the designed model. Figure 5 shows the MLP model 
block diagram. 

The multi-cylce of IP block foating point can run in parallel. 
The sequential state operation relying on the start and done signal. 
Both start and done pins of the block indicate as the start and end 
of arithmetic computations respectively. If all of the IP block start 
signal simultaneously, it is considered parallel while programming 
to use done signal after to feed to other IP block can consider 
sequential. Single HDL code compilation can contain multiple 
start and done signal. Figure 6 shows the IP block for multi cycle 
floating point used for various float number computation in FPGA. 
10 hidden layer networks were being fed into the output layer due 
to 10 hidden neurons (HN) used. Figure 7 illustrate the overall 
layer of the HN output block diagram. 

 
Figure 5: MLP model block diagram 
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Figure 6: IP block for multi cycle floating point 

 
Figure 7: FPGA HN layer block diagram for one output neuron 

3.6. Software implementation of ANN in FPGA 

The system consist of a clock to sample data, a NIOS 2 
processor was used to grab the C Code program, an on-chip 
memory was used to store the program and a JTAG interface was 
used as debugger. The C code was compiled and run in SOC RAM 
in FPGA. The SOC system shown in Figure 8 is modelled after the 
FPGA to execute the C code of the ANN program. 

 
Figure 8: SOC system for software implementation 

3.7. Comparison analysis of performance between hardware and 
software implementation MLP model 

There are a few analysis done upon the completion of the 
FPGA model. The system reliability was relied on the output 
precision. The simulated output is compared with the real data to 
get the percentage error. Hence, the reliability of the proposed 
system can be evaluated. Equation (1) shows the calculation of 
percentage error: 

%𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = |𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝐴𝐴𝐴𝐴𝐴𝐴−𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑆𝑆𝑑𝑑 𝑑𝑑𝐴𝐴𝐴𝐴𝐴𝐴|
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝐴𝐴𝐴𝐴𝐴𝐴

𝑥𝑥 100% (1) 

The system efficiency for both of hardware and software 
implementation was computed in MATLAB. After that, the 
expected output from both of the implementations were compared 
to inspect the system precision.  

An additional analysis for determination of the reliability of the 
model was carried out using RMSE calculated from output data of 
the simulation. The purpose of the RMSE analysis on the model is 
to compare the regression between output from model in software 
implementation and hardware implementation of the MLP. By 
using this method, more accurate evaluation for the reliability of 
the system can be established. The formula of the RMSE is as 
equation (2): 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �∑ (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝐴𝐴𝐴𝐴𝐴𝐴−𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑆𝑆𝑑𝑑 𝑑𝑑𝐴𝐴𝐴𝐴𝐴𝐴)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 (2) 

The execution time for both types of implementation were 
evaluated in ModelSim testbench interface to compare the 
performance. The execution time for hardware model was 
evaluated from the beginning of input signal to the MLP network 
up to the output signal at output layer meanwhile the software 
model was evaluated from the signal function to end of execution 
line in the instruction coding. 

Table 1: Part of acquisition data 

Distance  
(cm)  

Angle 
(o) 

X 
(pixel) 

Y 
(pixel) 

Width 
(pixel) 

Height 
(pixel) 

 
20 

-10 133 93 200 111 
0 163 93 208 112 

10 193 92 202 111 
 

30 
-10 126 94 144 81 
0 161 94 151 82 

10 197 92 147 81 
 

40 
-10 125 103 108 59 
0 162 102 113 60 

10 200 100 109 59 
 

50 
-10 123 103 88 47 
0 161 102 91 48 

10 200 100 88 47 
 

60 
-10 122 98 75 41 
0 162 96 78 41 

10 202 95 76 40 
4. Results and discussions 
4.1. Data acquisition 

The sets of data taken from Pixy CMUcam5 camera are 
distance, angle x-coordinate, y-coordinate, width and height. The 
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area was internally calculated from width and height. Table 1 
shows some parts of the acquisition data which are then used for 
further analysis in this research. 

4.2. Weight and biases of MLP data training 

Each neuron mapping produced single weight. As 10HNs 
present in the network, 10 weights generated and mapped to single 
output neuron. The total weights created were 20 since two output 
desired by the proposed design. Afterwards, two biases were 
created for each output neurons. Table 2 presents the generated 
weights and biases from the hidden to output layer of the network. 

Table 2: Weights and biases generated from hidden to output layer 

Output of HN Distance  
weights 

Angle  
weights 

1st input 0.3574 0.6727 
2nd input 1.1827 0.0759 
3rd input -0.3486 0.1218 
4th input -0.9544 -0.2467 
5th input -0.6976 -0.8491 
6th input -0.8869 0.3532 
7th input -0.5178 0.7513 
8th input 0.5719 -0.3702 
9th input 0.5328 -0.4183 

10th input 0.8046 -0.0626 
Bias 0.5993 0.2710 

 

4.3. Simulation of MLP model 

All output distance obtained from the MATLAB Simulink 
simulation showed no significant differences as the outputs 
resemble closely to each other with less than 3. By considering that 
the difference between the percentage error is low, practically it is 
absolutely normal and acceptable considering that the factors 
affecting the model in real world is taken into account in the 
simulation. Even though, an ideal case of equivalent percentage 
error for each data is impossible to be obtained as there will still be 
the linearity factor that affect the training process. Then, at three 
different angles of -10°, 0° and 10°, RMSE of 0.469, 0.479 and 
0.267 respectively were successfully obtained. Similar to the case 
of non-equivalent percentage error produced, it is probably caused 
by linearity factor during raw data training where the training 
software is not linear and consistent. During initial training of raw 
data, random numbers are assigned as weight and bias to each 
neuron. Each cycle of repetitive training will constantly update 
these random numbers to predict the closest targeted output.  

There are slight differences between calculated RMSE and 
percentage error for each output data due to short training time. 
The improvement could be made if the training is carried out 
rapidly on the data and will enhance the predicted output more 
accurately. Nevertheless, the percentage error and RMSE 
evaluation is only used as a reference to determine the reliability 
of the model developed. As stated in the scope, ANN and data 
training is only used as a tool to implementing the operating system 
of Cart Follower using the FPGA. As the training is done using 
MATLAB software, a Simulink simulation was performed to 
examine the reliability of the model before implementing it into 
the FPGA. Therefore, the percentage error from Table 3 as well as 

the RMSE calculated are used only as a reference where they have 
successfully proved that the model developed is fully functional 
and reliable. The actual distance was the directly measured 
distance meanwhile simulated distance was obtained by ANN 
computations. 

Table 3: Data from MLP model for angle -10o, 0o, 10o 

Angle 
(o) 

Actual 
distance 

(cm) 

Simulated 
distance 

(cm) 

Percentage 
error (%) 

RMSE 

 
 

-10 

20 19.48 2.65  
 

0.469 
30 29.53 1.57 
40 39.98 0.05 
50 49.95 0.12 
60 59.24 1.28 

 
 

0 

20 19.76 1.20  
 

0.479 
30 29.16 2.80 
40 40.04 0.10 
50 50.18 0.36 
60 60.59 0.98 

 
 

10 

20 19.86 0.75  
 

0.267 
30 30.02 0.07 
40 40.37 0.92 
50 49.72 0.70 
60 60.27 0.45 

 

4.4. Hardware implementation of ANN in FPGA 

The execution time of hardware implemented model running 
at 1.91μs outperform the software implemented model. The reason 
behind was hardware implemented model is running in parallel 
meanwhile the software implemented model that is running in 
series. Figure 9 shows MLP hardware implemented model 
simulated in the ModelSim testbench. 

 

 
Figure 9: Hardware implemented model simulated using SOC system FPGA 

4.5. Software implementation of ANN in FPGA 

As the program code stops at address 20080h in the on-chip 
memory, the time is calculated from the start exert of reset bit to 
the address where the program code ends. Cursor 2 indicates the 
time reset start to exert while cursor 1 shows the time at address 
20080h of the memory. Execution time is calculated from start of 
reset bit to the address 20080h where the code ends. The 
performance showed that it operated at 79.048532μs. Figure 10 
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shows the result of the software implemented model simulated 
using SOC system FPGA. 

 
Figure 10: Software implemented model simulated using SOC system FPGA 

4.6. Comparison analysis of performance between hardware and 
software implementation MLP model 

The RMSE value for hardware and software implemented 
model are same at angle -10°, 0° and 10° as shown in Table 4. Past 
researchers presented with the deficiency of hardware 
implemented model precision since the floating point 
implementation was complex. A sign number is introduced to 
counter this problems. The usage of floating point can give an 
impact in increasing the efficiency of ANN MLP algorithm. As the 
hardware implemented model included the IP block floating point, 
the precision of the hardware can be said as same as software in 
terms of tracking performance of ANN with CC.  

The execution time of hardware implemented model is at 
1.91μs meanwhile software implemented model is at 78.06μs. This 
shows that performance of hardware is better than the software 
implemented. The reason behind was the software implemented 
model is running in sequential meanwhile hardware implemented 
model running in parallel. The software implemented model itself 
can only run in sequentially due to fetching of C code program that 
only has single lane to process data. It can be run in parallel but 
with aid of hardware implemented model. Table 4 presents the 
comparison between the hardware and software MLP model. 

Table 4: Comparison between hardware and software MLP model 

Implementation Hardware Software 
RMSE at angle -10o 0.469 0.469 
RMSE at angle 0o 0.479 0.479 
RMSE at angle 10o 0.267 0.267 
Execution time (µs) 1.91 79.05 

5. Conclusions 
In a nutshell, the objectives set for this research met the target. 

The hardware and software implementation in FPGA was 
performed with Verilog HDL. Floating point method was used in 
dealing with arithmetic calculation. The RMSE values for each 
angle of -10°, 0° and 10° show that the hardware implemented 
model was able to track the CC at high precision as software 
implemented model. The output distance produced from both of 
implementation appeared to possess an equal percentage error. 
Besides that, both the hardware and software implemented models 
at angles -10°, 0° and 10° also showed similar RMSE which are 
0.469, 0.479 and 0.267 respectively. It has been proved that 
hardware implemented model is reliable as the software 
implemented model in term of target accuracy. This suited the 
first objective expectations. 

The evaluation of execution time performance of both models 
show that hardware implementation model performed better than 
software implementation. The hardware and software 
implemented model operated at an execution time of 1.91μs and 
79.05μs respectively. It is proven that model runs in parallel 
exhibited better performance than sequential. Therefore, the 
second objective is achieved. 

The future development of this project can be enhanced by 
online training in FPGA. The application of this project can be 
applied to outdoor environment for various usage. The tracking 
system can be further developed with various AI systems like 
genetic algorithm, fuzzy or differential evolution for obtaining 
more comparison of FPGA controlled cart systems. 
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 In this work, kaolin powder was filled in PP/LDPE blend as the filler with the amount from 
0 to 14 wt%. The ratio of PP/LDPE was fixed as 50/50 in all the experiments. The tensile 
strength, impact strength, and hardness were investigated in according with ASTM. The 
results showed that the tensile strength of PP/LDPE blend was slightly increased, the 
hardness was also increased while the impact strength was decreased in the presence of 
kaolin powder as the filler from 0 to 14 wt.%. 
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1. Introduction 

Mixing of two or more different polymers is now considered 
as an economical way to the development of new polymers [1]. 
Low-density polyethylene (LDPE) has good mechanical 
properties, withstand high temperatures, easy to handle so they 
have wide applications in the industry [2]. PP also has some 
characteristics such as high stiffness, low plasticity, but these 
characteristics making the PP structure are easily destroyed, so the 
PP applications are also limited [3]. Therefore, to improve the 
mechanical properties of PP, and to create new materials with 
appropriate characteristics, LDPE has been studied and combined 
with PP to form PP/LDPE blend composition. Although, PP is 
similar to LDPE, they are different in some significant properties, 
PP/LDPE blends produce immiscible form.  

The recent work of L.F. Kadhim et al [4], who investigated the 
mixures of PP and LDPE in the following percentages of LDPE by 
weight: 25, 50, 75. The results showing that the addition of LDPE 
to PP, have been declined the tensile strength, flexural strength, 
flexural modulus and hardness while the density improved LDPE 
as a result of the nature of LDPE is more flexible than PP. 
However, they are still only used for business purposes. One of the 
most important ways of polymer mixing is the incorporation of 
fillers to enhance mechanical toughness. As fillers, kaolin, CaCO3, 
and talc are used along with engineering polymers to reduce both 
the production costs and to improve the properties. PP/LDPE/filler 
blends have been studied by different researchers from different 

aspects [5-7]. In types of filler, kaolin has certain advantages to 
improve the characteristics of PP/LDPE blend composition. It 
changes bonding between polymer blends to enhance bonding 
between blends and to create a chemical bond course between the 
blends of polymers and kaolin, therefore to improve the 
mechanical properties of PP/LDPE blends [8-11]. Many studies 
have so far been done on investigating PP/LDPE/Kaolin 
composites. According to S.N. Mustafa et al, the addition of kaolin 
powder to the PP/LDPE blend leads to increase the tensile strength, 
modulus of elasticity, shore-D hardness and impact strength and it 
decreases the  elongation at break [12]. Water absorption of the 
PP/LDPE/kaolin composites behaves as function of time has also 
been investigated, and it increases by increasing immersion time 
for the same filler content, while the absorbed amount of water 
increases, by increasing the wt.% of kaolin at constant immersion 
time. 

Table 1: Compositions of the samples (wt.%) 

Material Components (wt.%) 
Samples 
S1 S2 S3 S4 S5 

50% PP and 50% PE 100 97 95 90 86 
Kaolin 0 3 5 10 14 

2. Experimental 

2.1. Materials 

PP (LyondellBasell - Moplen HP500N, origin Saudi Arabia) 
and LDPE (SABIC - LDPE 4024, origin Saudi Arabia) supplied 
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by Thuan Thang Plastics Co., Ltd. Kaolin (Al2Si2O5(OH)4) were 
collected from Tran Tien Chemical Company. Kaolin has a 
particle size of 44 μm, specific gravity 2.58 - 2.63g/cm3, and 
whiteness 89 - 93%. 

 
Figure 1: The sample after pressing 

In the preparation of the blends, samples including PP/LDPE 
and kaolin were put into the mixer according to the ratios (Table 
1). These composites are called as S1, S2, S3, S4 and S5. All 
compounds were prepared by using system of mixing and 
extruding machine Polylab OS - Haake (Germany). Basic 
parameters of the system are 20 cm3 sealed mixing chamber, the 
device extracts two screws L/D = 25, D = 16mm, one-screw 
extruder connected with sheet extrusion system (0.2 - 1.2 mm x 
100mm). Samples were mixed for 6~7 minutes at a mixing 
temperature of 180oC. After mixing, the sample are pressed to 
plates with the temperature of the tray at 180oC. The pressing 
process was carried out for 5 minutes and then cooled for 20 
minutes. All of these blends were prepared as samples keeping the 
PP/LDPE (50/50) ratio constant. The sample after pressing is 50 
x145 mm and the thickness is 3.2 mm (Figure 1). The samples are 
then cut to the size of the tensile test specimen and the impact 
strength test specimen. 

2.2. Experimental methods 

 
Figure 2: Tensile strength of test sample 

The tensile properties were determined following the ASTM 
D638-02 procedure, using type IV test specimen dimensions 
(Figure 2) and using a Universal testing machine (Shimadzu 
Autograph AG-X Plus 20kN). This machine has the longitudinal 
stretch with high resolution camera (1.8 μm) and does not touch 
sample test. The crosshead speed was set at 50 mm/min at room 
temperature and four samples were tested for each composition. 

The Izod impact strength was investigated according to ASTM 
D256. The composites were produced as 3.2x12.7x64 mm and a 
triangular with an angle of 45o, the radius of a glider at the bottom 
of the groove is r = 0.25 mm,  shown in Figure 3. The experiment 
was performed with 5J collision energy and about 60 mm in length 
at room temperature. Five samples were tested for each 
composition. 

Shore D scale was used to determine the hardness values of all 
samples. The tests were carried out the SHORE D Durometer 

DESIK. The durometer measures hardness by determining the 
depth of penetration into the material under test. The dial was 
graduated from 0-100 with a pointer sweep of 265o. Five samples 
of each formulation were tested and the average values were 
reported. The Fracture surface of each specimen in bending 
strength test was observed by Scanning Electron Microscope 
(HITACHI S - high resolution – 4800) with acceleration 5.0 kV. 
The surface of the samples used for SEM all was platinum-
sputtered with a conductive layer before observation. 

 

Figure 3: Sample measurement of impact resistance 

3. Result 

3.1. Tensile strength 

Figure 4 shows the stress-strain curve when pulling of the 
samples. Table 2 shows the tensile strength results of each sample 
group. From the data in Table 2, a chart showing the average value 
of the tensile strength of each sample group was established 
(Figure 5). The results of elongation at break in Figure 4 indicating 
the sample S4 at 3.50532% has the lowest elongation at break and 
sample S5 has the highest elongation at break (4.50412%). These 
values are an indication of the ductility of PP/LDPE/Kaolin blends. 
The higher value of elongation is showing the blend more ductile. 

 
a) Sample S1 (0 wt.% kaolin content) 

 
b) Sample S2 (3 wt.% kaolin content) 
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c) Sample S3 (5 wt.% kaolin content) 

 
d) Sample S4 (10 wt.% kaolin content) 

 
e) Sample S5 (14 wt.% kaolin content) 

Figure 4: Stress-strain curve when pulling of the samples 

Table 2: Results of tensile testing of samples 

Sample Average Tensile strength 
(MPa) 

Average Strain 
(%) 

S1 17.4904 3.69081 
S2 17.5919 4.39359 
S3 17.3139 3.68962 
S4 18.1919 3.50532 
S5 17.4757 4.50412 

 

 

Figure 5: Average tensile strength of the samples 

Figure 5 shows the average tensile results of the five samples. 
The tensile strength of PP/LDPE/Kaolin blends is increased with 
the addition of kaolin from 3% to 10 wt.%. 10% kaolin addition 
will have significant increase up to 18.1919 MPa comparing with 
the sample without kaolin (17.4904 MPa) while the higher amount 
of 14 % kaolin didn’t seem to have better significant 
improvements. Tensile strength is an indication of the stiffness of 
a material. The adding of kaolin filler into the PP/LDPE matrix 
improves the stiffness of the blends. In the sample S4, the tensile 
strength is highest due to the distribution of filler on the PP/LDPE 
composite substrate surface that creates a hierarchical crystalline 
process between bridges. With sample S3, the tensile strength is 
lowest (17.3139 MPa) due to the large concentration of fillers in a 
given region which affects the crystallization. However, if there is 
more filler content in the polymer matrix will lead to the formation 
of the micro-filler and uneven kaolin particle size, and induces the 
difficulty of achieving a filling of filler in the PP/LDPE composite 
matrix forming holes [2]. This result influences the stress 
concentration at the boundary of the particle/ matrix and leads to a 
decreasing in particle/ matrix interactions. Therefore, it has a small 
effect on tensile strength [9]. 

3.2. Impact strength  

The impact properties of PP/LDPE/Kaolin blends are 
summarized in Table 3 and Figure 6. As shown in the figure, the 
impact strength of PP/LDPE/Kaolin blends were decreased when 
increasing kaolin filler, 1.68806 kJ/m2 for sample S1, 1.54280 
kJ/m2 for sample S2, 1.49422 kJ/m2 for sample S3, 1.46986 kJ/m2 
for sample S4 and 1.30425 kJ/m2 for sample S5. The reason is that 
PP/LDPE blends produce immiscible form because of the low 
interfacial adhesion. However, the immiscibility is good enough to 
preserve the good features of each polymer components of the 
blend. For example the impact strength of a polymer cannot be 
improved significantly by adding fillers with it [4]. In addition, in 
the mixture of PP/LDPE, kaolin acts as an evenly distribute effect 
in the PP/LDPE matrix and it will affect the chemical bonds 
between the kaolin and the PP/LDPE mixture [10]. For this reason, 
increasing kaolin filler content probably increased the level of 
stress concentration in the PP/LDPE composites with the resultant 
decrease in impact strength [9]. 
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Table 3: Results of impact strength testing of samples 

Sample Average impact strength (kJ/m2) 
S1 1.68806 
S2 1.54280 
S3 1.49422 
S4 1.46986 
S5 1.30425 

 

 
Figure 6: Impact strength of the samples 

 
Figure 7: Hardness of the samples 

3.3. Hardness 

The hardness of PP/LDPE/Kaolin blends are showed in Figure 
7. The hardness of PP/LDPE/Kaolin blends were all higher than 
the unfilled sample. The tests of hardness properties can evaluate 
the effects of adding kaolin fillers in PP/LDPE. It is evident from 
Figure 7 that a significant increase 52.8, 53, 54.2, 56 and 58 Shore 
D with adding 3, 5, 10, 14% kaolin, respectively. This is attributed 
to the fact that this filler acts as a reinforcing filler. Incorporation 
of the filler into the polymer matrix enhanced the stiffness of the 
material. The increase in hardness is due to the structure of the 
composite occurring in most reinforcement fillers. The higher the 
percentage of the filler incorporated, the harder the material, and 
the more rigid it becomes [10]. In composite PP/LDPE/kaolin, the 
mixture is characterized by the dispersion of vertical kaolin 
crystals in conjunction with the direction lines. When kaolin is 
combined with a thermoplastic mixture, it increases the hardness 
and produces concentrated stress, this also contributes to the 
reduction of the impact strength when added with kaolin filler [8]. 

3.4. Microstructure 

To better analyze the mechanical properties of the 
PP/LDPE/Kaolin mixture. SEM micrographs for the 
PP/LDPE/Kaolin blends were conducted. The results were shown 
in Figure 8. The sample S1 can see the pictures of the spherulites 
of PP in LDPE. PP is presumed to be the dispersed phase due to its 
high viscosity and elasticity. The PP spherulites size is coarse and 
could be easily distinguished. The reason is that PP and PE are 
compatible but only partially miscible. The PP/LDPE pairs tend to 
separate into two liquid phases. During the process of PP 
crystallization, the growth of PP spherulites in a "homogeneous" 
melt of a mixture of PE and PP will involve the propagating PP 
spherulite front encountering domains of PE melt [11]. When 
adding kaolin, PP spherulites is finer. The increasing the content 
of kaolin, the finer of the PP spherulites also increases. 

 
a) Sample S1 (0 wt.% kaolin content) 

 
b) Sample S2 (3 wt.% kaolin content) 

 
c) Sample S3 (5 wt.% kaolin content) 
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d) Sample S4 (10 wt.% kaolin content) 

 
e) Sample S5 (14 wt.% kaolin content) 

Figure 8: Surface collapse microstructure 

4. Conclusion 

From the above results, it was found that The tensile strength 
of PP/LDPE/Kaolin blends is increased with the addition of kaolin 
from 3% to 10 wt.%, but higher contents of kaolin 14% decreased 
the tensile strength.  

When adding kaolin with PP/LDPE blend to increase the 
hardness but at the same time, it creates concentrated stress that 
reduces the impact strength. Adding kaolin to the PP/LDPE blend 
composition reduced the impact strength from 1.68806 kJ/m2 to 
1.30425 kJ/m2 when increasing kaolin filler. On the contrary, the 
hardness of the PP/LDPE/Kaolin blends are increased by 
increasing the content of kaolin from 52.8 Shore D in samples 
without kaolin fillers to 58 Shore D in sample adding 14 wt.% 
kaolin filler. 
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 The integrating model becomes one of key trends in engineering design. The more the 
product has functional specifications, the more the industrial consumer apply in many 
fields. In this paper, a fusion design of architecture platform for autonomous system is 
demonstrated. It is greater due to combining the specifications of various types in 
commercial market such as driving structure, multi-functional model or autonomous level. 
Therefore, plentiful advantages of systems are converged into one platform. From 
customer’s requirements, the system parameters and specifications are offered to consult 
during the process of design. To compare with previous works, the enhancement of tractor-
trailer, lifting-carrier and auto-feeder using differential driving mechanism is merged 
successfully. The detailed design of prototype involves the development of hardware 
components and infrastructure. Later, the modeling of autonomous system is simulated on 
computer to meet the employed conditions. The force analyzing scheme helps to predict the 
working ability to complete their mission. To verify the proposed design, an experimental 
version of this system is tested in different cases. In mode of lifting carrier, the vehicle and 
cargo that become a rigid body, follow the reference trajectory in practical map. In another 
circumstance, vehicle plays a role as leader which take along with cargo, as follower. From 
these results, it can be seen that the proposed design is feasible, effective and capable in 
real world. In future works, a fleet of autonomous vehicles mixing multi-modes in the same 
map should be considered.  
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1. Introduction  

In the worldwide era, a large-scale system becomes more 
popular due to its huge advantages. Especially, in online shopping 
business, it needs a thousand of employers who work in 
distribution center or warehouse every day. Reducing the labor 
cost means that enormous profits are earnt. Therefore, the producer 
would always discover the methods to lessen the operating 
payment. One of common ideas is to use autonomous vehicle that 
carry goods to human operators [1, 2]. Various challenges had to 
be overcome in order to make this viable system, from design of 
robust autonomous vehicles, real-time communication, the 
coordination of vehicle and various control algorithms which 
permit the system to adapt and reconfigure itself leaning on the 
environment and working conditions. Generally speaking, 
grounded automated vehicle (GAV) is digested into several sub-

categories. Authors in [3, 4] posed the lifting type of vehicle to 
elevate cargo in production site. The veridical product has three 
wheels including one driven wheel and two driving wheels. Two 
driving wheels of GAV have independent brush motors while the 
other is passive wheel. This model is very widespread nowadays 
since its movement is free and high loading capability.   

The second one is forklift type with steering mechanism [5, 6]. 
This kind of vehicle often appears in port transportation, harbor 
storehouse or container yard. The main benefits are to provide 
heavy loading ability and powerful lifting mechanism. In most of 
its applications, it requires human to sit on. The diesel engine 
version is cheaper than one using electric engine. However, 
because its dimension is large, it needs more space to operate than 
others. In the other style of GAV, i.e. tractor-trailer transporter [7, 
8], the long combination vehicle is gradually becoming more 
public in certain circumstances because of vantages related to 
decrease costs for material transportation and diminish fuel 
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consumption. This research implements active trailer steering 
control to improve the maneuverability of long truck-trailer 
combinations. The problem of swept path width during cornering 
could be solved by nonlinear control strategies. The effectiveness 
of proposed approach is evidenced on experimental platform.  

In reality, there is a need to integrate these above vehicles into 
a compact unit. The emerging trend helps to overcome the existing 
limitations such as particular control problems of model type, 
enhancing carrier, reducing shared workspace, improving low 
speed maneuverability and so on. Besides, the saving cost on 
buying an integrated platform is rather than separated ones. In this 
paper, we present a fusion design of automated vehicle in multi-
applications. After the problem statement is given in Section II, the 
novel idea based on combining between lifting carrier and truck-
trailer model is to provide many expandable developments. The 
study of proposed pattern that is demonstrated in Section III 
enables the modern mechatronics system design. Section IV 
performs the actualizing works in each type whenever vehicle 
adapts to different scenarios. Later, the verification of proposed 
design is proved through experimental tests of Section V. Finally, 
some conclusions about this approach are commented for further 
development in Section VI. 

2. Problem Statement 

GAV or autonomous robot which is energized by electric 
power, play the role as a potential means of transportation in 
future. Due to great rewards in logistics, e-commerce, factory 
automation, social service and in some situations, public carriage, 
it has attracted the attention of industry and academic. There are 
numerous forms of classifications in GAV, such as wheeled 
structure, driving mechanism or their purposes. Referring to four 
wheels and driving by front-side, authors [11] investigated the 
control scheme to realize the yaw moment in presence of unknown 
mismatched disturbances. An integral sliding mode control was 
embedded into differential drive assistance steering (DDAS) to 
guarantee the transient control performance. In the case of 
complete failure of active front-wheel steering system, a robust 
composite nonlinear feedback strategy [12] to achieve path 
following was studied in detail. Besides, by utilizing fault-tolerant 
control with DDAS, an innovative multiple-disturbances observer-
based method was applied in considering the tire force saturations.  
With a variable speed integral PID controller and a coordinated 
control system based on adaptive weighting dependent vehicle 
speed [13], both the ideal steering wheel torque and expected yaw 
rate could be obtained. However, they are hard to employ in 
commercial market owing to unreachable real-time performance, 
especially in emergency stop case. Via driving mechanism in rear-
side, some car prototypes have been commercialized effectively. 
The control problem seems to be more difficult since the leading 
angle is adjusted lately. Furthermore, the head of car is light 
weight. It tends to be unstable when running at high velocity. To 
be more flexible, four wheels of electric vehicle have been driven. 
In [14], the wheel driving torque on each motor could be 
modulated precisely and continuously to attain not only 
maneuverability but also energy-saving mode simultaneously. The 
distribution strategy of torque control using multi-objective 
optimization was categorized into high layer and low layer. 
Although the developed method was simulated, the effectiveness 
of this approach has not verified in experimental platform yet. 

In the other configuration, the three wheels framework 
becomes one of key topics to develop. In [15], to decline the error 
dynamic stabilization problem, a nonlinear sliding mode control 
law is employed to surpass. The control organization is uniformly 
asymptotically stable if unknown disturbances and modeling 
uncertainties are bounded. It utilized the nonholonomic constraints 
and transitional trajectory to acquire feasible state trajectories. 
Though, in practical context, the mass changes incessantly and it 
is hard to measure inertial moment of whole system (vehicle and 
load) precisely. The most concern of two-wheeled configuration is 
balancing control algorithm. The reporters [16] analyzed a passive 
inverted pendulum model as an investigational device. The 
sampling effect of the digital control is simulated as a zero-order 
hold. The stabilization of the upright position is possible by 
choosing proper control parameters as function of the sampling 
period of the controller. There are many limitations such that 
nonlinear characteristics (friction, behavior of electro-mechanical) 
are not mentioned while they still occur in model. Also, the system 
coefficients are not prearranged exactly. Sometimes, the omni-
directional mobile robot including four mecanum wheels was 
installed in manufacturing fields. The authors [17] introduced the 
design and development of omni-based robot orienting to 
intelligent factory. The upper sections are named as control level 
and application level while the lower one is chassis frame. Each 
modularized wheel was located on a vertical suspension 
mechanism to ensure the moving stability and keep the distances 
of four wheels invariable. In the unknown semi-structured indoor 
environment, the data from a Kinect visual sensor and four-wheel 
encoders were fused to localize the mobile robot using an extended 
Kalman filter with specific processing. The existing difficulties in 
the model are to eliminate the slipping phenomenon on mecanum 
wheel and restrict loading competence.  

The other types of GAV are forklift truck and tractor-trailer 
vehicle. The prototype forklift is regularly applied in container 
yard, pallet-based storehouse or cold storage. The structure of 
forklift [18-20] entails of a single active rear wheel and two non-
driven front wheels balanced in electric stacker. Around the 
automatic forklift, several sensing modules, for instance, 
positioning encoder, laser scanner or GPS-indoor are often 
attached to collect environmental information. The drawbacks of 
forklift robot are too dangerous to actuate in medium or small-scale 
area, high maintenance cost and inflexible motion. In the 
coordinated control approach [21, 22], a tractor-trailer vehicle 
could be ensured to track trajectory and maintain vehicle 
kinematics restriction and dynamics maneuvers simultaneously. In 
the level of kinematics, linear quadratic regulator and model 
predictive control were used to assess the posture controller 
separately. For dynamics analysis, sliding mode control and global 
terminal sliding mode control were inspected to design the 
dynamic controller for the tracking of the desired velocities 
generated online. Nevertheless, the viability and application of this 
method are still questioned.   

As a result, the incorporated requirements become an 
inevitable trend in our era. The contributions in this paper are, (a) 
analyzing the fusing hardware of models between tractor-trailer 
form and lifting carrier form, (b) build up an experimental platform 
of GAV based on the analysis design positively and enforce it 
safely on working map.  
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3. Analysis of Fusing Model 

Based on the new trend of fusion, multi-function should be 
merged various roles into one platform. For instance, the 
autonomous vehicle is able to elevate cargo in vertical direction 
and pull freight horizontally. The vertical lifting vehicle modeling 
is illustrated as Fig. 1. It is assumed that vehicle and freight become 

a rigid body which has total weight vlm .  

 
Figure 1: Forces act on lifting type model. 

a : acceleration of rigid body 

loadP


: gravity force of rigid body 

loadN


: reaction force on plane due to Newton’s law 

ms loadF −


: friction force between wheel and plane 

kF


: driving force from motors 

 
Figure 2: Analysis of driving wheel actuator. 

According to second law of Newton, we have 

vl k ms loadF ma m a F F −= ⇔ = +∑
   

  (1) 

k vl ms loadF m a F −= +    (2) 

k vl load ms loadF m a P µ −= +   (3) 

The force kF  is estimated as 17,405 N approximately. It is 
considered that vehicle moves on high stiffness plane as Fig. 2. If 
there is no slipping phenomenon, then, the constraints of design 
parameters to avoid this problem must be met below condition. 

c kP P Pϕ≤ ≤    (4) 

where c k f i jP F P P P Pω= + + + +  

The force fP  helps maintaining driving wheel and plane in 
contact. 

' 'f vlP N m gµ µ= =     (5) 

The inertial moment of driving wheel wheelJ  is computed as. 

21 2
2wheel wheel wheelJ m r=   (6) 

The symbol wheelr  is radius of driving wheel. Therefore,  

2
wheel

j vl
wheel

JP m a
r

 
= + 
 

  (7) 

Due to the movement on flat, the drag force iP  could be 
cancelled. The volume of vehicle is small, hence, the air resistance 

force Pω  is ignored.    

By choosing adhesion coefficient 0.7ϕ = , the force Pϕ  is 
determined as.    

vlP m gϕ ϕ=     (8) 

A relationship between driving force and moment of driving 
wheel is presented as. 

1
k

wheel

MP
r

=     (9) 

As a result, the moment of driving motor 1M , which is 
essential to control the system, should be complied with following 
constraint. 

12,71 24,89M≤ ≤   (10) 

 
Figure 3: Forces act on tractor-trailer type model. 

To certify the operation of truck-trailer type, an analysis of this 
modeling is shown as Fig. 3. The leader and follower are connected 
via a hook. The first vehicle is active drive while the other is 
passive one. In this case, we concern on interacting forces among 
them and angular driving wheels. 
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Theoretically speaking, the leader vehicle obligates to provide 
larger traction force to drive a chain of followers. This additional 

force is deliberated as 
'

kF . Thus, the new force 
new

kF that is 
necessary to drive whole system is denoted. 

'new
k k kF F F= +    (11) 

Consider that it pulls the followers not greater than its weight. 

Adding the safe ratio as our experiences, the new force 
new

kF could 
be rewritten as. 

2, 2new
k kF F=    (12) 

Besides, the factors (material, structure or inside components) 
of driving wheel would affect on adhesion coefficient ϕ . The 

estimated moment of driving motor 2M  is renewed as. 

24,32 38,73M≤ ≤    (13) 

4. Fusion Design in Proposed Hardware  

In this section, the detailed design of proposed model is 
mentioned. Fig. 4 shows the inside frame of mechanical parts in 
vehicle. Generally speaking, the architecture of system is classified 
into three main layers (base, middle and lifting layer) and one 
intermediate layer. The base layer is the lowest one and stiff 
enough to bear the entire mass of whole system. The driving 
mechanism connoting DC motors with gears, drivers, soft 
couplings, battery, electric cylinder and so on, is located on base 
layer. Four rolling actuators that are hang on middle layer play a 
role as feeding actuator automatically. One electric cylinder is 
situated at center of the middle layer to upraise goods. Eventually, 
the lifting layer is at top. The electromagnetic lock, dwelling in this 
layer, is exploited to pull load horizontally. The intermediate one 
is a framework for holding and suspending among layers. 

1-Driving wheels  

2-Bearing 

3-Soft coupling  

4-Jig of motor 

5-DC motor   

6-Caster wheel 

7-Loadcell   

8-Shaft of intermediate layer 

9-Battery tray   

10-Electric piston 

11-Inductive proximity sensor  

12-Linear actuator 

13- Electromagnetic lock  

14- Lifting layer 

 
(a) 

 

(b) 

Figure 4: Vertical view (a) and horizontal view (b) of hardware structure design. 
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Figure 5: Diagram of data and control bus in proposed system. 

Fig. 5 demonstrates the threads of data transmission and 
elements of control scheme in proposed system. It is powered by 
32-bit MCU up to 168 MHz with floating point unit, 1 Mbyte flash 
memory, 192 Kbyte RAM, various I/Os, three channels of 12-bit 
ADC, two channels of DAC providing high performance and wide 
range of applications. For the internal signals, the data bus 
accommodates exchanging information (sensors or network 
protocol) whilst the control bus encompasses synchronizing 
interface (actuators, drivers). Due to centralized control method, 
the system is effective, reliable highly and simple to debug. 
However, to enlarge the real time performance, the coding needs 
to be optimized in firmware level. 

The navigation problem of vehicle is also an attractive issue in 
control of system. The Radio Frequency Identification (RFID) 
technology is involved to lessen the burden data transmission. In 
each crossroad or corner, RFID card is occupied under the line 
guide. In the bottom side of vehicle, the card reader is stayed at 
central point to read and notify the unique code to host computer. 
The operator, who sits in center control room, could determine 
where the system locates in working map. 

5. Research Results 

It has been known that the combining approach must deal with 
various challenges and the gap between computational design and 
real world should be as small as possible. Henceforth, the system 
is validated experimentally in real scenario shown in Fig. 6. The 
architecture of control topology consists of local controllers and 
central one. The main microprocessor in local controller is 
powerful with high computing ability, fast processing and 
expandable peripherals.  The host personal computer is with i7 
core, high speed clock and visual monitoring capability. The 
supervisor would stay in control area to supervise the operation of 
system. The local controllers and central manager are contacted via 
wireless communication. The control messages are unceasingly 
transferred among them to prevent unfortunate incident.  

 
Figure 6: Experimental model of proposed vehicle. 

 
Figure 7: Overview of mapping area in workspace. 

To imitate the practical situations in factory or distribution 
center, an overview of mapping working sector is drawn in Fig. 7. 
For multi-agent system, there are two reference regions are in 
parallel to enhance industrial productivity. The start points, 
charging section and conversing node are formed to offer various 
circumstances. At initial stage, vehicle moves to cargo’s location 
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and bring to target position. In the case that the cargo must be out 
of storage, vehicle takes to conversing node. The battery 
management is gathered at charging station. Whenever level of 
energy is low, autonomous vehicle sends a notification to host 
server and move to charging node. 

 
Figure 8: Experimental test scenario of tractor-trailer model. 

 
Figure 9: Experimental test scenario of lifting model. 

The shelf of cargo is made of steel and its height comply with 
industrial standard. There are only two floors, but its floors can be 
extendable. Four caster wheels are attached under the shelf to assist 
the free motion. The experimental validations include two-fold: 
first, vehicle begins at start point, it passes serial points to target 
position. Then, the lifting layer is gone up as height as the bottom 
floor of shelf. At that moment, the local controller activates 
electromagnetic lock to maintain force. It drives the shelf 
according to reference path as Fig. 8. The reverse process is 
actuated in target position: inactivate the electric lock, lift down 
and gradually move to next position.  

Sequently, the lifting mode is experimented as Fig. 9. In this 
case, the autonomous vehicle is compelled to accomplish the 
mission: brings the rack of payload from initial position to final 
location. Launching at start point, it comes to site of shelf by 

tracking linear and circular path. Later, vehicle orders lifting part 
to move up elevating the shelf. At this time, vehicle and cargo 
become a rigid body. Both of them are conveyed to final place and 
released there. The grounded robot could come back start point and 
ready for next task. 

Table 1: Comparative Tracking Error Results in Experimental Tests 

Test case RMS Average 
Lifting model 0.157 0.268 
Truck-trailer model 0.082 0.194 

 

 
(a) 

 
(b) 

Figure 10: Experimental performance of truck-trailer model, (a) tracking error, 
(b) velocity of left wheel and right wheel. 

The monitoring parameters in this study are tracking errors and 
control speeds. In differential drive, the variations in velocity of 
left and right wheels have an effect on directional movement. The 
tracking error governs the output performance in whole system. 
Fig. 10 and Fig. 11 show experimental results in two case studies 
respectively. In truck-trailer test, the leader must take a follower 
behind carefully. The motion of trailer affects on tracking error of 
front-runner. If leader moves so fast, it tends to deviate from 
reference path at corner. Otherwise, the force is too small to steer 
a follower or time-consuming motion costs too much. 

In lifting test, the weight of whole system including total mass 
on shelf plus itself is heavier. Consequently, the motion seems to 
be more difficult. The value of tracking error, in this scene, is larger 
than others while the velocities of wheels are adjusted 
continuously. To visualize the differences in two cases, Table 1 
reports the tracking error (Root-Mean-Square value and average 
value). From these results, it could be seen obviously that tracking 
error in lifting mode is larger than one in truck-trailer mode. The 
reason is that the control scheme drives harder when vehicle and 
cargo become a rigid body.  
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(a) 

 
(b) 

Figure 11: Experimental performance of lifting model, (a) tracking error, (b) 
velocity of left wheel and right wheel. 

6. Conclusions 

In this paper, a multi-purposes implementation for autonomous 
grounded vehicle is fused into an unique framework in practical 
factory. The proposed design is feasible, low cost and complies 
with industrial solicitations whilst it still conserves flexible 
motion. Furthermore, the integrating approach ensures that it is not 
only useful in various applications, but also it provides wide 
development trends, such as smaller, smarter or more convenient. 
From the successful results of research, it could be achievable in 
logistics, manufacturing industry, material transportation and 
training. 
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 Metals of lead and some lead alloys, lead oxide, nickel and cobalt were recovered from 
exhausted battery by combined hydrometallurgy and pyro metallurgical method. The spent 
batteries were dismantled and leached in hot 2M and 5M nitric acid. The unleached fraction 
was heated with sodium carbonate to produce lead oxide. Salts in the leached solution were 
analyzed by Inductively Coupled Plasma ICP. Lead was precipitated as hydroxide on cold 
with ammonia. Nickel and cobalt metals in solution were extracted by solvent extraction 
using LEWATIT MP 600 ion exchange resin. Metals loaded by the organic phase were 
stripped by HCl. Metals hydroxides were reduced with ascorbic acid or hydrazine hydrate 
to ultrafine free metals, Lead alloys were prepared by encapsulating the alloying metal 
oxide or organic salts in the host lead metal and heated at 800 °C. The end products were 
investigated with Energy-dispersive X-ray spectroscopy (EDX), X-ray diffraction (XRD), 
X-ray fluorescence (XRF), Inductively Coupled Plasma (ICP), and Scanning Electron 
Microscope (SEM).  Results revealed that the spent grids contain 94.2 % lead, aluminium 
0.12% nickel 0.05 % and cobalt 0.053 %. The particle size of the reduced metals was found 
in range of 15-60 um, LEWATIT MP 600 ion exchange resin is specific adsorbent for nickel 
and cobalt. Distribution constant Kd value of the stripping step decreased in the order Ni 
and Co. Lead-Al-Mg alloy was prepared by heat treatment of terminal taps at 500 °C. The 
obtained lead alloys were investigated with EDX and SEM. The extent of recovery of lead 
metal and lead calcium aluminum alloy amount to 94.3% and 96.4% with high purity. Lead 
-calcium alloy was homogeneous and contain calcium particles with 5 ums.  

Keywords:  
Rechargeable batteries 
Pure lead 
Secondary lead-aluminium 
Magnesium alloy 
Nickel and cobalt  
Hydrometallurgy 
 

 

 

1. Introduction 

Rechargeable batteries are usually used for temporary power 
supply in general and in houses in particular in case the main power 
shutoff accidentally The Bureau of Mines [1] has investigated an 
electrolytic recycling process to recover lead and improve 
secondary recovery of metals and minerals from scrap batteries 
Metallic fraction of the crushed batteries is directly melted and cast 
as anodes for electro refining The sludge is leached with 
ammonium carbonate [(NH4)2CO3] and ammonium bisulfite 
(NH4HSO3) to convert lead sulfate (PbSO4) and lead dioxide 
(PbO2) to lead carbonate (PbCO3), . . The lead metal grids and 
plates are separated from the sludge by ball milling, washing, and 

screening by the Betts process using waste fluosilicic acid as the 
electrolyte. 

Battery is made of  groups of plates connected together by 
external flag terminal made of lead alloy. Lead oxide(s), sulphate 
powders filling in the grids openings to form the electrically active 
material. In the charged state, the negative plate paste is lead-
calcium grid loaded with lead sulphate; the positive electrode is 
lead dioxide. Both of these lead materials are in a spongy form to 
optimize surface area and thereby maximize the electrical capacity 
[1]   The conductivity media is potassium hydroxide in low 
quantity just sufficient to moisten the electrode paste. In the 
discharging state, the negative lead plate loses electrons and got 
oxidized to a higher lead oxidation state. Lead-calcium alloy 
provides benefits of good grid density, conductivity, & tensile 
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strength. It reduces water consumption over life of battery, it also 
reduces electrolyte & hydrogen gas evolution. Better self-
discharge characteristics- (typically .05% per day at 25°C) is 
attained with this alloy together with stable rate under float charge 
over the life of the battery and constant current draw [2]   Chen et 
al [3] repor4ted recovery of lead from fly ash of waste lead-acid 
batteries. The lead salt is lead sulphate (PbSO4) and lead oxy 
sulphate (Pb2OSO4). Nitric acid and sodium hydroxide were used 
for leaching of the fly ash sample. With S/L of 60 gL-1, the leach 
extent of Pb was 43% and 67% in 2M acidic and basic solutions, 
respectively. Anglesite is soluble in NaOH whereas lanarkite is 
mildly soluble in HNO3. Lead metal was recovered by electrolysis 
from the leach solution with the help of an electrolytic cell fitted 
with graphite coated with titanium (Ti-DSA) anodes and stainless-
steel cathode. Properties of anodes deposited with lead dioxides 
were analyzed by cyclic voltammetry... Junqing et al, 2012,  [4] 
recovered method, in which high purity metallic Pb is directly 
produced by electrolyzing PbO obtained from waste lead acid 
batteries in alkaline solution  A hydrometallurgical process has 
been proposed [5, 6] to recover valuable metals from spent lithium-
ion batteries in citric acid media. A process was reported including 
the steps of calcinations of a spent paste treated with an alkali 
carbonate or hydroxide or any mixture thereof, and elemental 
sulphur at a temperature of up to 600° C., followed by washing 
with water. The heat treated and washed paste was dissolved in an 
alkali molten electrolyte, and lead was electro-won from the alkali 
molten electrolyte. The spent electrolyte was reused in the process 
[7]. Molten flux salts displayed good thermal stability and solvent 
properties; these characteristics helped their use in materials 
preparation [8], solar power plants [9], and the getting rid of paints 
or coating from metal surfaces [10]. An up to date technology, 
adapted a molten salt to the smelting processes of antimony and 
bismuth through the use of sodium hydroxide and a mixed molten 
salt in the NaOH–Na2CO3 2CaO system [11, 12]. Separation of 
minor elements using Lewisite exchange resin was reported by 
Badawy et al. [13]. Yoheeswaran1 et al [14], recovered lead metal 
from used lead acid batteries, by the hydrometallurgical method. 
The treatment of used batteries for recovering lead was claimed to 
be important from the point of view of lead production as well as 
pollution abatement as otherwise the battery scarp leads to serious 
disposal problems. The pyrometallurgical and other methods 
suggested in the past decades, were found to be impracticable, and 
a new method was investigated. Lead metal recovery from spent 
lead acid batteries applying an electrochemical method comprising 
two successive steps; lead leaching and electrode position. It was 
found that 95% of lead metal was leached by 2M of nitric acid and 
the electrode position step more than 90% of lead metal could be 
recovered with low current efficiency from the leaching solution. 
The method adopted was reported to be promising and had great 
potential for removal of lead from used lead acid batteries. E-waste 
generation was growing at about 15% and is expected to cross 
800,000 tons per year in 2012 in some countries like India. The 
composition of spent batteries was very diverse and contained over 
1000 different substances, which falls under organic and inorganic 
fractions [Viraja Bhat, 15]. Yunjian Ma and Kiqyiang Qui [16] 
investigated a compatible environmental process consisted of 
hydrometallurgical desulfurization and vacuum thermal reduction 
to recycle lead. Lead paste was desulfurized with sodium 
carbonate, by which, the content of sulfur declined from 7.87% to 
0.26%. Charcoal was used to reduce the desulphurization lead 

paste under vacuum. Under the optimized reaction conditions, i.e., 
vacuum thermal reduction at temperature 850 °C under 20 Pa for 
45 min, 

The aim of this work is to extract metal lead. Lead aluminium-
magnesium alloy and some salts from exhausted plates and grids 
of electrolyte-free rechargeable lead batteries... Recovery of lead 
metal was performed using hydrometallurgical and pyro 
metallurgy whereas the alloying elements of aluminium and 
Magnesium were extracted by solvent extraction technique, 
Parameters influencing these processes such as temperature, time, 
and pH value and mole ratio of the reagents were studied. 

2. Materials and Methods 

2.1. Experimental Details 

A sample of about ten Kg of used rechargeable lead batteries 
was supplied by the waste collection stores, Cairo. The sample was 
washed with water and left to dry in normal ambient conditions. 
Figure 1 shows a photograph of the collected spent rechargeable 
acid lead batteries 

 
Figure 1 Different models of the spent batteries used in this study 

 
The chemicals used for leaching, precipitation, separation and 

salts preparation were chemically pure grade. Nitric, formic, acetic 
acids and calcium carbonate, oxide and hydroxide. Sodium, and 
potassium were of ADWIC supplier (Egypt) Table 1 summarizes 
the properties of chemicals used. 

Table 1 Properties of the chemicals used in this study 

Supplier Purpose Properties Product 
CH3COOH 

 
Nitric acid 

 
 

H2SO4 
 

HCl 

90 % 
 SP. Gr. 1.044 – 
1.049 
SP.Gr.1.18 (AR) 
Min. assay 36 % 
Fuming 69 % 
H2SO4    95-97%      
Extra pure 
 
SP.Gr.1.18 (AR) 

 

 
 
 
 

Leaching 
Process 

 

 
Riedel- de 
Hein 
ADWIC 
 
 
Riedel- de 
Hein 
 

ADWIC 

Ca 
carbonate, 

EJSF2 
Ca oxide 

99.3, 1.6 um 
3.34 g/cm3, 1.57 

um 
 

 
Synthesis 
process 

Green 
Egypt 
Sigma 

Aldrich 
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                                                              lead battery cell. 
 

                                                  Spent batteries collection 
 

                              Dismantling of batteries (semi-automatic) 
 
 

                           Washing with distilled water (25 through 100°C) 
 

                                                         Filtration 
 
 

                          Solid                                                     Solution 
 

            Lead- grey plates,                                       
          Lead grids, Lead sulphate                                     rinsing water (discard)   
                    And oxide powder 

 

Fig. 2 A conceptual process flow sheet to method to recover lead and lead alloys from exhausted rechargeable acid. 
 

                                                                    Lead Plates  

 

                                           Leaching with nitric acid               Pb NO3 (solution)          

 

                         Ascorbic acid                             Pb (OH) 2                     Addition of ammonia 

     

                                Filtration              filtrate           solvent extraction              

 

                                     Lead metal                                  Ca salts            separation of Ni, Zn, Co                                   

                                                                                                                     By ion exchange resin 

 

                                          Heating at 800°C                   Pb alloys                  stripping of Ni, Zn and  

 
 

Fig. 3 Process flow sheet for the preparation of lead alloys from spent grids of the battery 

Organic solvents were used to extract soluble ions of some 
metals that go into the filtered solution after the leaching process. 
Table 2 shows the type and properties of the solvents used.  

An ion exchange resin Lewatite MP 600 (Merck) was used for 
ion exchange experiments. It was converted to chloride form 
before use by thoroughly washing with 0.1-2 M HCl acid in a 
column for 3 days. It was then washed with aqueous ethanol 
(70%). The treated resin was then dried under vacuum at 25°C.  

A dyestuff of 4-(2-pyridylazo) resorcinol (product of Merck) 
was used weighing 10 g of molecular weight amounting to 215.21 
was used. A 0.02 M stock solution was prepared by dissolving 
0.538 g in 0.25-liter 80 % aqueous ethanol. Standard 0.2M bi-
sodium hydrogen phosphate Na2HPO4 and 0.1 M citric acid 
C6H8O7.H2O solutions were used as buffer solutions for pH 
control. 
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Table 2 Properties of the solvents used in this work 

Solvent # Property Solvent # Property 

(1)  Acetic 

acid 

(0.1M – 1M) (3) Acetone 

/water 

25%-75% 

(2) Ethanol/ 

water 

10% - 75% (4) Diethyl 

ether 

50 % 

 
2.2. Method of leaching and preparation of lead-calcium alloy 

from SLB.  

Figures 2 and 3 show a process flow sheet of the applied 
method to recover lead and lead-alloys from exhausted 
rechargeable acid. 

An ion exchange resin Lewatite MP 600 (Merck) was used for 
ion exchange experiments. It was converted to chloride form 
before use by thoroughly washing with 0.1-2 M HCl acid in a 
column for 3 days. It was then washed with aqueous ethanol 
(70%). The treated resin was then dried under vacuum at 25°C.  

A dyestuff of 4-(2-pyridylazo) resorcinol (product of Merck) 
was used weighing 10 g of molecular weight amounting to 215.21 
was used. A 0.02 M stock solution was prepared by dissolving 
0.538 g in 0.25-liter 80 % aqueous ethanol. Standard 0.2M bi-
sodium hydrogen phosphate Na2HPO4 and 0.1 M citric acid 
C6H8O7.H2O solutions were used as buffer solutions for pH 
control. 

2.3. Method of leaching and preparation of lead-calcium alloy 
from SLB.  

Figures 2 and 3 show a process flow sheet of the applied 
method to recover lead and lead-alloys from exhausted 
rechargeable acid. 

2.4. Determination of lead and other metals in the battery.  

Lead. Calcium and other metals content in the exhausted grids 
were determined by XRF.  Leaching was done by 3M nitric acid. 
The obtained leachate was analyzed by ICP. The unleached residue 
was also analyzed by XRD. 

2.5. Description of the method used to extract minor metals in 
the leached solution   

The method used was given by Badawy et al. [13]. The resin 
was de-mineralized by packing 1 g of the resin in a glass column 
through which HCl acid (2M – 0.01 M) was passed for nearly three 
days to assure that all the resin converts to the chloride form. It was 
leached with 1 L of 1% (NH4) OH followed by 1 L of 4% sodium 
sulfate solution. The pH of the prepared metal salt solution(s) (≈ 
100 mL) was adjusted to the required value by addition of the 
buffer solution before starting the adsorption experiments. The pH-
adjusted solution was then run through the resin in the column. Ion 
exchange experiments were conducted by packing 0.2 g Lewisite 
MP 600 in the column. A solution containing the metal ions was 
then poured onto the top of the column and allowed to flow at a 
rate of 0.5 mL/min. The solution was recycled through the column 
for completely satisfying adsorption of the metal ions.  

The effluent was collected in a separating flask. The chloride 
content in the aliquots from each leach was determined by titration 
against standard 0.05 N silver nitrate using potassium chromate as 
an indicator. Stripping of the loaded metals was conducted by 
eluting with 4 M HCl solution. The collected chloride solutions 
were separately concentrated by evaporation under vacuum. 
Chloride was either electrolyzed to prepare the respective metal or 
converted to insoluble carbonate that was reacted with the acid of 
concern (inorganic or organic) to prepare the required salt.   

Determination of chromium, zinc, cadmium and nickel ions 
was carried out with the help of a UV-visible atomic absorption 
spectrophotometer Milton Roy model 20D for the resin and the 
metals ions determination. 

The pH-adjusted solution was then run through the resin in the 
column. Ion exchange experiments were conducted by packing 0.2 
g Lewisite MP 600 in the column. The solution containing the 
metal ions was then poured onto the top of the column and allowed 
to flow at a rate of 0.5 mL/min. The solution was recycled through 
the column for completely satisfying adsorption of the metal ions.  

The effluent was collected in a separating flask. The chloride 
content in the aliquots from each leach was determined by titration 
against standard 0.05 N silver nitrate using potassium chromate as 
an indicator. Stripping of the loaded metals was conducted by 
eluting with 4 M HCl solution. The collected chloride solutions 
were separately concentrated by evaporation under vacuum. 
Chloride was either electrolyzed to prepare the respective metal or 
converted to insoluble carbonate that was reacted with the acid of 
concern (inorganic or organic) to prepare the required salt.   

Determination of chromium, zinc, cadmium and nickel ions 
was carried out with the help of a UV-visible atomic absorption 
spectrophotometer Milton Roy model 20D for the resin and the 
metals ions determination. 

The pH value was measured by a based bench pH meter 
(Hanna model 211) fitted with HFB electrode.  Measurements 
were conducted at 25°C ± 0.2°C. 

The exchange capacity of the resin εr was computed from the 
following relation, Kunin, [17].  

Εr =  V(AgnO3). N (AgNO3)     x100    …….. (1) 
Wr 

Where V is the volume, N is the normality, W is the weight of 
the resin sample. 

The distribution coefficient Kd was determined from the 
relation given by John et al. [18] 

                                   ΔC x Vmetal solution  
         KD = =                                             ….           (2) 

                                             Cf. g 
 

Where ΔC is the change in concentration of the metal in 
solution before (Ci) and after the experiment (Cf), V is the volume 
and g are the weight of the resin. Sorption extent (%) was 
determined from the relation reported by Fethiye and Erol 2005 
[19]. 

Sorption % = Δ C / Ci x 100                                (3) 
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2.6. Method of preparation of the metals and their salts 

The exhausted batteries under investigation were dissolved in 
1.1 stoichiometric ratios of 3 M nitric acid at room temperature till 
complete dissolution (usually takes time). The volume of the 
solution as adjusted to 250 ml by distilled water. The nitrate 
solution was treated with an ammonia solution. The prepared 
nitrate or hydroxide salts were used to prepare free metals of lead 
or base metals by reduction with ascorbic acid or to prepare 
carbonate, chloride, sulphate, format, oxalate, citrate and acetate 
salts...  

3. Results and Discussion 

Fig. 4 shows the XRD of the lead paste. It is seen that the major 
content is lead sulphate, lead oxide while lead dioxide is minor. It 
is seen that major peaks appeared with intensity > 600 at 2θ 20-35 
are assigned to the presence of lead sulphate, lead oxide PbO and 
lead dioxide PbO2.  These compounds were also detected with 
lower intensity (<200) at 2θ ?50 -< 80. Fig 5 shows the XRD 
pattern examined at low 2θ value of 18 and more. Fig. 5 confirms 
the presence of minor elements of nickel and cobalt. Table 3 
confirms the presence of these minor elements. It is worth noting 
that lead alloy with this composition is recommended in the 
manufacture of batteries to help adequate mechanical and thermal 
stability of the battery during recharging and discharging 
operations. 

 

Figure 4 The XRD of the lead paste 46 

It is seen that lead metal conistitutes the major element that 
amounjts to 94.2 % by weight. Other elements are in minor 
percentages. It is also seen that the weight percentage of these 
minor elements decreases in the order Si, Al, Ru, Zr, Co Ni, Cu 
and Zn. The common elements in commercial use aovered by 
solvent extraction technique. 

This is very clear that lead compounds in grey plates were lead 
sulphate. The lead compounds in the brown plates were lead oxide 
and partly lead dioxide. Lead compounds decreased in the order 
sulphate, oxide and dioxide. Concerning the minor compounds, Ni 
and cobalt were present nearly in equal amounts (Fig. 3). Table 3 
shows the elements present in the exhausted plates as detected 
by XRF analysis. 

It is seen that lead metal is the major element that 
constitutes 94.2 % by weight. Other elements are in minor 

percentages. It is also seen that the weight percentage of these 
minor elements decreases in the order Si, Al, Ru, Zr, Co-Ni, 
Cu and Zn. The common elements in commercial use are Ni 
and Co and Zn. These were recovered by solvent extraction. 

 
Figure 5 XRD pattern of the minor elements in the battery positive plates 

Table 3 The XRF analysis of the elements present in the exhausted plate 

technique.   Fig. 6 shows the extent of leaching lead from the spent 
plates using 2M and 5M nitric acid at room temperature. The use 
of sulphuric acid instead of nitric acid was discarded because the 
reaction stopped rapidly because lead sulphate is immiscible in 
water.  It can be seen that the leaching process takes time to react 
with lead compounds. The extent of leaching increases with time 
to give the maximum extent of 38.4 % after 7 days with 2N acid. 
More concentrated nitric acid (5M) gives less extent of leaching 
(32 %). using 2M and 5 M nitric acid at 80  °C shows that 5M  
nitric is more reactive as compared to 2M concentration. After 6 
days the maximum extent of leaching amounts to 38$ and 14 $  
with 5M and 2M respectively 

Figure 7 shows the effect of time on the leaching extent of the 
brown paste of the battery using 3M and 5M nitric acid at 80 C. It 
can be seen that the extent of leaching increases linearly with 
increase in time attaining a value of about 40% after 6 days. The 
corresponding value taking place with 3M acid  amounts to about 
10%.  Figure 8  shows the effect of nitric acid concentration on 

Metal % wt. 

Lead 

Nickel 

zinc 

Cobalt 

Copper 

Zirconium 

Rhobidium 

Aluminium 

Silicon 

 

94.2 

0.05 

0.0030 

0.053 

0.0272 

0.0727 

0.0842 

0.12 

0.24 
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leaching lead sulphate and lead oxide  at room temperature for 6 
days. It is seen that lead sulphate displays a higher extent of 
leaching compared to lead oxide up to 5 days. After 6 days  lead 
oxide is readily more leached as compared to lead sulphate.  

 
Figure. 6  Effect of time on the leaching extent of grey grids using 2 M and 5 M 

nitric acid at room temperature 

 
Figure 7. The effect of time on the extent of acid leaching of brown paste using 

2M and 5M nitric acid at 80°C 

Fig. 9 shows the effect of temperature on the leaching extent of 
lead oxide present in the battery. It can be seen that increasing the 
leaching temperature increases the leaching extent. The optimum 
acid concentration is 3.5 M. 

Fig. 10 shows the coefficient of distribution Kd value of Zn 
ions extracted from the leaching solution using the exchange resin 
Lewatite. with different concentration of Zn as affected by the 
amount of the ion exchange resin added at room temperature. It 
can be seen that the coefficient extent decreases regularly with the 
corresponding increase in the amount of the used resin and the 
concentration of Zn ions in the solution.  

 
 

Figure 8  Effect of nitric acid concentration on leaching lead sulphate and lead 
oxide  at room temperature for 6 days. 

 
Figure 9 Effect of temperature on the leaching extent of lead oxide present in the 

battery. 

 
 

Figure 10 The Kd value for Zn from solution with different concentration of Zn as 
affected by the amount of the ion exchange resin 

Fig. 11 shows The Kd value for Co from solution with different 
concentration of Co as affected by the amount of the ion exchange 
resin. It can be seen that with and the same metal ion concentration 
in the solution,  the Kd value increases with the decrease in 
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concentration. This statement is logic as given in equation (2).  The  
value of the denominator decreases  that gives a corresponding 
increase in Kd value. The effect of change in g value is less 
significant as compared to the change in C value.  

 
 

Figure 11  The Kd value for Co extraction from solution with different 
concentration of Co as affected by the amount of the ion exchange resin 

Figure 12 shows the effect of pH value on the Kd value with 
nickel ions. It can be seen that the effect of pH becomes significant 
at values ≥ 8.5. At pH 9 the Kd value is highest. Fig. 12 confirms 
the same findings obtained with Zn ions given in Fig. 13. 

 
 

Figure 12  The Kd value for Ni extraction from solution with different 
concentration as affected by the pH value of the extraction medium 

Fig. 14 shows the effect of type of solvent on the obtained 
metal powder after stripping.  It iss seen that solvent 2 gives Ni and 
Al in nanosize.  Solvent 1 gives the same effect with Aluminium. 
Other solvents give metals with larger size. 

 
 

Figure. 13 Effect of pH value on the Kd value with Zn ions. 

 
 

Figure. 14 The effect of type of solvent on the obtained metal powder after 
stripping 

Table  3 shows  that lead content in the battery amounts to 94.2 
% by weight  together with other 8 elements in a minor percentage. 
Leaching process in this study was carried out at room temperature 
to save energy although it takes time. The chemical reactions to 
leach the detected metals taking place according to 

M+xHNO3               M(NO3)x-1NO2 + H2O.…..                  {1} 
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Table 4  shows the prepared salts from the spent battery and its 
purity extent. Table 5 shows the chemical composition of the 
residue 

Table 4 the prepared salts of lead and its purity extent 

Lead 
salt 

Added  
reagent 

Prepared 
salt 

Purity of 
product 
 

Lead 
nitrate 

Sulphric 
acid 

Lead 
sulphate 

99.6 

 HCl Lead 
chloride 

99.2 

    
 Sod. 

carbonate 
L:ead 
carbonate 

100 

lead 
hydroxide 

Acetic 
acid 

Lead 
acetate 

pure 

 Oxalic 
acid 

Lead 
oxalate 

pure 

 Formic 
acid 

Lead 
format 

pure 

 Citric 
acid 

Lead 
citrate 

pure 

The unleached fraction remaining after nitric acid leaching was 
analyzed by XRF. 

According to the law of mass action, increasing the nitric acid 
concentration  in the reactants would enhance  the leaching extent 
of lead oxide whereas lead sulphate was unleached. This finding 
finds support from the fact that sulphate radical is strong to be 
leached with nitric acid at room temperature. The leaching process 
is judged by the results given in Fig. 8. The nitrate salt was 
converted to hydroxide with the action of ammonia solution. This 
step was necessary to reduce the hydroxide gel to elemental 
nanoparticles of lead by ascorbic acid as follows: 

Reduction of metals hydroxides 

Ascorbic acid reduces hydroxide salts of lead and basic metals 
to free fine particles as follows 

Pb (OH)2 + 2 ascorbic acid               2H2O + Pb + 2 oxidized 
ascorbic acid. 

HO           OH                                                           

                                                                                                                                                                                                                                                                              
                     H    O           OH                                                 
HO                                  
                                                                                                                            
HO                                                                   
O                OH                           H2O  +   
                                                                                                 
HO 
          + 2            HO            OH                                     

                                                                                                       
+2       OH        OH 

Lead hydroxide           + 2 ascorbic acid            water     lead metal        
oxidized ascorbic acid 

Table 5 the chemical composition of the residue 

Plate  Composition 
Grey  
Brown 

Lead sulphate  100% 
Lead oxide PbO/PbO2 

Lead metal in battery plates is present in three forms; a grid 
made of lead alloy in the form of net-shaped structure loaded with 
lead sulphate or lead oxide-free metal. Heating the terminal tap of 
the battery gives lead alloy composed of lead-aluminium-
magnesium as revealed from EDX pattern confirmed with SEM 
image given in Fig. 14. It is composed of 95.83 % wt  Pb 1.25% 
Mg and 2.92 % Al. SEM/EDX is a combination tool, with two 
instruments working in partnership [20]. These two instruments 
operate simultaneously to complement each other’s data 
acquisition, guided by the instrumental operator. Scanning electron 
microscopy (SEM) provides an image (i.e., morphological 
information or surface features) on a magnified scale—X 10 to X 
100,000, although the usual range is perhaps X50 to X5000.  
Energy dispersive x-ray (EDX) determines the elemental 
composition of an area, with a sensitivity of perhaps 0.1 to 1 per 
cent composition and with a spatial resolution of 1 µm. EDX is 
commonly used for elements with atomic number ≥11 (sodium), 
but thin window EDX systems can also detect elements with 
atomic number ≥5 (boron). With these two instruments operating 
together, the instrumentalist can scan areas of potential interest, 
zoom in with higher magnification, and determine elemental 
compositions in selected areas of interest. 

Lead is a soft and ductile metal and lead alloys are used on a 
large scale. The alloying elements may be antimony, tin, arsenic, 
and calcium are. Antimony is used to give greater hardness and 
strength, as in storage battery grids (0.5 to 25%), sheet, pipe, and 
castings. Antimony contents in the lead-antimony alloys are 
usually 2 to 5%.  

 
Figure 15 (a) The EDX of the melted terminal tap, (b) the SEM of Pb Al alloy. 
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Fig. 15 shows the EDX and SEM images of lead obtained by 
melting the terminal tap of the battery under an inert atmosphere.  
Fig 15 {a} is the EDX pattern of a lead alloy of the terminal tap. 
Fig. 15(b) is the SEM of the Pb Al. Alloy after annealing at 500 °C 
Results revealed that only 15-20 % of lead is obtained by simple 
heating of all the battery plates even in reducing conditions.  It 
becomes legitimate to apply the modified method capable to 
produce the high extent of lead recovery. In this context, 
Yoheeswaran1 et al., [15], reported that the recovery of 95% of 
lead metal from lead-acid batteries by 2M of nitric acid It is found 
that 95% of lead metal was leached and more than 90% of lead 
metal can be recovered by electrochemical method with low 
current efficiency from Pan the leaching solution.  

 
EDX pattern of lead Ca, 0.18 %, 3% Al, 94% Pb 

 
EDX pattern of lead Ca0.08 % 

 
Pb 93.66% Ca 0.32 %, Ca 0.32 %, 

Figure. 16 EDX pattern of lead alloys containing different alloying elements. 

The method adopted seemed promising and had great potential 
for removal of lead from used lead-acid batteries. Fig. 16 shows 
the EDX pattern of lead alloys with calcium (0.018% and 
aluminium 0.03%, lead alloyed with 0.08% calcium and 0.32% 
calcium. In this pattern, the main electron beam appeared at 3.00 
Kev is stable at a relative height of 66.2 % with all alloys is 
assigned to elemental lead. The spectra of the alloying elements 
appeared at 11 Kev with lower relative height pf 10 % and 7 % are 
for Al and Calcium respectively [22]. 

Unified Numbering System (UNS) designations for various 
pure lead grades and lead-base alloys is as follows [23].  

• Pure leads L5xx00 - L5xx99  

• Lead - calcium alloys L5x700 - L5x899  

• Lead - strontium alloys L552xx - L55299   

Lead-calcium alloys are used in several applications, 
particularly, storage battery grids and casting applications. Pb-Ca 
alloys contain 0.03 to 0.15% Ca. aluminum is now added to 
calcium-lead and calcium-tin-lead alloys to stabilize calcium. 
Alloying tin to lead increases hardness and strength. However, 
lead-tin alloys are usually used for their good melting, casting, and 
physical properties as in type metals and solders.  

4. Conclusion 

The output conclusion of this work is that exhausted 
rechargeable batteries are essential resource for recovery of 
nonferrous precious metals like lead and lead alloys. Other metals 
value (Ca. Al, Ni, Co) are present and were successfully recovered. 
The method used to achieve the goal of this study was simple and 
friendly environmentally.  Preparation of lead metal was matched 
by a combined hydrometallurgy and pyrometallurgy. The battery 
was dismantled and the plates were separately leached in nitric acid 
whereby the nitrate salt was converted to hydroxide by ammonia 
solution. The hydroxide was reduced to metal lead nanoparticles 
by ascorbic acid, Alternatively, the lead sulphate and oxide 
packing the grids were thermally heated with carbon at about 900 
 C to give free metal lead.  Alloys of lead with calcium and°ۥ
aluminium has been matched applying the combined 
hydrometallurgy and pyro metallurgy methods. The extent of 
recovery amounts to 94.3 % with pure lead and 99.6% with lead 
alloys of aluminium and calcium. Valuable salts of lead including 
organic salts were also prepared in highly pure grade.  
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 Modern universities aim at carrying capacity human resources component in its tri dharma 
(Three Pillars of Higher Education). UPI with sufficient conditions in the management of 
several resources has undoubtedly tried to establish itself as a modern university. The 
superior human resource support in every competition and the university's tri dharma is 
the primary resource of UPI. The results of all HR roles have become inputs for the 
management of digital data and information. Therefore, communication management 
containing the university's strategic policies can be effectively and promptly translated as 
well as implemented by human resources. To conduct dissemination and sustainability both 
nationally and internationally, this research formulated three main components in 
managing policy communication on human resources in a modern university, which 
include: (a) architecture vision, (b) value change; (c) flow diagrams, all of which refer to 
the achievement of vision and mission. 
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1. Introduction  
Universities comprise of many ranking systems such as 

webometrics, Q-Start, and many more. These systems can also be 
categorized according to specific parameters which constitute the 
institution's education system and wealth of knowledge required 
for students to compete with other educational schools across the 
globe. These mutual competitions create an impact on the policy 
of each institution respectively. The need for higher educational 
level has continuously evolved with the need for leaders to obtain 
data and information from all university resources, especially 
those with available human resources. A qualified human 
resource condition can be a source of honesty policy with target 
program performance and some functional institutional ranking 
parameters. 

The above phenomenon cannot be separated from what has 
been conducted by Universitas Pendidikan Indonesia (UPI). With 
the new leadership, UPI has begun to launch Operational 
Standards and Work Procedures [1] and the establishment of new 
university tools capable of boosting and penetrating the parameter 
and certification systems of higher institutions in Indonesia, 
Southeast Asia, and even the World. UPI's strategy in maintaining 
and improving these ranking parameters is applicable at the 
national and international levels.  

Some achievement supported by the human resources owned 
by UPI has been internationally recognized with a good number 
carried out by correlating MoU with some Western universities. 
UPI has been able to display some level of solidity in facilitating 
lecturers to conduct research. At the time of this study, about 3500 
research titles had already been completed by UPI lecturers within 
the last three years [2]. A look at the statement indicates that 
during the university's communication management some 
managerial facets underwent transition. Therefore, a critical 
analysis is required for the administration, to produce strategic 
communication. This happens to be one of the main focuses and 
reason why the research is continuously conducted at all levels. 

Lecturers and students achievement were appreciated and the 
policy strategy, a manifestation of the UPI vision with the slogan 
“Leading and Out Standing”[3]. The existing communication 
management skills are expected to realize Sustainability 
University in the future. In this study, UPI will be able to 
strengthen the wrong policies and the programs of achievement of 
sustainable human resource development. Based on the above 
explanation, the research focuses on analyzing the Digital 
Information Data Communication Management Study in the form 
of Architecture Vision, Value Chain, and Flow Diagram within 
the Directorate of Human Resources in using UPI in Modern 
University. 
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2. Literature Review 

2.1. Communication Management of Modern University 

The study of communication management plays an essential 
role in education. It is the main character of a university intending 
to penetrate the modern reputation. [4] Explains the relationship 
between the world of education and communication science, as 
follows: 

”Education and communication management influence the 
energy levels of change and improvement. Strong communications 
keep everyone focused on goals and priorities while providing 
feedback on progress and the required course corrections. 
Effective communication strategies, systems, and practices have a 
huge and direct effect on an organization's learning and 
innovation." 

If viewed from the institutional systems owned by UPI in 
current time, especially with the new SOTK (an Organizational 
Structure and Work Procedure of UPI), some shifts concerning 
basic tasks and functions will be slightly different from those 
obtained between 2010-2015 [1]. The differences are seen from 
the UPI and Vice-Rectors for Academic and Student Affairs, Vice 
Rector for Finance and Resources, Vice Rector for Planning and 
Facilities, and Vice-Rector for Research and International 
Relations. When viewed from the leadership and UPI’s 
organizational structure from 2016-2020, it is clearly in transition, 
and requires a common understanding of the elements involved, 
especially in terms of the university’s internal environment 
management [3]. As the largest university in Indonesia, even 
Southeast Asia can be the best, especially if the track record of its 
management journey is quite dynamic. Some experts are very 
interested in UPI's ability to transform from its status as a regular 
PTN (government university) to PTN BHMN (a government 
university and a law bureau of government), PT BHMN and 
eventually became PTN BH (government university and a law 
bureau).  

UPI as a university is the incarnation of ex-IKIP LPTK trained 
achievers. It utilizes a dual curriculum characteristic comprising 
of educated and non-educated people with qualified human 
resources. Results of the previous research indicate that the UPI 
eventually adopted a layered model for its educational purposes 
[5]. This means that it follows the educational and non-education 
strategy with the graduate having a certificate of teaching, while 
the non-educational graduates, must take some educational 
courses. The success is inseparable from the qualifications of 
human resources. 

If viewed from the perspective of human resources, finances, 
assets, and educational services, UPI students will undergo a 
transition period or development from the "technical service" unit 
to "Directorate." Even in the current educational path, it has 
implemented a "Department" owned by each faculty. According to 
William Bridges [6], the transition management should indulge in 
managerial renewal and immediately regain and reintroduce the 
three-phase energy in its organizational life cycle, which includes 
(1) dreaming back dreams; (2) restoring the spirit of work; And (3) 
reorganizing the organization. 

2.2. Strategy Formulate Performance Assessment System 
Strategic management is an anticipated manageria technique 

which can be realized in organizational leadership.  Many 

strategies have been played to implement the right UPI strategy in 
the practice of university leadership management. However, the 
results tend to vary with the numerous changing demands of 
society. [7], the strategic management process includes four 
essential elements: (1) environmental attenuation; (2) Strategy 
formulation; (3) implementation of the strategy; and (4) 
evaluation and control. 

Communication Management deals with how leaders who 
become top managers analyze their needs and human resources. 
This effort is important because in managing an organization, 
leaders tend to adopt behavioral styles which grow and develop 
concerning a specific form and color management. Based on this 
phenomenon, [7] responded with a study called Policy 
Development, according to him, "Management now has to 
establish policies to determine the basic rules to be implemented 
in the University. These policies will guide the decision-making 
process in the organization. Of course, all must be supported by 
an accurate data information system, therefore, the existence of a 
management information systems owned by the University will 
be essential. As explained by [8],  SIM is rationally integrated, i.e., 
a collection of semi-separated information systems integrated 
through activities relating to each other and primarily carried out 
by passing data between Systems. 

Through the support of digital data and with the formulation 
of human resource management, a quality digitalized university 
will be achieved. In this case, [9] explains: 

“Virtual community is an aggregation of individuals who 
interact around a shared interest. While this definition 
strips the world of its usually understood meaning, it is in 
accordance with the business world.”  

In the context of UPI which has some business field of education, 
the formation of virtual academic is very appropriate, thereby, 
making it a virtual or digital university. 

2.3 Digital Resource Information Data of the University 

A campus designed with the utilization of ICT facilities in the 
hope of all communities, considering the fact that future 
educational institutions should be able to be accessed quickly and 
easily by the wider community. No distance and space prevent 
people in need of academic services. All management policies on 
digital campuses are expected to build up for future generations. 
Starting from the present generation, UPI has begun to socialize 
its educational services digitally[10]. This comprises of the digital 
implementation of new enrollment techniques, student guidance 
services, learning monitoring and evaluation system[2]. In 
practice, all academic community has started to migrate its 
services. Starting from employing lecturers and management with 
the ability to utilize digital tools and facilities.  

Some foreign universities such as those in the UK, 
Cambridge University, Texas University, California University, 
Ohio University, have been making use of digitalized campus 
system since 1997[11]. [11] Further explained that: 

 
 “Digital generation is distinct from others in terms of its 
technological process as opposed to its old analog 
processing method."  

 
From the above statement, it can be deduced that the digital 

generation born after the non-digital or analog period fades away, 
thereby, contributing to its success. People in the analog period 
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are trying to be more effective in carrying out their educational 
responsibilities duties by utilizing digital systems. In the context 
of research on UPI policy management, digital concepts can be 
applied to all UPI academic community which in 2 decades has 
been able to utilize these systems [12],[13] to support the 
implementation of its management functions. 

In this study, several important studies on strategic 
communications management regarding human resources of a 
university are expected to be able to find new formulations to 
assist in the success of university quality achievement programs. 
The study of effective policy communication management [13] 
will undoubtedly be an important study of stakeholders in higher 
education environments. As explained by [4],: 

Effective communication strategies, systems, and practices: 
(a) Deliver clear and consistent messages to all parts of an 
organization; (b) Are simple, direct, and fast with a minimal 
number of filters and interpreters; (c) Inspire and energize; (d) Are 
user-friendly, human, and personal; (e) provide information, 
experiences, learning ideas, direction, and feedback in all 
directions of an organization; (f) Provide multiple channels; (g) 
Are only possible in an atmosphere of trust. 

From the above opinion, the main factor of the effective 
strategic management with regards to the Strategic 
Communication System [14] will be able to provide clarity as 
follows: (a) Deliver a clear and consistent message to all parts of 
the organization, (b) Deliver what is simple, direct, and fast with a 
minimal number of filters and interpreters, (c) Inspire and energize 
students, (d) Is user-friendly, human, and private, (e) Placement of 
information, experience, learning, ideas, direction, and feedback 
equally in all directions up, down, and throughout the organization, 
(f) Provide multiple channels, (g) Is it possible only in an 
atmosphere of trust and openness. 

3. Methodology/Materials 
This research will be conducted using the Qualitative 

approach in the form of Explanation Survey on work unit of 
Human Resources, Infrastructure, Finance, and Development 
Planning in UPI environment, concerning data, information 
management, and policy communication management model built 
in supporting the modern university[15]. Data collection is done 
by distributing questionnaires to members of the research with 
some leaders in the UPI environment. Study documentation and 
observation on all practice of policy communication strategy [14] 
conducted on UPI. Data analysis was done by descriptive 
qualitative data from[16]. 

4. Result and Findings 

4.1. Design Flow Diagram Architecture  Vision of HR 
Directorate 

The need to develop a flow diagram as one of the 
guidelines in understanding the overall steps of work within the 
Directorate of Human Resources is an important step. During the 
analysis stage, several aspects of the needs program activities in 
previous years can be adequately detected [13]. The analysis 
results achieved during the Plan and Development process have 
obtained some participants utilized as a source of input team of 
the UPI human resources. Each flow diagram is intended to 
provide clarity on the primary task of each unit and sub-unit 
existing within the Directorate of Human Resources UPI. 

The development forms associated with data processing and 
digital information has been in existence universities located in 
Indonesia, with several types of internal management website[17] 
built, such as the model information system Human Resources 
Information System (SISUDAMA, Model of Information System 
HRD). Digital data management system related to human 
resources in UPI environment, starting from: (a) Management of 
system to fulfill human resource requirement; (b) Management of 
the HR data placement system of each work unit; (c) management 
of empowerment systems; (d) Management of a career evaluation 
system. 

1) Management of recruitment system or fulfillment of 
human resource needs. 

     After placement is conducted, it is analyzed in the unit or 
sub-unit where shortages are incurred. Furthermore, the 
method of meeting the needs of human resources is in 
accordance with rough treatment, opportunity, or balance 
of energy in each unit. The fulfillment process in addition 
to system-based performance is also aimed at the ability 
for every candidate to continue assessing if the 
performance to be submitted is excellent following the 
standards. Usually, the place or unit where the candidate 
or employee works provides recommendations on the 
assessment of available prospective resources needed in 
supporting all tasks of the HR unit work. 

2) Management of HR data unit placement system. 
      The management of HR data placement system is 

performed on all resources with each system enforced. If 
associated with lecturers, then the submission is made 
starting from the process level, to the human resources 
directorate called and participated in the selection process. 
Similarly, the needs of employees may recommend 
employees or staff from specific fields to help other parties. 

3) Management of Human Resource Development or 
Empowerment system. 

     The Directorate of Human Resources manages systems 
Development career applicable to the university. Through 
this, the career system is applied in the form of a lecturer 
development information system for lecturers and 
education personnel. Mapping tasks at the university level 
also do it. There are some programs aimed at becoming a 
benchmark for the success of the educational career 
development of personnel within the UPI environment, 
using data stored on the university page, with the address 
http://kepakaran.upi.edu/index.php/  
Based on the results of the information system expertise, 
human resources, especially lecturers will obtain 
development services by utilizing digital data through the 
development information systems accessible on 
http://bangdos.upi.edu/. In this page, educators can 
undergo self-development using data information on self-
development in several areas during a career at every level. 

4) Management of HR career evaluation system. 
     The evaluation system managed by the Directorate of 

Human Resources UPI is based on digital information, all 
the performance and career appraisal programs are aimed 
at processing Digital Lecturer Workload System. As for 
educational personnel processes through the Employment 
Assessment System, both systems are designed digitally 
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and used online. This supportive information system is 
available on its website http://www.upi.edu/. 

5) Management of Digital Information Data of UPI. Human 
Resources in the framework of Embodiments of Quality of 
Human Resources 

 
Figure 1: Architecture Vision of Communication management of Director 

Human Resource UPI 

Management and resource quality improvement policies [18] 
are translated into programs in order to: (1) improve the quality of 
human resource management performance, finances, facilities 
and other activities that are efficient, transparent and accountable 
to support the enhancement of academic performance quality; (2) 
implementation of human resource management information 
system, finance, and facilities within the framework of an 
information management system of UPI integrated with ICT-
based; (3) improves coordination effectiveness across 
management functions such as human resource management, 
finance, facilities, ICT, and other activities among work / 
academic units synergistically to support its performance quality; 
(4) improvement of quality standards for human resource 
management, finance and facilities oriented to international 
standards to meet management and / or stakeholder needs; (5) 

improvement of quality and / or capacity of human resources, 
finance, facilities and ICT; (6) development and implementation 
of lecturer career development system in accordance with the 
needs of universities and professions; (7) preparation and 
implementation of lecturer recruitment and / or assignment 
mechanism consistently; (8) improvement of effectiveness and 
follow-up of employee performance evaluation result (lecturer, 
librarian, laboratory, technician, and administration staff); (9) 
development and / or implementation of a fair and fair integrated 
compensation / remuneration system; (10) development and / or 
implementation of employee welfare system; (11) improvement 
of financial system and financial report quality improvement; (12) 
the implementation of performance-based budgeting policy as a 
form of budget adjusted to the achievements to be achieved; And 
(13) strengthening the function and role of the library as a 
teaching library [17]. 

 
Currently, human resources owned by UPI consists of 

lecturers and educational staff. Education personnel includes 
academic laboratory institutions, learning technology institutions, 
libraries, staffing analysts, archivists, and general functionalities. 
UPI lecturers amounted to 1,325 people, consisting of 1,251 
government officers (PNS) and 74 non-PNS. From the findings 
on the management of research data relating to the Human 
Resources Directorate, there is a communication management 
model as described by the researchers in the following sections 
[19] [5]. 

 
From the result of analysis above, an Architecture Vision 

built to support the success of Human Resources Directorate of 
UPI, as shown in the picture below. 
 
4.2. Value Chain of Digital Information Mobile Management 

HRD in UPI 

 From the design of communication management development 
above, the stages of Management Communications Policy within 
the Directorate of Human Resources UPI can be described as 
Business Modeling (Business Architecture) [20]. It is a part of the 
University of Education in Indonesia which aims to manage human 
resources by conducting tasks and functions of the main activities, 
such as the Recruitment CPNS, Remuneration Lecturer, 
Administration Letter, and Pensions CPNS. This main activity will 
require support from other sectors such as Administration, 
Finance, and Infrastructure[21]. Identification of main and 
supporting activities in the UPI Human Resources Directorate can 
be described by using the value chain of [12]   shown in the 
following figure 2. 

 
Figure 2:  Value Chain of HR Directorate of UPI 
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Analyzing the thought on the review of work programs and 
policy communication strategies for the HR field is followed by 
strategic analysis [22]. From the results of this research, the needs 
of the HR on the assessment system for aspects of human 
resources as well as with Sarana is analyzed using reference 
sources and demands from ministry of research and higher 
education. Referral standard for inconsistencies relating to 
Educational Services, (Bureau of competence, Facilities) on 
human resource mapping is based on assessment center on human 
resources, facilities, infrastructure, and external reference 
documents for UPI have been developed by internal Directorate 
[10]. 

Example: Assessment System on human resources related to 
employment. Similarly, regarding facilities and infrastructure, 
with UKT as an example, basically, the database owned by UPI, 
can take ISO report data [23]. Mapping can be conducted with this 
database, for example, the submission of needs should be based 
on value assessment. To achieve this, the database system for 
facilities and infrastructure needs a support system developed to 
disseminate the lower level [14]. 

The policy is poorly understood at the user level, therefore,in 
the future the research findings will further clarify the targets of 
all policies relating to areas under the database jurisdiction 
(performance indicators) [24]. Data can be obtained from each 
faculty and can also be thought of as a Multisite campus [25] used 
to develop a modern campus. It is possible that other campuses 
imitate UPI. Regardless of this,  Multisite campus [18] can be 
done by mapping the competence of excellence in each campus 
area, (source reference Data source international university). For 
example Base in Sonkla, regional needs site [5]. 

The Vice Rector for Human Resources explains that 
assessment centers should be kept in SPM, but its inputs and 
references can be from recommendation associated with this 
research with the report stored in the form of a database [13]. This 
is similar to the expertise folder that comprises of UPI, because 
this digital data will be the basis for making the reports in the field. 
From the above research findings, the communication 
management policy model of HR will then be implemented with 
regards to the Value Chain [21] model above. The important 
aspect of it is the number of duty that will be implemented by the 
human resources while carrying out their duties from: 

1) Recruitment of CPNS, prospective civil servants and their 
establishment in UPI. 

2) Lecturer Remuneration, activity from the beginning of the 
recruitment stage to its result determination stage. 

3) Pension Lecturer, Activity of pension management process 
for lecturer in Directorate of Human Resources Universitas 
Pendidikan Indonesia. 

In addition to the above main tasks, there are also supporting 
duties, which include: 

1) Administration, Activity in administrative management 
within the organization that promotes main activities 
related to the administration as well as recording in the 
maintenance of infrastructure, facilities, and infrastructure 
of UPI Directorate of Human Resources. 

2) Finance, Activities in financial management within the 
organization that supports the main activities related to 
cash inflow, cash outflow and investment and funding 

maintenance infrastructure, facilities and infrastructure 
Directorate of Human Resources UPI. 

3) Facilities and infrastructure, activities to provide support in 
the form of services for all parts of the Directorate of 
Human Resources UPI and manage and improve 
infrastructure, facilities, and infrastructure. 

4.3. Modeling Functions of Business Directorate of Human   
Resources in UPI 

Modeling business functions with organizational units will 
be further illustrated using business models. This can be built in 
the form of component interaction with the organizational unit by 
describing each task, as displayed in the picture[26]. From the 
flow diagram developed above, a minimal main task is performed 
by the unit associated with measurable tasks [27],[28] as shown 
in the table below. 

Table 1:  Human Resources Recruitment 
 

No HR Management Description 

1. Ministry of 
Education 

Responsible for determining the 
allocation of candidates needs 
based on employees requirements 

2. Directorate of 
Hingher 
Education 

 

Responsible for determining the 
allocation and specification of 
prospective employees needs as 
specified by the Ministry of 
National Education 

3. Faculty/ 
Department 

Responsible for the 
implementation of prospective 
employee recruitment activities 

4. Admission 
Committee 

Carry out operational activities in 
the acceptance of prospective 
employees in UPI environment 

5. Prospective 
applicants 

Register and follow the 
perspective stages determined by 
the admissions committee 

 
From the data and information digital results extracted, a 

communication management policy model is formed [27] which 
can be recommended from the results of research, as seen in the 
chart in figure 3. 

5. Conclusion  

From the field studies and the results obtained from analyzing 
the Communications "Digital Information Data" as a Policy 
Material Program, it can be concluded that there are some 
important aspects within the Directorate of Human Resources in 
UPI. The architectural digital-based model is developed through 
the instruction of new organizational structure frame work 
including needs fulfillment, placement, development, service, 
career support, remuneration, and preparation.  The development 
of value chain pattern aimed at supporting the main tasks of 
Human Resources to extract data and information orientation 
stored in the form of physical and semi-digital data, expected to 

     
                  

  

http://www.astesj.com/


E. Suryadi / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 539-544 (2019) 

www.astesj.com     544 

sustain the quality of policy. The design of the flow diagram 
model for each task is still in the adjustment stage along with new 
policies that require further refinement. There are at least five 
groups of flow diagrams to be developed including those of 
acceptance, placement, career development, remuneration, and 
retirement. 

 
Figure 3: Communication Management Model of Policy Strategic Program 
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 The problem of recognizing traffic sign boards in a correct fashion is one of the major 
challenges since there is an alarming rate of increase in the number of road accidents 
happening because of incorrect interpretation of traffic sign boards in bad weather 
conditions. In this paper, a comparative analysis of various noise removal techniques based 
on calculating different parameters which decide the quality of input roadway symbol like 
Mean Squared Error (MSE), Peak Signal to Noise Ratio (PSNR) as well as Structural 
Similarity for measuring Image Quality (SSIM) is being performed and the best technique 
will be chosen among them which gives minimum Mean Squared Error (MSE) value and 
maximum Peak Signal to Noise Ratio (PSNR) and Structural Similarity for measuring the 
Image Quality (SSIM) values. This technique will be quite useful for de-noising a given 
image which is present in both the testing and the training image databases. 
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1. Introduction   

There is a huge demand in the market as there is a rapid 
development in improving the existing system which ensures in 
giving security to the driver during the course of driving a vehicle. 
This leads to the development of a system that provides a helping 
hand thereby incorporating new techniques used for the purpose 
of detecting as well as recognizing the traffic signs. Nowadays, 
many automobile industries are extending in the market due to an 
increase in the demand for smart cars as a result of the rising 
competition among its fellow industries [1-5]. 

In the areas where there is a large amount of travelling, the 
regulation of the speed of the vehicles is done by the use of sign 
boards. They are used for limiting the current velocity of moving 
vehicles and are considered to be a part that comprises of some 
major categories of traffic signs [6-10]. 

A rise in the number of roadway accidents is observed because of 
ignoring the sign boards which try to limit the velocity of a 
moving vehicle for the persons who are driving a vehicle. 
Generally, it is observed that the persons who are not aware of the 
potential danger during the course of driving consequently meet a 
serious accident thereby even leading to their deaths [11-15]. 
There is an urgent need for development of a system which can 
be used to recognize the Speed Limit Signs (SLS) in an automatic 
fashion and may be used for alerting the driver [16-20]. There are 
two major steps which are involved in the processes of detecting 
and recognizing the Speed Limit Signs (SLS). The first step is to 
detect the potential candidates which are known as the Regions of 
Interest (ROI) usually comprising sign board images and the 
second step is to recognize the ROI in order to extract the correct 
category of sign board images [21-25]. 

During the course of driving a vehicle [26-35], the driver tends to 
ignore the speed limit sign boards that convey a message to 
restrict the velocity of a moving vehicle thereby suffering from a 
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collision which may ultimately lead to the death of the driver 
consequently becoming a reason for increasing number of 
roadway accidents [36-45]. The development of a system that is 
capable of recognizing the Speed Limit Signs (SLS) in an 
automatic fashion as well as alerting the driver at the same time is 
the need of the hour [46-50]. 

It is generally observed that various automobile industries are 
increasing in the market because of the demand of smart cars. This 
is the result of the rising competition among its fellow industries 
thereby facilitating the growth of systems. It would provide a 
helping hand thereby incorporating some new techniques used for 
the purpose of detecting as well as recognizing the traffic signs. 
In recent years, since there is a large requirement in the market 
because of rapid growth in the improvement of the existing 
system, a secure driving environment is provided [1-5]. The 
maximum speed limit sign boards are generally employed to 
restrict the velocity of a moving vehicle and are used for 
regulating the velocity of a vehicle in the case of areas where there 
is a large amount of travelling thereby comprising of a major 
category of traffic signs [6-10]. During the course of driving a 
vehicle, the driver tends to ignore the speed limit sign boards that 
convey a message to restrict the velocity of a moving vehicle 
thereby suffering from a collision which may ultimately lead to 
the death of the driver consequently becoming a reason for 
increasing number of roadway accidents. The development of a 
system that is capable of recognizing the Speed Limit Signs (SLS) 
in an automatic fashion as well as alerting the driver at the same 
time is the need of the hour [11-15]. The process of detecting as 
well as recognizing the SLS normally comprises of two major 
steps namely, detecting the potential candidates known as the 
Regions of Interest (ROI’s) consisting of the sign board images 
and recognizing the ROI so that the category of sign board images 
can be extracted in a correct fashion [16-20]. The main objective 
of detecting a sign board image can be accomplished with the help 
of extracting the primary visual features like the color and the 
shape which are present inside a given input image [21-25] such 
as the color feature is employed for detecting the red SLS while 
the shape feature is employed for detecting circular or rectangular 
sign board images [26-30]. If we study the research work which 
is done in the past, we will come to know that the rectangular 
speed limit signs [31-35] are usually detected with the help of 
shape-based methods [36-40], for example, if we study the 
research work which is carried out by [41-45] we will find that the 
rate of detecting the sign board images was increased in the rough 
conditions, especially, during the night time [46-50]. 

The circular sign board images are detected by making use of the 
color-based and/or the shape-based methods, for example, if we 
consider the research work which is carried out by [1-5]. Next step 
which is involved in the process of recognizing the SLS comprises 
of two important techniques, namely, the processes of recognizing 
sign boards that are available in a broad range as well as 
recognizing each and every character on a given sign board. If we 
take an example of strategy that incorporates recognizing a given 
sign board which is made available in a wide range, one may find 

a complete candidate sign to be considered for recognizing 
process [6-10]. If we take the example of digit-based methods, the 
process of extracting multiple characters for recognizing 
numerical portrait of velocity which is exhibited by a moving 
vehicle rather than classifying a complete sign board image 
treating it as a single entity is performed [11-15]. The process of 
recognizing sign board images is treated as one of the important 
factors for driver assistance system because it plays an important 
part in controlling the road traffic thereby issuing a warning signal 
and giving proper guidance to the drivers [16-20]. It is observed 
that ignoring the sign boards because of distraction or being in a 
psychological state by the drivers is the main cause of roadway 
accidents which are occurring in last few years [21-25]. There is 
an urgent need for incorporating an automatic system for the 
purpose of recognizing the sign boards and is considered to be a 
main factor for building an autonomous navigation system [26-
30]. In order to detect and recognize the sign boards [31-35] with 
a faster speed and higher efficiency, particularly, in a real time 
scenario, the proposed system [36-40] should have a higher 
precision so that the process identification of sign board images 
can be performed in a correct manner [41-45]. The detection and 
the recognition efficiencies can be affected if the system is busy 
in managing certain complicated issues [46-50]. 

The various problems that are associated with these systems 
include the variations in the illumination such as light levels, 
twilight, fog, rain and shadow, motion blur and sign occlusion [1-
10]. The effectiveness can be considered to be one among the 
major factors because the complete navigation system is damaged 
by the improper classification and lack of detection of sign board 
images. But, later it was revealed that the systems that are 
currently present in the literature part are unable to provide 100% 
accuracy. The research scholars were motivated by the results 
which are given in the section above and there was an 
improvement in the performance of system that is capable of 
detecting as well as recognizing the sign board images even in the 
complicated situations and thus highlights the importance of our 
research work in building this method that is being presented in 
this review paper. A novel technique which is used for the process 
of detecting, tracking and classifying the sign boards at a faster 
speed from a moving vehicle even in the difficult conditions was 
proposed by [11-20]. In order to extract the candidate regions of 
the sign boards, a color-based segmentation technique was being 
proposed in the course of detecting the sign board images. The 
HOG features are applied in order to encode the sign board images 
which are detected and the feature vectors are also computed. The 
process of detecting and recognizing the sign board images in an 
automatic manner remains as one of the daunting task that 
comprises of a variety of areas of application, for example, if we 
consider reinforcements resulting from a rapid growth in the arena 
of providing a safe driving environment to a driver who is driving 
a vehicle, taking a survey of existing road conditions that are 
prevalent in our surroundings so that potential dangers can be 
judged and proper steps can be implemented in order to prevent 
them from happening [21-30]. 
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1.1. Traffic signs interpretation 

When we compare the research work which is done on 
automatically detecting and recognizing symbol-based traffic sign 
board images and recognizing the textual information which is 
present inside the sign board images, we will find that a small 
amount of research work is done on recognizing the textual 
information which is present within a sign board image in 
comparison with the former [31-40]. One of the main difficulties 
that are associated with this procedure such as presence of 
variation in lighting conditions as well as shadowing effect that is 
caused due to improper lighting conditions, the effect of causing 
a blur, causing an occluding effect due to improper and less 
amount of light as well as deteriorating of sign board images can 
be considered responsible for causing this scenario to a smaller 
extent [41-50]. During the course of driving, we cannot 
distinguish in between sign board images as well as images that 
belong to some another class other than sign boards merely on 
grounds that provides the information which is provided by their 
primary visual features like the color and the shape but some extra 
temporal or contextual information should also be provided 
supplementing this information, since the information that is 
given by color and the shape of traffic signs as well as non-traffic 
signs proves to be inadequate [1-10]. Based on this hypothesis, it 
is observed that there are large numbers of images that does not 
fall in the class of sign boards which are classified from images 
falling in a particular class of sign boards although detected 
successfully from the original images which is found most 
frequently within a sign board image that tends to appear in 
somewhat cluttering fashion, as we normally observe in the case 
of a road scene [11-20]. It is generally observed that when there 
is lack of some supplementary information such as the structural 
and temporal information, there are large numbers of false 
positives (FPs) that are detected by the system especially when we 
observe the top scene, thus facilitating the process of detecting the 
traffic signs which is present in both the images in a rather 
successful manner [21-30]. The possible solution to this problem 
was provided by the use of primary visual features like the color 
and shape of traffic sign board images that are employed in the 
process of detection of a large number of text-based traffic sign 
board images. One should also take proper care that no True 
Positives (TPs) are ignored thus reflecting the importance of the 
process of over segmentation [31-40]. In order to eliminate 
unlikely candidates, an enormous amount of candidate regions 
which are detected with the help of structure of the scene and the 
temporal information that is conveyed by them were diminished 
to a greater extent [41-50]. One of the main objectives of an 
intelligent transportation system is to provide a safe and secure 
driving environment thereby ensuring the safety of the 
surrounding traffic. We can devise a new technique ensuring the 
safety of the surrounding traffic by implementing an on-board 
camera-based driver alert system which helps in recognizing sign 
board images such as stop signs and speed limit signs [1-10]. 
Traffic Sign board images convey important information 
regarding the present condition about the roadway as well as tend 

to provide other information for the purpose of navigation. They 
can be thought of as planar rigid objects which are having 
different colors and shapes. The primary visual characteristics of 
an image constitute the color, shape and pictogram which help us 
to provide relevant information which is embedded in it. The area 
of Intelligent Transportation Systems is gaining popularity 
nowadays and many car manufacturing companies are focusing 
their eyes on the area of Advanced Driver Assistance Systems 
since it contains a broad spectrum available for carrying out 
research and development especially in the domain of Traffic Sign 
Recognition [11-20]. In the year 2008, Mobil eye entered into a 
joint venture ship with Continental AG and three additional new 
updates were installed in the BMW 7 series that comprised of lane 
departure warning, speed limit information based on the method 
of detecting sign board images and intelligent headlight control. 
One of the major challenging tasks which is confronted by modern 
car manufacturing companies is to recognize the sign boards 
correctly particularly in an uncontrolled environment [21-30]. 

There are three steps in a typical traffic sign board image 
recognition system that mainly consists of detecting a particular 
traffic sign from other signs by using some detection method 
followed immediately by the process of elimination of noise from 
it with the help of some pre-processing techniques and finally 
recognizing that traffic sign by using some pattern recognition and 
machine learning approaches. We can augment the existing 
system with the help of tracking algorithm so that the speed of 
recognition can be increased, so that we can focus on a tiny region 
of the object which is detected for the purpose of recognition. In 
this research paper, more emphasis is laid on the process of 
recognizing traffic sign board images; we can leave the remaining 
three methods, viz., detection, rectification and tracking. One can 
find the research work done on the problem of recognizing traffic 
signs dating from the last century, and the proof of this work is 
found in an ancient survey which was lastly updated in May 1999, 
given in [31-40]. Since, there are plenty of techniques available in 
the field of recognizing traffic sign boards over a past few 
decades, we do not try to give a comprehensive literature survey, 
and instead concentrate on several background work most 
relevant to the present research. Due to the growth of different 
intelligent methods pertaining to driver assistance systems (DAS), 
it is trying to prove its superiority over the currently existing 
approaches which are present in Intelligent Transportation 
Systems. In the DAS, the task of detecting and recognizing traffic 
signs can be considered as one of the major approaches for 
acquiring information regarding a safe driving environment and 
we can also take precautionary measures in order to overcome the 
potential hazards faced by driver particularly while driving a 
vehicle along the road. The process of recognizing the sign board 
images, that too in a real environment, proves to be a herculean 
task if we want the technique to be done with greater accuracy and 
within a stipulated time, since the visibility of sign boards can be 
affected due to some undesirable factors to a larger extent. So far, 
many algorithms have been proposed for traffic sign recognition 
[41-50]. In [1-10], an entirely different approach of the currently 
prevailing AdaBoost algorithm is utilized in order to detect a 
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traffic sign by deployment of batteries of classifier algorithms that 
are given proper training to split the classes in an error correcting 
output code framework. A robust sign similarity measure which 
is built by using the SimBoost or a fuzzy regression tree 
framework, a technique which is used for recognizing traffic signs 
is proposed in [11-20]. We all are familiar with the Support Vector 
Machine (SVM) algorithm which happens to be a good classifier 
that is very popular in the domain of computer vision. In order to 
facilitate the process of detecting and recognizing road signs in an 
automatic fashion, an entirely different method is presented in 
[21-30] in which a SVM is used for traffic sign detection while a 
Gaussian kernel SVM is adopted for traffic sign recognition [31-
40]. In order to classify an unknown traffic sign, an Eigen-based 
traffic sign recognition system was proposed in [41-50] taking the 
help of Principal Component Analysis (PCA algorithm) by 
selecting the most effective components of traffic sign board 
images. Boosted by the successful applications on handwritten 
digits recognition, convolutional neural network (CNN) has also 
been employed on traffic sign classification [1-10]. In [11-20], 
instead of various features, a CNN is trained directly with the raw 
pixel values of traffic sign images. Moreover, a better result is 
obtained by integrating the results obtained by a CNN and a 
multilayer perceptron (MLP). Gradient orientation is one kind of 
useful information in various object recognition methods, 
including the traffic signs. Traffic scene analysis is a very 
important topic in computer vision and intelligent systems [21-
30]. The traffic signs are manufactured in such a fashion that they 
convey important information regarding the present condition and 
other information of the road. They are rigid and simple shapes 
with eye catching colors and the information they carry is easy to 
understand. However, accidents may still occur when drivers do 
not pay attention to a traffic sign in time [31-40]. So, in order to 
overcome these difficulties, there is an urgent need for 
implementing an automatic real time traffic sign recognition 
system which is capable of detecting and recognizing traffic sign 
board images. The above factors make the problem of detecting 
and recognizing traffic sign boards very complicated and still 
remains a daunting task for most of the research scholars [41-50]. 

1.2. Signs interpretation methods 

There has been a lot of improvement in the field of detecting and 
recognizing the textual information which is present inside an 
image [1-10]. The different techniques which has led to an 
improvement in this area can be classified into two major types, 
one is the Region-Based Methods and another one is the 
Connected Component (CC) based methods [11-20]. The local 
features for example, texture are used by the region based 
methods for the purpose of locating the regions which contain the 
textual information in an image and the connected component-
based methods are used for the purpose of segmentation of the 
characters that are present in the textual information within a 
particular traffic sign board image on an individual basis with the 
help of information like the intensity, color distribution and the 
edges of an image [21-30]. The Connected Component based 

methods normally comprises of three stages, the first stage is used 
for the purpose of detecting CCs which are present inside an 
image followed by a second stage in which the CCs that are not 
very similar are eliminated based on their features which is 
subsequently followed by a final stage in which grouping of the 
remaining CCs is performed into words or lines [31-40]. It was 
revealed that the amount of research work which targeted 
specifically on the task of detecting the textual information which 
is present inside a particular traffic sign board image is restricted 
to a narrow spectrum because of the difficulty in performing the 
given task. The methods that are currently available in the 
literature consist of two steps, the first step is the process of 
detecting a given sign board image and the second step is the 
process of recognizing a particular image [41-50]. The research 
work which is carried by founding the candidate regions by 
combining the characteristics that are obtained by combination of 
Shi characteristics as well as Tomasi characteristics, the 
prototypes that are obtained through the mixing of characteristics 
that are derived from Gaussian functions as well as that which are 
obtained by the process of analyzing a given image on the basis 
of its geometrical properties. It was postulated on the basis of the 
textual information which is present inside a given sign board 
image that is visible if we take some plane surface that is oriented 
in the upward direction thereby giving due regards towards the 
movement as well as the axis of the camera that exhibits the 
photonic characteristics and properties. If we consider the real 
world, it may be possible that the sign boards which contain the 
textual information within it may tend to appear if one looks it 
from its own perspective to be somewhat in synchronism with the 
original image of the sign board [1-10]. So, there is an urgent need 
for incorporating a perspective transform which gives the OCR a 
better possibility of performing the task of recognizing the textual 
information that is contained inside a sign board image. The 
process of matching of the candidate regions with the help of 
consecutive frames was done and the process of interpretation was 
then performed with the help of an OCR system when their size 
was considered to be adequate. The detection rate was found to be 
88.9% and the false detection rate was found to be 9.2%, which 
was based on database containing 22 video sequences with video 
sequence having a length of 30 seconds duration. The work which 
was done by [11-20] comprised of segmentation of the areas that 
are present inside an image and the extraction of these regions 
seem to attract the research scholar for the purpose of carrying out 
his own research which is propounded on the grounds of the 
information that is conveyed by the primary visual characteristics 
of an image thereby taking help of some limiting criterion that is 
applied to channels that contain the chromaticity as well as the 
luminosity components if we consider the most popular technique 
which is deployed for the purpose of segmentation of sign board 
images [21-30]. If we compare the tracing of outer boundaries that 
are present inside every single blob with the help of Fourier 
transformation by adopting an approach that increases the speed 
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of computation of the process thereby reducing the duration that 
is required for every single computation with those obtained by 
adopting the same method from an arbitrary uniform plane lamina 
which can be considered as an example for the purpose of 
implementing our technique was being employed in order to find 
the rectangular regions [31-40]. The quadruple corners which can 
be thought of as an area that resembles a rectangle were being 
searched by deploying the process by taking peaks of the area that 
is traced from an entire image with the help of transformation of 
complete image using Fourier method thereby increasing the 
speed for carrying out the process of computation thus reducing 
the duration required for every single computation and by taking 
help of aforementioned corners, thereby carrying out the task of 
rotation of corresponding areas that are chosen for the purpose of 
extraction from complete image trying for the process of 
alignment of the textual information consisting of mainly the 
characters that is present inside a given sign board image 
particularly in upward direction. If we consider the point of view 
of a vehicle, it is revealed that the above method is not sufficient 
if we try to consider the process of recovering above area that is 
present on the chassis of the vehicle if the point of view of the 
observer is taken for the process of consideration which consists 
of textual information inside a sign board image and the 
perspective correction which is given in [41-50] tries to provide a 
more robust solution to this problem. There was a lack of output 
that represents the content which is illustrated in a more 
sophisticated fashion thereby giving the amount of content which 
is extracted from a given sign board image which is contributed 
through the research work that is illustrated in the existing 
literature. If we consider some existing techniques that are given 
by [1-10], we will come to know that they exhibit some peculiar 
characteristics that mainly focuses on taking help from MSERs 
that mainly exerts a thrust on detecting both the images that 
represent the significant information related to existing road 
conditions as well as if we consider some characters that are 
present in the textual information which is contained within a 
given sign board image. If we try to combine the processes of 
segregating the original image as well as the characters that are 
present in an image if we try to see the image particularly in 
sunlight thereby constituting a container, we come to know of the 
interesting fact that the areas which are present on the chassis of 
a vehicle having a whitish as well as bluish appearance are 
subjected to the process of detecting each of the components that 
are present inside a given video sequence [11-20]. By taking help 
from both the mechanical systems that tend to classify the basis 
functions thereby supporting the conventional technique which 
can be deployed for the process of classifying a given image as 
well as the classification method that is presented by some 
research scholars, these regions were then again subjected to the 
process of classification. More emphasis was placed on the geo-
localization of sign board images with the help of information 
which is supplied by a Global Positioning System, and the 

technique was then applied to single images, without the use of 
temporal information [21-30]. If we try to make an approximation 
about size of our complete world, we will come to know that 
height of textual content which is present inside an image was 
used along with the spacing in between our camera and images 
that carry some message about the prevalent road conditions. The 
rates that are required for the processes of detecting, recognizing 
as well as classifying the words, numerical characters as well as 
symbolic information that is represented by the alphabets present 
on a particular sign board image that are taken from shorter, 
longer as well as medium distances in between the observer and 
the sign board images were being given by the existing authors. If 
we consider the ranges for the process of detecting and 
recognizing the traffic sign board images, it was found that the 
range for detecting the sign boards was lying in between 13.09% 
and 90.18%, while the range for the process of recognizing the 
sign boards was found lying in between 8.51% and 87.50%. Our 
proposed method overcomes the numerous limitations which are 
faced by the method that were proposed by [31-40] in which 
postulates were propounded for the method of detecting traffic 
sign board images that comprised of textual information within it 
and are sufficient for providing a high recall rate. The additional 
FPs was eliminated by making use of structural and temporal 
information that is conveyed by a particular image by our 
technique which is being propounded in the above section. One 
can find the output of system which we derived in the course of 
performing experiments that get highlighted from our research 
work are sufficient enough for giving a proof to the proposed 
method which is described in the section above. The research 
work which was done by [41-50] used a rough OCR technique in 
detecting and recognizing the textual information contained in the 
sign boards was superceded by our proposed method that uses the 
concept of recovering original information contained in sign 
board images comprising point of view from an observer as well 
as techniques that involve the usage of merging two portions of 
any kind of objects that is present along lateral portions of an 
object. One may find manuscripts from earlier and past research 
works which reflect our propounded system performing with 
better outcomes alone is sufficient enough for giving a proof to 
our proposed method which is given the section above. If we 
consider the research work which was done [1-10] takes the help 
of temporal information used for detecting symbol-based traffic 
sign board images which is further contributed by the research 
work that is described in this review paper by embedding the 
structural information that is present in the scene. We can find a 
huge amount of research work that focuses on the problem of 
detecting the textual information which is present in sign board 
images by taking help from a mobile sensor and mainly depends 
on the devices that can be worn by the driver, for example, the 
techniques that are mentioned in [11-20] and the methods which 
are mainly applicable to mobile robotics can be found in the 
research work that is presented by [21-30]. We can find a number 
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of databases which are used for the purpose of validation of 
systems used for detecting and recognizing the sign board images 
which includes the famous dataset which is included in the 
research work that is done by [31-40] as well as the database that 
is included in the research work which is done by [41-50]. The 
above databases find no use in order to validate our proposed 
method which is entirely based upon detecting and recognizing 
the sign boards containing textual information within them and 
are more concentrated upon the process of detecting the symbol-
based sign boards. A camera with knowledge of all the parameters 
used in the process of calibration was used for extracting the data 
[1-10]. One may consider the process of recognizing a particular 
sign board image amongst all other members, a Herculean task 
when it comes to recognizing sign board image from a group of 
other sign boards. It is found that a variety of techniques are 
available in the arena of classifying known sign board images 
ranging from ordinary methods like the matching of templates to 
sophisticated machine learning techniques. One of the very 
significant and most important algorithms which are employed to 
perform the task of classifying multiple sign board images can be 
attributed to well-known Support Vector Machine (SVM) 
algorithm. If the transcripts authored by [11-20] are considered, 
one can find the significance attached to automatically detecting 
and recognizing sign board images taking help of Support Vector 
Machines (SVMs) in combination with Gaussian kernels. 
However, the system was required to classify candidate blobs into 
a shape class before recognition. As a sequence, only the pixels 
that were part of the sign were used to construct the feature vector. 
In [21-30] different methods other than those which are currently 
available in the context of detecting and recognizing sign boards 
in an automatic fashion were brought to the notice of people. It 
can be very well understood from this study that a comparatively 
greater emphasis was laid in enhancing the accuracy of existing 
methodologies prevalent in detecting and recognizing sign boards 
in an automatic fashion thereby resulting in the reduction of 
number of support vectors which are required in due course of the 
complete process leading to a sudden fall in the necessity of 
memory and time for testing new samples [31-40]. An SVM 
segmentation approach for traffic sign recognition was given in 
[41-50] while in [1-10], an effective strategy helping in the 
process of recognizing slanted speed limit signs by extracting the 
rotation invariant features with the help of Fourier based wavelet 
descriptor was introduced. The different categories of sign board 
images were classified with the help of Support Vector Machines 
(SVMs) consisting of binary tree architecture. In [11-20], a shape-
based classification was developed using an SVM. In order to 
represent the features, two types of features including a binary 
image and Zernike moments were used. The main objective 
behind carrying out this research work was recognizing seven 
categories of traffic sign shapes as well as five categories of speed 
limit signs. In addition to SVMs, AdaBoost is also a popular 
classification approach. A color insensitive Haar wavelets feature 

combined with the AdaBoost algorithm was introduced in to 
develop a country-independent recognition module [21-30]. By 
using the concept of a class similarity measure that is learnt from 
image pairs, realization was achieved with the help of a new 
newer version of the existing AdaBoost algorithm which is known 
as SimBoost algorithm [31-40]. The solution to the problem of 
classification between multiple classes can be obtained if we 
compare the similarities between an unknown example and 
prototype from each class, subjected to the condition that an 
estimate of the similarities between any two images is made 
available. The stop and give way signs in different and complex 
surroundings were successfully classified by taking help from an 
array of weak classifiers in a reliable fashion. [41-50] took the 
help of classifiers which are trained to refine the type of traffic 
sign like neural networks and AdaBoost classifiers was also being 
taken. With the help of AdaBoost feature selection procedure, 
suitable features were chosen from a very large pool of features 
consisting of Haar, moment, symmetry, frequency and other 
features. The results which were obtained from the various 
classifier algorithms were combined over time and merging of the 
signs that are quite similar on both the sides of the roadway was 
accomplished taking help of fusion module that incorporated 
combining a Bayesian network and a decision tree [1-10]. An 
Error Correcting Output Codes (ECOC) which takes help from a 
forest of optimal tree structures that are embedded in the ECOC 
matrix were also being formulated along with the existing 
methods. An entirely different approach that is suitable for 
classifying sign boards belonging to different classes by using the 
ECOC technique was introduced [11-20]. The ensemble of binary 
classifiers that were given training on categories of sign board 
images, having two partitions was taken and the ECOC was being 
implemented with the help of above scheme [21-30]. The 
decomposition of the original problem into a set of 
complementary problem having two classes that are encoded in 
ECOC matrix which tend to share the classifiers across the 
original classes was performed. In [31-40], a comparison was 
performed considering the class specific sets of discriminative 
local regions in between a discrete color image of the viewed sign 
with other images. By using the principal of one versus all 
dissimilarity maximization, they were learnt in offline mode from 
the standard templates of sign board images [41-50]. The 
comparison in between the robust discrete color image was 
initiated by using a color distance transform which served as a 
basis for defining this dissimilarity. It becomes a challenging task 
when it comes to the method of comparison of the actual 
performance since there is no such kind of ideal database or 
procedure for performance evaluation of several machine learning 
approaches that try to find a solution to the problem of 
recognizing traffic signs, even though they are present in the 
literature part [1-10]. There has been a rapid growth in research 
and development sector especially in the area of detecting and 
recognizing traffic sign board images over the last few decades. 
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Several novel ideas and effective methods have been proposed 
[11-20]. Usually, the detection part hunts [21-30] potential 
regions of traffic signs whereas the category to which a traffic sign 
belongs is determined by the recognition part [31-40]. The 
traditional methods which are used for the purpose of detecting 
sign boards can be grouped into three main classes, viz., color-
based methods, shape-based methods and the sliding window-
based methods [41-50]. 

1.3. Definitions of various Performance Metrics used for Image 
Quality Evaluation 

The various performance metrics such as the Mean Squared Error 
(MSE), Peak Signal to Noise Ratio (PSNR) as well as the 
Structural Similarity for measuring the Image Quality (SSIM) 
which are used for evaluating the quality of a given traffic sign 
board image are defined as follows: 

1.3.1. Mean Squared Error (MSE) 

The Mean Squared Error (MSE) or the Mean Squared Deviation 
(MSD) of an estimator or of a procedure for estimating an 
unobserved quantity is defined as the average of the squares of the 
errors that is the average squared difference in between the 
estimated values and what is estimated. The mathematical 
equation which governs the Mean Squared Error (MSE) is given 
as below: 

Mean Squared Error (MSE) =  1
𝑛𝑛
 ∑ 𝐼𝐼 = 𝑛𝑛 + 1𝑛𝑛+𝑞𝑞 (𝑌𝑌𝑖𝑖 − 𝑌𝑌𝑖𝑖′)   (1) 

where n is the total number of predictions generated from a 
sample of n data points on all the variables, Y is the vector of 
observed values of the variable being predicted.       

where M × N represents the size of an image. 

1.3.2. Peak Signal to Noise Ratio (PSNR): 

The Peak Signal to Noise Ratio (PSNR) is defined as the ratio in 
between the maximum possible power of a given signal and the 
power of corrupting noise that affects the fidelity of its 
representation. The mathematical equation which governs the 
Peak Signal to Noise Ratio (PSNR) is given as below: 

Peak Signal to Noise Ratio (PSNR) = 20 log10 (MAXI) – 10 log10 
(MSE)       (2) 

where MAXI is the maximum possible pixel value of the image 
and MSE is the Mean Squared Error, I is the m × n noise free 
monochrome image and its noisy approximation is denoted by K. 

1.3.3. Structural Similarity for measuring the Image Quality 
(SSIM) 

The Structural Similarity for measuring the Image Quality (SSIM) 
is defined as the technique which is used for measuring the 
similarity in between two images and it is also employed to 
predict the perceived quality of digital television and cinematic 
pictures as well as other kinds of digital images and videos. The 

mathematical equation which governs the Structural Similarity for 
measuring Image Quality (SSIM) is given as below: 

Structural Similarity for measuring Image Quality (SSIM) = (2μxμy + c1) (2σxy + 
c2)/ (μx

2 + μy
2 + c1) (σx

2 + σy
2 + c2)                                 (3) 

where    

μx is the average of x 
μy is the average of y 
σx

2 is the variance of x 
σy

2 is the variance of y 
σxy is the covariance of x and y 

c1 and c2 are the two variables to stabilize the division with weak 
denominator. 

2. Software Tool used 
 
The MATLAB R2019a software is utilized in the synthesis of 
various roadway symbols from input test dataset during the course 
of performing experimental procedure. 

3. Experimental Results and Discussion 

A set of various roadway symbol images belonging to numerous 
categories is taken into consideration which comprising a total 
number of 679 roadway symbols constituting training dataset 
belonging to 18 different classes of roadway symbols and there 
are a total number of 48 roadway symbols incorporating testing 
dataset. 

The training dataset comprises of symbols containing some 
printed details embedded on their outer surface and symbols that 
do not have any kind of printed details embedded on their outer 
surface. This manuscript depicts the numerous roadway symbols 
incorporated in dataset used for implementing this research 
project. 

Some examples of traffic sign board images comprising of various 
colors and shapes which are present in the training image database 
as well as testing image database are depicted in the section of this 
manuscript (Figure 1 and Figure 2) shown as below:   

 
       

           
Figure 1 Examples of various roadway symbols from the Training image 

database 
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A short summary of numerous methods incorporated during the 
course of investigation is given in section 3.1. 

  

  

Figure 2 Examples of various roadway symbols from the Testing image database 

3.1. Anisotropic Diffusion Filtering Type 1 

The technique of Anisotropic Diffusion Filtering which is also 
popular by another name Perona Malik Diffusion is primarily 
used to reduce the unwanted disturbance present in roadway 
symbols. The technique of Anisotropic Diffusion Filtering Type 
1 can be represented with the help of a mathematical equation 
which is given as follows: 

c (|| ⊗ I ||) = 1/1 + (||⊗  I ||/K)2                                 (4) 

where the constant K controls the sensitivity to edges and is 
usually chosen experimentally or as a function of the noise in the 
image,  denotes the Laplacian operator and it also denotes the 
gradient and c (x, y, t) is the diffusion coefficient and it controls 
the rate of diffusion and is usually chosen as a function of the 
image gradient so as to preserve the edges in the image, I (:, t) : Ω 
→ R be a family of gray scale images.                

The results which are obtained after carrying out the process of 
Anisotropic Diffusion Filtering Type 1 of the roadway symbols 
comprising input testing image database (Figure 3) are depicted 
as below: 

  

  
Figure 3 Testing image database Anisotropic Diffusion Filtering Type 1 Results 

The results which are obtained after carrying out the process of 
Anisotropic Diffusion Filtering Type 1 of the roadway symbols 
comprising input training image database (Figure 4) are depicted 
as below: 

  

  

Figure 4 Training image database Anisotropic Diffusion Filtering Type 1 Results 
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3.2. Non-Local Means Type 2 

In this technique of Non-Local Means Filtering, a given color 
image is converted into the L*a*b color space thereby facilitating 
the Non-Local Means Filter to smooth the colors which are having 
similarity in visual perception. For the purpose of computing the 
numerical value of standard deviation and the Euclidean distance 
from the origin (edist), a homogenous L*a*b patch from the image 
is being extracted so that the standard deviation of edist is 
calculated in order to estimate the amount of noise contained in it. 
The mathematical equation which governs the process of Non-
Local Means Type 2 is given as follows: 

u (p) = 1/C (p) ʃΩ v (q) f (p, q) dq                            (5)                                                                                 

where u (p) is the filtered value of the image at the point p, v (q) 
is the unfiltered value of the image at the point q, f (p, q) is the 
weighting function and the integral is evaluated over Ɐq Ɛ Ω and 
the normalizing factor C (p) is given by the formula which is given 
as follows: 

C (p) = ʃΩ f (p, q) dq                                             (6)           

The results which are obtained after carrying out the process of 
Non-Local Means Type 2 of the roadway symbols comprising 
input testing image database (Figure 5) are depicted as below: 

  

  
Figure 5 Testing image database Non-Local Means Type 2 Results 

The results which are obtained after carrying out the process of 
Non-Local Means Type 2 of the roadway symbols comprising 
input training image database (Figure 6) are depicted as below:  

 
 

  
Figure 6 Training image database Non-Local Means Type 2 Results 

3.3. Image Denoising using Deep Neural Network (DNN)    

In this technique of denoising a given gray scale image by using 
a Deep Neural Network (DNN), the pretrained denoising 
convolutional neural network named as ‘DnCNN’ is being 
retrieved and the amount of noise which is present in the noisy 
version of the original gray scale image is subjected to the process 
of removal. 
The results which are obtained after carrying out the process of 
Image Denoising using Deep Neural Network (DNN) of the 
roadway symbols comprising input testing image database 
(Figure 7) are depicted as below: 

  

  
Figure 7 Testing image database Image Denoising using Deep Neural Network 

(DNN) 
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The results which are obtained after carrying out the process of 
Image Denoising using Deep Neural Network (DNN) of the 
roadway symbols comprising input training image database 
(Figure 8) are depicted as below:     

  

 
 

Figure 8 Training image database Image Denoising using Deep Neural Network 
(DNN) Results 

The comparative analysis of various image denoising techniques 
based on various image quality metrics like Mean Squared Error 
(MSE), Peak Signal to Noise Ratio (PSNR) and the Structural 
Similarity for measuring the image quality (SSIM) from the past 
2-3 years comprising input testing image database is given in the 
tabulated fashion which is shown (Table 1) as below:  

Table 1: Comparative Analysis of Image Denoising Techniques based on various 
Image Quality Metrics like Mean Squared Error (MSE), Peak Signal to Noise 
Ratio (PSNR) and Structural Similarity for measuring the Image Quality (SSIM) 
for Testing image database from the past 2-3 years 

S. 
No. 

Year Techniques 
used 

Mean 
Squared 

Error 
(MSE) 
Values 

Peak 
Signal to 

Noise 
Ratio 

(PSNR) 
Values 

Structural 
Similarity 

for 
measuring 

image 
Quality 
(SSIM) 
Values  

1. 2018 Anisotropic 
Diffusion 
Filtering 
Type 1 

40.282 32.121 0.892 

2. 2018 Non-Local 
Means 
Type 2 

0.676 51.479 0.995 

3. 2017 Image 
Denoising 
using Deep 

Neural 
Network 
(DNN) 

1.640 47.1174 0.997 

The comparative analysis of various image denoising techniques 
based on various image quality metrics like Mean Squared Error 
(MSE), Peak Signal to Noise Ratio (PSNR) and the Structural 
Similarity for measuring the image quality (SSIM) from the past 
2-3 years comprising input training image database is given in the 
tabulated fashion which is shown (Table 2) as below: 

Table 2: Comparative Analysis of various combinations of Image Denoising 
Techniques based on various Image Quality Metrics like Mean Squared Error 
(MSE), Peak Signal to Noise Ratio (PSNR) and Structural Similarity for 
measuring the Image Quality (SSIM) for Training image database from the past 2-
3 years 

S. 
N
o. 

Year Techn
iques 
used 

Mean 
Squared 

Error (MSE) 
Values 

Peak Signal 
to Noise 

Ratio 
(PSNR) 
Values 

Structural 
Similarity 

for 
measuring 

image 
Quality 
(SSIM) 
Values   

1. 2018 Anisot
ropic 

Diffusi
on 

Filteri
ng 

Type 1 

110.887 27.897 0.877  

2. 2018 Non-
Local 
Means 
Type 2 

0.080  61.175  0.999 

3. 2017 Image 
Denois

ing 
using 
Deep 

Neural 
Netwo

rk 
(DNN)  

0.970 51.267 0.998 

3.4. Arithmetic Mean Filter 
The Arithmetic Mean can be defined as being equal to the sum of 
the numerical values of each and every observation divided by the 
total number of observations. The arithmetic means of a given set 
of numbers each one is having a numerical value a1, a2, a3, 
………..., an can be calculated by using the formula which is 
given as below: 

Arithmetic Mean (A.M.) = a1 + a2 + a3 + ………. + an/n         (7) 

where a1, a2, a3,……………., an are n number of physical 
quantities, n is the total number of physical quantities and A.M. is 
the Arithmetic Mean of the n number of physical quantities which 
are taken into consideration. 

The results which are obtained after carrying out experiments with 
the help of an Arithmetic Mean Filter (Figure 9) are presented as 
below: 
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Figure 9 Testing image database Arithmetic Mean Filtering Results 

3.5. Circular Averaging Filter (Pillbox) 

The technique of removing salt and pepper noise from an image 
can be accomplished with the help of smoothing filter which also 
helps in removing the sharp edges thereby refining the small 
contours as well as ridges from it. It is useful in removing minute 
information before the operation of extracting an object having 
greater size from the image resulting in the amalgamation of tiny 
regions in between the two portions that are present in lines or 
curves, thereby telling its significance about the reason for 
including in the pre-processing step. The results that are obtained 
after applying Averaging Filter to the roadway symbols that are 
present in our image dataset are presented in the below section of 
this manuscript (Figure 10) as follows: 

  

  
Figure 10 Testing image database Circular Averaging Filter (Pillbox) Results 

3.6. Harmonic Mean Filter 

A Harmonic Mean Filter can be defined as the reciprocal of the 
arithmetic mean of the reciprocals of a given set of observations. 
The Harmonic Mean can be calculated by using the mathematical 
expression which is given as below: 

Harmonic Mean (H.M.) = 
1
𝑥𝑥1

+ 1
𝑥𝑥2

+ 1
𝑥𝑥3

+………+ 1
𝑥𝑥𝑛𝑛

                      (8) 

The results which are obtained after carrying out experiments with 
the help of a Harmonic Mean Filter (Figure 11) are presented as 
below: 

  

  
Figure 11 Testing image database Harmonic Filter Results 

   

  

Figure 12 Testing image database Box Filter Results 
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3.7. Box Filter 

The Box Blur or sometimes called as Box Linear filter can be 
defined as a spatial domain linear filter in which each pixel in the 
resulting image possess a value which is equal to the average 
value of its neighboring pixels present in the original input image. 
It is a type of low pass or a blurring filter. 

The results obtained after carrying out experiments with the help 
of a Box Filter are presented in Figure 12. 

3.8. Gaussian Filter 

The Gaussian function is defined as follows: 

g (x, y) = 1/2πσ2 e- (x2 + y2)/2σ2                                                (9) 

where a, b and c are the arbitrary constants, x is the distance from 
the origin in the horizontal axis, y is the distance from the origin 
in the vertical axis and σ is the standard deviation of the Gaussian 
distribution. The Gaussian function is derived from the name of a 
well-known scientist named Carl Friedrich Gauss. The results 
which are obtained after carrying out experiments with the help 
of a Gaussian Filter (Figure 13) are presented as below:    

  

  
Figure 13 Testing image database Gaussian Filter Results 

The comparative analysis of various image denoising techniques 
based on various image quality metrics like Mean Squared Error 
(MSE), Peak Signal to Noise Ratio (PSNR) and the Structural 
Similarity for measuring the Image Quality (SSIM) comprising 
the input testing image database is given in a tabulated fashion 
which is shown (Table 3) as below: 

Table 3 Comparative Analysis of various Image Denoising Techniques based on 
various Image Quality Metrics like Mean Squared Error (MSE), Peak Signal to 
Noise Ratio (PSNR) and Structural Similarity for measuring the Image Quality 
(SSIM) for Testing image database from the research paper presented in IEEE 
ESTCON-ICIAS-2018 International Conference held at UTP, Malaysia from 13th-
15th August 2018 

S. 
No
. 

Yea
r 

Techniqu
es used 

Mean 
Squared 

Error 
(MSE) 
Values 

Peak 
Signal to 

Noise 
Ratio 

(PSNR) 
Values 

Structural 
Similarity 

for 
measuring 

image 
Quality 
(SSIM) 
Values  

1. 2006 Gaussian 
Filter 

22.820 35.054 0.985 

2. 2006 Box Filter 529.370 21.329 0.634 

3. - Arithmetic 
Mean 
Filter 

381.839 22.656 0.729 

4. 2006 Circular 
Averaging 

Filter 
(Pillbox)  

459.299 21.961 0.666 

5. - Harmonic 
Mean 
Filter 

321.160 24.146 0.862 

4. Novelty of the Proposed Research Work 

The main objective of our proposed research work is to identify 
the best technique which helps in removing the noise which is 
naturally present in an image among various noise removal 
techniques based on different image quality metrics like Mean 
Squared Error (MSE), Peak Signal to Noise Ratio (PSNR) and the 
Structural Similarity for measuring Image Quality (SSIM). 

The best technique is identified from its counterparts by assuming 
that it is having the least numerical value of Mean Squared Error 
(MSE) as well as it is also having the greatest numerical value of 
Peak Signal to Noise Ratio (PSNR) and Structural Similarity for 
measuring Image Quality (SSIM). 

The Non-Local Means Type 2 and the Image Denoising using 
Deep Neural Network (DNN) techniques were combined and 
applied to the input traffic sign board images which are present in 
the testing image database and the results so obtained are shown 
in (Figure 14) as below:  

After the process of calculating the numerical values of Mean 
Squared Error (MSE), Peak Signal to Noise Ratio (PSNR) and the 
Structural Similarity for measuring the Image Quality (SSIM) was 
completed, it was observed that the Mean Squared Error (MSE) 
value was found out to be 113.83027446809 and the Peak Signal 
to Noise Ratio (PSNR) and the Structural Similarity for measuring 
the Image Quality (SSIM) values were found out to be 
31.578017021277 and 0.90815744680851 respectively. 
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Figure 14 Testing image database Results obtained by combining the Non-Local 

Means Type 2 + Image Denoising using Deep Neural Network (DNN) 
Techniques 

The technique of Anisotropic Diffusion Filtering Type 1 was 
combined with Non-Local Means Type 2 technique and applied 
to the input traffic sign board images which are present in the 
testing image database and the results so obtained are shown in 
(Figure 15) as below:  

After the process of calculating the numerical values of Mean 
Squared Error (MSE), Peak Signal to Noise Ratio (PSNR) and the 
Structural Similarity for measuring the Image Quality (SSIM) was 
completed, it was observed that the Mean Squared Error (MSE) 
value was found out to be 1.5655462333826 and the Peak Signal 
to Noise Ratio (PSNR) and the Structural Similarity for measuring 
the Image Quality (SSIM) values were found out to be 
47.416585376662 and 0.99865745937961 respectively.   

  

  
Figure 15 Testing image database Results obtained by combining the Anisotropic 

Diffusion Filtering Type 1 + Non-Local Means Type 2 Techniques 

The techniques of Non-Local Means Type 2 and Anisotropic 
Diffusion Filtering Type 1 were combined and applied to the input 
traffic sign board images which are present in the training image 
database and the results were obtained after the execution of this 
experimental procedure which are shown in the figure that is 
given (Figure 16) as below and the numerical values of the Mean 
Squared Error (MSE), Peak Signal to Noise Ratio (PSNR) and the 
Structural Similarity for measuring the Image Quality (SSIM) 
were found out to be 255.94895760709, 24.440101624815 and 
0.95028419497784 respectively. 

  

  
Figure 16 Training image database Results obtained by combining the Non-
Local Means Type 2 + Anisotropic Diffusion Filtering Type 1 Techniques 

The Non-Local Means Type 2, Anisotropic Diffusion Filtering 
Type 1 and Non-Local Means Type 2 techniques were combined 
and applied to the input traffic sign board images which are 
present in the training image database and the results which are 
obtained after the execution of the experimental procedure are 
shown in the figure which is given (Figure 17) as below and the 
numerical values of the Mean Squared Error (MSE), Peak Signal 
to Noise Ratio (PSNR) and Structural Similarity for measuring 
the Image Quality (SSIM) were found out to be 
76.349860118168, 31.671063072378 and 0.97056218611521 
respectively. 

  

 
 

Figure 17 Training image database Results obtained by combining the Non-
Local Means Type 2 + Anisotropic Diffusion Filtering Type 1 + Non-Local 

Means Type 2 Techniques 
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The techniques of Non-Local Means Type 2, Anisotropic 
Diffusion Filtering Type 1, Non-Local Means Type 2 and Image 
Denoising using Deep Neural Network (DNN) were combined 
and applied to the input traffic sign board images which are 
present in the training image database and the results which are 
obtained after carrying out the experimental procedure are shown 
in the figure which is given (Figure 18) as below and the 
numerical values of the Mean Squared Error (MSE), Peak Signal 
to Noise Ratio (PSNR) and Structural Similarity for measuring 
the Image Quality (SSIM) were found out to be 
0.022547858197932, 66.103574150665 and 0.99989054652881 
respectively. 

  

  
Figure 18 Training image database Results obtained by combining the Non-
Local Means Type 2 + Anisotropic Diffusion Filtering Type 1 + Non-Local 

Means Type 2 + Image Denoising using Deep Neural Network (DNN) 
Techniques 

The comparison of these image quality parameter numerical 
values for different combinations of Anisotropic Diffusion 
Filtering Type 1, Non-Local Means Type 2 and the Image 
Denoising using Deep Neural Network (DNN) techniques which 
are employed for removal of noise present in the testing image 
database is given in the tabulated fashion shown (Table 4) as 
below: 

The comparison of these image quality parameter numerical 
values for different combinations of Anisotropic Diffusion 
Filtering Type 1, Non-Local Means Type 2 and the Image 
Denoising using Deep Neural Network (DNN) techniques which 
are employed for removal of noise present in the training image 
database is given in the tabulated fashion shown in Table 5: 

Table 4 Comparative Analysis of various combinations of Image Denoising 
Techniques based on various Image Quality Metrics like Mean Squared Error 
(MSE), Peak Signal to Noise Ratio (PSNR) and Structural Similarity for 
measuring the Image Quality (SSIM) for Testing image database 

S. 
No. 

Year Techniques 
used 

Mean 
Squared 

Error 
(MSE) 
Values 

Peak 
Signal to 

Noise 
Ratio 

(PSNR) 
Values 

Structural 
Similarity 

for 
measuring 

Image 
Quality 
(SSIM) 
Values 

1. 2018 Anisotropic 
Diffusion 

Filtering Type 1 

40.282 32.121 0.892 

2. 2018 Non-Local 
Means Type 2 

0.676 51.479 0.995 

3. 2017 Image Denoising 
using Deep 

Neural Network 
(DNN) 

1.640 47.117 0.997 

4. 2018 
+ 

2018 

Anisotropic 
Diffusion 

Filtering Type 1 
+ Non-Local 

Means Type 2 

113.830 31.578 0.908 

5. 2018 
+ 

2018 
+ 

2017 

Anisotropic 
Diffusion 

Filtering Type 1 
+ Non-Local 

Means Type 2 + 
Image 

Denoising using 
Deep Neural 

Network (DNN) 

0.137 61.466 0.999 

Table 5 Comparative Analysis of various combinations of Image Denoising 
Techniques based on various Image Quality Metrics like Mean Squared Error 
(MSE), Peak Signal to Noise Ratio (PSNR) and Structural Similarity for 
measuring the Image Quality (SSIM) for Training image database 

S. 
No. 

Year Techniques used Mean 
Squared 

Error 
(MSE) 
Values 

Peak 
Signal to 

Noise 
Ratio 

(PSNR) 
Values 

Structural 
Similarity 

for 
measuring 

Image 
Quality 
(SSIM) 
Values 

1. 2018 Anisotropic 
Diffusion 

Filtering Type 1 

110.887 27.897 0.877 

2. 2018 Non-Local 
Means Type 2 

0.080 61.175 0.999 

3. 2017 Image Denoising 
using Deep 

Neural Network 
(DNN) 

0.970 51.267 0.998 

4. 2018 
+ 

2017 

Non-Local 
Means Type 2 + 
Image Denoising 

using Deep 
Neural Network 

(DNN) 

1.565 47.416 0.998 

5. 2018 
+ 

2018 

Non-Local 
Means Type 2 + 

Anisotropic 
Diffusion 

Filtering Type 1 

255.948 24.440 0.950 

6. 2018 
+ 

2018 
+ 

2018 

Non-Local 
Means Type 2 + 

Anisotropic 
Diffusion 

Filtering Type 1 
+ Non-Local 

Means Type 2 

76.349 31.671 0.970 

7. 2018 
+ 

2018 
+ 

2018 
+ 

2017 

Non-Local 
Means Type 2 + 

Anisotropic 
Diffusion 

Filtering Type 1 
+ Non-Local 

Means Type 2 + 
Image Denoising 

using Deep 
Neural Network 

(DNN) 

0.022 66.103 0.999 
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If the testing image database is considered, it is observed that if 
the techniques of Anisotropic Diffusion Filtering Type 1, Non-
Local Means Type 2 and Image Denoising using Deep Neural 
Network (DNN) are combined, the numerical values of different 
image quality metrics like the Mean Squared Error (MSE), Peak 
Signal to Noise Ratio (PSNR) and the Structural Similarity for 
measuring the Image Quality (SSIM) were found out to be 
0.13772127659574, 61.466536170213 and 0.99981489361702 
respectively. Therefore, it is clear that the above technique which 
is mentioned in this research paper proves to be the best technique 
which can be used for the purpose of noise removal from input 
traffic sign board images present in the testing image database 
since the numerical values of Mean Squared Error (MSE) is the 
least as compared with its other counterparts and the numerical 
values of the Peak Signal to Noise Ratio (PSNR) as well as the 
Structural Similarity for measuring the Image Quality (SSIM) are 
the greatest as compared with its other counterparts. 

If the training image database is considered, it is observed that if 
the techniques of Non-Local Means Type 2, Anisotropic 
Diffusion Filtering Type 1, Non-Local Means Type 2 and Image 
Denoising using Deep Neural Network (DNN) are combined, the 
numerical values of different image quality metrics like the Mean 
Squared Error (MSE), Peak Signal to Noise Ratio (PSNR) and the 
Structural Similarity for measuring the Image Quality (SSIM) 
were found out to be 0.022547858197932, 66.103574150665 and 
0.99989054652881 respectively. Therefore, it is clear that the 
above technique which is mentioned in this research paper proves 
to be the best technique which can be used for the purpose of noise 
removal from input traffic sign board images present in the 
training image database since the numerical values of different 
image quality metrics like the Mean Squared Error (MSE) is the 
least as compared with its other counterparts and the numerical 
values of the Peak Signal to Noise Ratio (PSNR) as well as the 
Structural Similarity for measuring the Image Quality (SSIM) are 
the greatest as compared with its other counterparts. 

Conclusion and Future Scope 

In this paper, a comparison of various image denoising techniques 
was done in order to choose the best technique among a set of 
three different techniques and their three different combinations 
which was being applied to the traffic sign board images present 
in the testing image database and four different techniques and 
their seven different combinations to the traffic sign board images 
present in the training image database based on calculating 
different parameters which decide the quality of input roadway 
symbols like Mean Squared Error (MSE), Peak Signal to Noise 
Ratio (PSNR) as well as Structural Similarity for measuring 
Image Quality (SSIM) and after a thorough comparison, it was 
concluded that the combination of Anisotropic Diffusion Filtering 
Type 1, Non-Local Means Type 2 and Image Denoising using 
Deep Neural Network (DNN) techniques which was being 
applied to the traffic sign board images present in the testing 
image database and the combination of Non-Local Means Type 2, 
Anisotropic Diffusion Filtering Type 1, Non-Local Means Type 2 

and Image Denoising using Deep Neural Network (DNN) 
techniques which was being applied to the images which are 
present in the training image database has the maximum Peak 
Signal to Noise Ratio (PSNR) as well as Structural Similarity for 
measuring Image Quality (SSIM) values and a minimum Mean 
Squared Error (MSE) value as compared to other techniques. 
These techniques will be applied to the traffic sign board images 
which are present in both the testing as well as training image 
databases in future research work for the purpose of noise removal 
from input traffic sign board images.  
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 Spatial and temporal isolation is a crucial issue in embedded systems executing multiple 
tasks with several levels of criticality. This is considerably significant in the context of 
multi-processor (or multi-core) embedded systems running multiple mixed-criticality 
applications in parallel. This work deals with the issue of isolation of different application 
classes on Network on Chip (NoC) architectures and proposes a lightweight hardware 
mechanism able to support mixed-criticality requirements and specifically designed to be 
introduced into existing network interfaces. This mechanism supports the execution of 
different and contemporary applications with several criticality levels by supervising the 
messages exchange among network nodes, with the introduction of limited hardware and 
software overhead on the monitored network. The proposed solution is described and 
evaluated by means of logical simulations and an implementation on reconfigurable logic, 
using a reference NoC architecture with mesh topology. Scalability of the proposed 
approach is also discussed and evaluated by means of network simulations. Results show 
an area occupation less than 1% in a 3x3 mesh NoC, and a good scalability of the proposed 
mechanism in an 8x8 mesh network, indicating it as a valid lightweight solution able to 
enforce isolation in NoCs. 

Keywords:  
Network on Chip 
Isolation 
Mixed-Criticality 
Hardware Support 

 

 
1. Introduction 

 It is possible to define the criticality of the generic component 
of a system as the level of assurance needed for that element [1]. 
Embedded system is a clear example of mixed-criticality system if 
different software elements executing on the same hardware 
platform possess two or more levels of criticality. The fundamental 
problems in mixed-criticality system management are (i) the 
simultaneous satisfaction of discordant requirements regarding 
advantageous access to shared resources, in order to make the most 
of performance of the system, (ii) and a strict partitioning to avoid 
disorder between different elements.  

Regarding single-processor embedded systems, it is essential to 
guarantee the isolation between tasks in terms of time, and several 
techniques able to ensure temporal determinism of running have 
been presented in scientific literature [2]. On the other hand, about 
multi-processor systems, different applications run in parallel on 
different processors. The applications must compete in accessing 
shared resources, taking advantage of the specific communication 
architectures of different hardware implementations. Recently, it 

was possible to observe a growing interest towards the usage of 
Network on Chip (NoC) architectures [3] as a platform for systems 
with high mixed criticality. Compared to traditional shared 
(hierarchical) bus solutions, NoCs can more efficiently support the 
implementation of multi and many core systems. Table 1 (inspired 
by the works presented in [4] and [5]) provides a qualitative 
comparison of the two approaches. 

In this prospective, the present work shows a mechanism with 
lightweight hardware for the management of mixed criticality in a 
multi-processor embedded system conceived on a Network on 
Chip. In particular, the aim is to give a hardware-based support in 
order to control the flow of the messages through the NoC, with 
the goal of guaranteeing a reserved access to the NoC itself on the 
base of the criticality level of the different tasks running on the 
NoC nodes. In such a way, the proposed mechanism supports 
spatial and temporal isolation, since, in a given period, only a 
subset of the tasks can access the NoC and the connected resources. 
Indeed, temporal isolation ensures no interference in the time 
domain among tasks to access to a shared resource (i.e., mutual 
exclusive access), while spatial isolation protects a shared resource  
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Table 1: Shared bus vs. NOC: a qualitative comparison 

 Concurrent access to 

different resources 

Throughput Physical implementation 

Overhead 

Scalability Design 

complexity 

Power 

dissipation 

Area 

occupation 

Max 

frequency 

Shared 
Bus 

- - 
 

= - + - - - 

NoC + + = + - + + 

 

+ 

 

so that tasks are able to freely perform access only to a part of it, 
or only a subset of existing tasks are able to access to that resource 
[6]. 

 The main characteristics of the proposed mechanism are the 
following ones: 

• limited effect on system performance, thanks to a 
hardware-based approach; 

• no limit on the number of criticality levels in the system; 

• supporting both spatial and temporal isolation. 

In particularly, the innovation points of the proposed approach are 
the followings: 

• independency from NoC topology, i.e., it can be adapted 
to each NoC scenario; 

• portability among different networks. 

It is worth noting that this paper extends the one presented in [7], 
by providing: 

• detailed HW design, described in Hardware Description 
Language (HDL), together with logical simulation (sec. 
4); 

• extended scalability analysis by means of OMNET++ 
simulations (sec. 5 and 6). 

The paper is outlined in this way. Section 2 describes the most 
important concepts related to the management of isolation in the 
context of mixed-criticality in multi-processor and NoC based 
systems; the section also briefly summarizes the current main 
existing strategies for the effective management of the different 
criticality levels. Section 3 shows the proposed mechanism and 
details its advantages. Section 4 illustrates the detailed HDL-based 
HW design and simulation issues. Section 5 and 6 show the 
analysis of a simulated platform that helps to test the effectiveness 
of the proposed mechanism for NoC with more nodes. Finally, 
Section 7 summarizes conclusions and discusses future works. 

2. Isolation in Mixed-Criticality Systems 

Spatial and temporal isolation is a fundamental issue for 
embedded systems. In particular, for those systems that perform 
multiple activities with different levels of criticality, or better to 
say, mixed critical embedded systems. The topic is particularly 
significant for areas such as aeronautics and automotive. Several 
standards have the specific purpose of finding a solution to this 
problem and two significant examples are the AUTOMOTIVE 
OPEN SYSTEM ARCHITECTURE (AUTOSAR, [8]), a software 

architecture in the automotive area, and the Aeronautical Radio 
INCorporated (ARINC, [9]), which gives the specifications for 
spatial and temporal sectioning in avionics applications critical for 
safety (ARINC 653). 

In order to examine the issue of mixed criticality, different 
analytical models can be followed [1]. Usually, applications are 
modelled as a group of elements. Each one consists of a finite 
number of tasks. Each task is expected on a processing resource, 
that can be shared among different tasks. For the present analysis, 
each task executes a specific activity by performing a certain 
number of jobs and it is periodically scheduled on a shared 
processing resource. 

Focusing on criticality, several schemes have been presented 
in literature defining of levels of criticality, from the easiest one, 
where only two levels are allowed (i.e., non-critical and critical), 
up to configurations where the number of allowed levels is 
potentially unlimited [10]. Focusing on isolation, the tasks 
belonging to components with a lower criticality level shall not be 
able to interfere with higher criticality ones.  

In literature, different studies have analyzed the problem of the 
management of mixed criticality in single processor systems, from 
the isolation point of view [2]. A static allocation of memory 
during compilation phase is an appropriate strategy in order to 
reach spatial isolation. Contrarily, a Memory Management Unit 
and a Memory Protection Unit could support isolation for dynamic 
memory allocation. Another appropriate strategy in order to reach 
isolation between tasks with several criticality levels is 
virtualization. Anyway, full virtualization is generally not 
satisfactory for embedded systems (especially if exists real-time 
constraints), indeed the required overhead may be impactful on the 
temporal constraints of the application. The usage of Hypervisors 
[11] in these situations permits to run ate the same time several 
operating systems upon a platform in sharing with low overhead, 
but still maintaining the isolation of time and space [12]. 

It is fundamental in a multi-processor system with shared bus 
architecture, administer the access to shared communication 
elements. This could be done by partitioning the system in order to 
eliminate disturbances among applications executing on different 
cores, or on peripherals device with DMA. The issue of 
partitioning in multi-processor systems is already addressed by 
Pellizzoni et al. [13], with the definition of the Architectural 
Analysis and Design Language, which is a form of Architectural 
Description Language used for mixed-critical systems that 
supports by construction the monitoring and optimization of the 
communication and processing phase. The time-triggered model 
[14] is a different method of partitioning, where a high level of 
criticality is related to the time-triggered traffic, while traffic  

http://www.astesj.com/


G. Valente et. al / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 4, 561-573 (2019) 

www.astesj.com     563 

Table 2: Routing arbitration policies for NoCs. 

Arbitration Policy Round Robin Time Division Multiplexing Fixed Priority 

Description Usually aimed at obtaining fairness 
on arbitration, but not used in real-
time systems, given the problems 
in calculating the worst-case 
latencies for the various 
transactions. 

The various data flows are statically allocated to 
separated time slots. This arbitration policy is 
largely adopted in real-time and mixed criticality 
implementations, but determining a reservation 
scheme for the various time slots is not trivial. 

The various transactions are managed 
based on predefined priority levels. 

triggered by events is generally the best effort. Time-Triggered 
Ethernet or TTP/C are kind of protocols that support this kind of 
communication mechanism called Time-Division Multiple Access 
(TDMA). If no isolation-oriented strategies are implemented, the 
management of shared resources is usually demanded to the 
specific bus arbitration. 

Finally, in a multi-processor system based on NoC, router 
arbitration schemes are fundamental. Generally, NoCs are 
conceived on the arbitration policies shown in Table 2. 

2.1. State of Art 

Schoeberl [15] suggested a regular structured time-triggered 
NoC (TDMA-based) capable to support foreseeable 
communications both on-chip and off-chip. This architecture uses 
a pseudo-static communication schedule implemented in a 
Cyclone II EP2C35 Field-Programmable Gate Array (FPGA) on 
the Altera DE2 board. The underlying network topology is simple 
(e.g., ring structure) and optimized for easy routing (wire routing, 
not message routing). They implement a simple demo application 
(a voting triple modular redundancy sensor), but they evaluate the 
scheduling policy offline for each different scenario. An advanced 
tool to calculate and verify the schedule is important to render the 
proposed NoC useful. 

Tobuschat [16] developed a NoC capable to support natively a 
mixed criticality. This system is conceived on a methodology 
(namely, back suction) capable to maximize the bandwidth 
allocated for low importance messages, guarantying that the most 
critical messages are delivered by satisfying the related deadlines. 
The authors said that sufficient independence is reached, and 
worst-case behavior can be predicted through the usage of 
virtualization, monitoring infrastructure, and control mechanisms. 
Programming of the monitors is only possible by the system 
controller, so its correct implementation becomes an essential 
point of this work, introducing additional load to the system. 
Furthermore, the knowledge of all possible interference enables 
timing predictable behavior of the whole system, but this 
assumption is not simple to verify with respect to real scenarios. 

Burns [17] described the Wormhole Protocol for Mixed 
Criticality (WPMC). This protocol points out the dual-criticality, 
fixed priority NoCs. Furthermore, if an infraction in transaction 
deadlines is catched, it permits to limit the use of communication 
elements in favor of high criticality transactions. Successively, 
WPMC has been updated in order to advance the low criticality 
packets average latency and the latency of the worst-case of the 
high criticality ones [18]. The main limitations of this work are 
related to the maximum number of criticality levels considered 
(not more than two), the lack of a mode change protocol among 
several criticality levels, and the study of mixed-criticality end-to-

end latency analysis (i.e., considering task execution as well as 
traffic-flows). 

More in general, state of art solutions to provide isolation 
converge on two main areas: Time Division Multiplexing, that 
implies a conservative design with increased resource 
requirements [15], and Monitoring of the System, to react in case 
of unexpected situations.  

The mechanism proposed in this paper falls in the second 
category, with the novelty that the monitoring mechanism is 
moved into the NoC itself, involving only NoC interconnection 
elements and not NoC nodes. This specific aspect will be analyzed, 
in more detail, in the following section. In this way, the introduced 
mechanism is independent from the NoC topology, as the control 
action can be applied independently from the specific NoC 
architecture. The mechanism is also easily portable, as it is simple 
to introduce custom communication control strategies into existing 
network interfaces. These are the two main advances respect to the 
state of art. 

3. Proposed HW Support for Isolation 

 This paper proposes a mechanism able to consider the different 
criticality levels of tasks running on a NoC, and to regulate the 
network traffic basing on specific network parameters. The system 
model is firstly introduced, then the proposed mechanism is 
detailed and analyzed. 

3.1. System Model 

In the proposed approach, a NoC consists of, at least, two 
Nodes (N) and one or more Routers (R). Every node includes one 
or more processors/cores, memories, and other peripherals. Intra-
node communications can entrust on several approaches (generally 
a hierarchical bus and shared-memory structure). These internal 
details are not a constraint for the proposed structure, so they will 
be considered abstracted from now on. Inter-node communications 
are conceived on message passing: this implies that every node 
possess a Network Interface (NI), exploited to send/receive 
messages, and linked to a single router port. Every single router 
can be linked, to other NI and/or to other routers, considering on 
the NoC topology. The routers transmit the messages to final nodes 
according to the used routing protocol.  

In Figure 1, it is shown a schematic reference NoC, consisting 
of four nodes and routers connected in a mesh topology. Every 
node of the NoC run one or more tasks Ti. In our case a task could 
represent an OS process, thread or simply a generic abstraction of 
a piece of software that executes a specific function). Each task is 
characterized at least by a task criticality level (ci), i.e., the level of 
insurance associated to the task itself. Each task has a default 
criticality statically assigned at design-time and can deliver a 
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message (M) over the NoC through the NI of the node on which it 
is running. Every message is then outlined by a priority equal to 
the sender task criticality. 

 
Figure 1: NoC with 4 nodes in a mesh topology. 

3.2. Proposed HW mechanism 

 In order to define a mechanism supporting isolation, the 
network status is characterized by a global parameter named 
Severity. At certain time, the NoC will perform with a level of 
severity S in the range [1, Smax]. The isolation mechanism relies 
on the following two hypotheses: 

• for a given temporal instant, only the messages sent by 
tasks with a criticality level 𝑐𝑐 ≥ 𝑆𝑆 can be transmitted by 
the NI and forwarded to the routers; 

• the severity level can be modified, at run-time, by tasks 
that have specific privileges. These tasks (Task Masters, 
indicated as TM in Figure 1) are statically defined at 
design time. 

 At start-up, the system works in the least conservative mode, 
with a minimum severity level. If an anomaly condition is 
detected, and tasks with high criticality need to be executed, the 
system may switch to higher severity level, causing those tasks 
with higher criticality to access the network without competition 
with lower criticality ones. The following additional hypotheses 
are assumed: 

• each NI can store the severity level of the network, to 
allow the transmission of new messages only if their 
criticality is greater or equal than S; 

• the severity level of the network could be modified 
(raised or lowered) by a TM, by introducing inside the 
network a message which change the severity. This 
message is propagated to all network nodes and 
processed inside the NI. The reception of a message with 
a change in severity will activate an update of the severity 
level memorized inside the interface. 

Being only the TM able to change the NoC Severity, the 
configuration of the system results to be protected: indeed, an 
untrustworthy entity is not able to change this configuration and 

possibly corrupt the system itself. The condition to prompt for a 
Severity change depends on the presence of anomalies: metrics 
able to indicate when an anomaly is verified can be defined, 
depending on the application executed on the NoC; then, by 
monitoring these metrics, it is possible to relate the TM 
transmission of a Severity change with the anomaly identification. 

Observing Figure 1 and supposing that it is related to a scenario 
with two levels of criticality and two levels of severity, when the 
NoC possess a severity level equal to one, all the tasks can send 
and receive messages through the network. The routers could use 
a simple First-in First-out (FIFO) policy to manage the message 
forwarding toward the proper ports: when the FIFO is full, the 
message is rejected by the router, waiting for space in the queue. 
When a TM (T9 in the example of Figure 1) starts the procedure 
to change the level of severity of the NoC, all the NI shall be 
notified in order to update the corresponding value. When the 
severity level reaches the value of two, only T2, T6 and T9 are 
enabled to send messages while all the tasks will be able only to 
receive them. It is important noting that the designer owns the 
responsibility in order to eliminate, or to keep tolerable, conditions 
where a task cannot react to the message of a more critical one due 
to the NoC severity level possessed in that moment.  

The reference HW design of the severity management mechanism, 
able to implement the isolation mechanism above described, is 
shown in Figure 2. It has an Input Buffer (called Message Buffer 
in the figure) to manage message traffic from the node: when a 
message from the node reaches the input of the buffer, the 
Comparator module checks if the criticality of the input message 
is greater or equal than the current network severity (stored in the 
Severity Register). If that is the case, the output of the comparator 
will be low, and the message will be stored into the Message 
Buffer. Otherwise, the output of the comparator will be high, and 
the message will be rejected: specifically, the loading of the 
message buffer will be inhibited, and a reject notification will be 
sent to the node. This functionality is described in the flowchart 
shown in Figure 3, where the methods fillInputBuffer(), Analyze(), 
StoreMessageBuffer() and Reject() implement, respectively, the 
reading from the node, the analysis of the received Message, the 
storage into the message buffer to transmit along the NoC and the 
rejection of the Message. 

As above indicated, the aim of the proposed hardware 
mechanism is to assist the NoC design where, at a certain time, 
only the packets sent by a task with criticality greater or equal than 
the severity of the NoC are transmitted. The NI of nodes that 
executes the sending tasks blocks all other messages. It should be 
highlighted that this degradation is often tolerable in systems with 
mixed-criticality [17], as it eliminates any influence between lower 
and higher criticality flow. It can be noticed that the suggested 
solution does not reduce the number of criticality network levels. 
Also, it can be noticed that the proposed mechanism supports both 
spatial and temporal isolations: the former is ensured by the fact 
that only tasks with criticality greater than S can use the network 
resources to send messages. The latter is ensured by the fact that 
Severity can be changed over time, so giving the opportunity to all 
the tasks to access the network resource in specific temporal slots 
while still being able to assure that the most critical ones, when 
needed, can run without interferences due to less critical tasks. 
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Figure 2: Implementation of the mechanism in a Network Interface (NI). 

 
Figure 3: Functionality of the proposed HW mechanism. 

4. HW Mechanism Design and Validation 

This section presents the approach adopted to design and 
validate the proposed HW mechanism. The interests have been 
focused on three features: behavior validation, practicability 
check, and evaluation of the scalability. Regarding the first one, it 
allows to check if the developed mechanism behaves as expected. 
It is mainly based on HDL-based design and simulations. The 
second feature allows to check if this mechanism is possible to 
realize on real systems. It is based on a Hardware-In-the-Loop 
(HIL) approach applied to a simple NoC implementation on an 
FPGA platform. The final and third one (described in section 5) 
allows to check if it is possible to exploit the mechanism in real-
size NoC. So, it is based on a Network Simulation approach to 
validate behavior and evaluate scalability, without the need to 
develop very complex NoCs. So, the following paragraphs, 
presents all the details needed to understand the performed HDL-
based design and simulations activities. 

4.1. Selected Reference NoC 

 A reference NoC has been considered for validation activities. 
It is an open-source NoC [19] described in HDL, that can be 
simulated and synthetized on FPGA. Such a NoC is of interest, 
since its design is very simple, allowing to reduce the number of 
required logic units for prototypal implementations. Moreover, it 

is provided with a MATLAB program to monitor the network 
traffic at run-time. 

The reference NoC architecture consists of a network of nodes 
able to send and receive data, in order to complete their actions. 
Devices in nodes can be of different types, such as processors, 
memories and input/output devices. A network adapter is used to 
connect a device to a router, and a router connects the node to the 
rest of the network. Packet switching is used as a communication 
method across the network, with packets used as the 
communication medium. 

Specifically, there are three types of packets in the network: 
write, read_request and read_return, as shown in Figure 4. All of 
them have a header, to indicate their type, and other fields 
depending on their goal. 

 
Figure 4: Packets of the reference NoC. 

The write packet is sent by a master node to write data to a 
slave, while a read_request is sent by a master node to a slave one, 
and the latter replies with a read_return packet. write and 
read_request packets require a destination address: the reference 
NoC has a 32-bit address space, where the first 4 bits are used as 
the unique node IDs, while the remaining 28 bits are used for local 
addresses. The read_request packet also contains the source ID 
used by the receiver to send the read_return. read_return packets 
only contain the destination node ID of the source where they are 
replying to. A write_packet contains 8-bits of write data, while a 
read_return contains 8-bits of read data. The packets are sent over 
one clock cycle, rather than broken up over multiple clock cycles, 
to keep the hardware and logic simple. 

Focusing on network adapter (NA), it represents interface 
between the node and the router, and its purpose is to convert 
signals from the local bus into a suitable packet format for the 
network, and back again. There are two types of network adapters 
and devices: master and slave. The master network adapter 
receives the following signals from the master device: 
write_address, write_enable, write_data and read_request. A 
master device can connect to the network adapter and the network 
should be totally transparent. The NA sends back not_ready, 
read_return and read_data. Any device wishing to connect to the 
network needs to handle a not_ready signal from the network 
adapter. Its output interface with a router is a packet_data_out. It 
can receive a busy signal from the router and a read_return packet. 

 Routers have five sets of channels connected to them, as shown 
in Figure 5. As the mesh organization is used in the network, four 
directions can be identified: north, east, south, west, and one 
additional channel going toward the local network adapter. The 
router is clocked with the global clock of the system. In order to 
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move the packets around the network from sources to destinations, 
routers look at a special field of the incoming packets, called xy-
counters [19]: they give priority to y-direction, firstly check in 
what vertical direction they should forward the packet, and then 
checking for the horizontal one. If a router receives a packet in 
which both x and y counters are set to 0, then it indicates that the 
packet was destined for that router and that it has now reached its 
destination (and should be forwarded to the local network adapter). 

 
Figure 5: Router. 

In order to support on debugging actions, a hardware 
monitoring system is offered together with the reference NoC [20] 
[21]. The monitoring system interfaces with an UART controller, 
allowing the communication with a host computer. A MATLAB 
program is also provided to be executed on host computer, 
providing a visual representation of the current traffic on the 
network, which is updated several times per second. 

 The proposed HW isolation mechanism has been integrated in 
an instance of the reference NoC discussed in the previous sub-
section, composed of 16 nodes in a mesh topology, shown in 
Figure 6. Each device within a node is represented by a simple 
finite state machine that acts as a master or slave processor (in the 
following TP — Test Processor), executing some specific 
instructions. 

 
Figure 6: Reference 16 meshed nodes NoC. 

 In such a reference NoC, Severity and Criticality concepts have 
been introduced. If a TP tries to send a message with criticality less 
than current network severity, the message is blocked by NA. It is 
worth noting that messages are not blocked by routers, since, in 
this case, they are unaware of the isolation mechanisms. This 

improves portability but also means that, when a severity change 
occurs, all the packets already inside the networks are still able to 
freely circulate. In this case, they will be managed accordingly to 
their priority, as expected by the type of NoC. For validation 
purposes, Criticality, Severity and Priority have been set in the 
interval [0, 7]. In order to support the proposed approach, the NoC 
has been modified to introduce a fourth type of packet, called 
severity_change, shown in Figure 7. The goal of the packet is to 
allow a master task to trigger a severity change. 

 
Figure 7: Packets managed by the reference NoC. 

Together with the introduction of a new packet type, further 
assumptions have been done to reduce the management 
complexity of the network, focusing on the purpose of the tests: 

• TM has been associated to the node in the upper-right 
corner of NoC shown in Figure 6. The corresponding TP 
is the only one able to change the severity of the network. 

• Severity change requests are forwarded by following a 
snake-coil path, as shown in Figure 8. Routers forward 
such a packet only in one fixed direction 

 
Figure 8: Snake-coil path. 

Master and slave NA adopt a two-levels input buffer at both TP 
and Router side. By means of them and a proper busy signal, it is 
possible avoid losing input packets. If two packets are concurrently 
coming from TP and Router, they are managed at the same time, if 
possible, otherwise they are serialized giving priority to the one 
with greater criticality. As said before, the criticality/severity 
check is performed only in Master NA, specifically by checking 
the input buffer at TP side. This represents the major change with 
respect to the reference NoC. Another important one is that, if a 
message coming from TP is not accepted by NA, TP is notified by 
means of a proper msg_rejected signal. A detailed view on NA 
modifications is shown in Figure 9 and Figure 10. 

The router is identical to the reference NoC one, apart from the 
need of improving the existing priority-based routing approach. In 
fact, in the case of concurrent packets forwarding, greater priority 
shall be given to criticality instead than to the port. It is worth 
noting that such a policy is simply priority-based, i.e., the router 
does not need to know about the criticality/severity mechanisms 
(in fact it is designed to work without knowing anything about the 
current severity level). 
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Figure 9: Modified master NA. 

 
Figure 10: Modified slave NA. 

 
Figure 11: Simulated NoC. 

 
Figure 12: Write and read_return paths. 

 

 

 
Figure 13: Packet forwarding in router close to node A
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4.1. Validation by means of logical simulation 

The above discussed NoC has been described in VHDL and 
simulated by means of Xilinx ISim [22]. In this way, it has been 
possible to verify the right forwarding of packets and the behavior 
of the proposed mechanism. In Figure 11, the simulated NoC is 
shown: it is composed of 16 nodes with different IDs (represented 
both in binary and hexadecimal base). Nodes 6, E and F are the 
master ones (i.e., they have a master NA and a master TP). In the 
considered test case, they perform some writings and readings by 
involving node 8 (slave). Written data (write_data) are composed 
of node ID and a progressive number (from 0 to 3, since, in the 
considered test case, each node performs 4 consecutive writing). 
In Figure 12, the main communication paths between the masters 
and slave node number 8 are shown. 

Test 1 – Router packet forwarding  

The first proposed test has the goal of verifying the correct 
packets forwarding done by routers. In Figure 13, it is shown the 
router close to master Node A managing input from ports N, E, and 
S, and forwarding them towards W (since all the write operations 
are related to node 8). The reported values represent the write_data 
field in hexadecimal base. In the presented test case, master NAs 
make use of their 3-bits ID LSB as criticality values for their sent 
messages; with this assumption, the following criticality values 
have been considered: criticality 6 for node 6 (110), criticality 6 
for node E (110), criticality 7 for node F (111). 

In Figure 13, it can be noticed that packets from nodes 6 and E 
reach the router with 1 clock cycle anticipation (since node F is far 

than the others). It is also possible to notice that the first two write 
packets (60 and e0), that requires the same output port, are 
correctly forwarded giving priority to the packet 60 (same 
criticality, but N port). Then, the newly arrived f0 is quickly 
forwarded, since it has greater criticality with respect to e0. The 
output is the sequence f0, f1, f2, f3. Since also the read_request 
packets form F have criticality 7, they are always forwarded in a 
single clock cycle (f0 is high for 4 clock cycles). 

Test 2 – Isolation 

In Figure 14, the isolation capability of the proposed mechanism is 
verified. Considering a severity level set to maximum value (i.e., 
7) and stored by each NA, a TP tries to send a message with 
criticality less than the current severity. In particular, the TP tries 
to send 4 write and 4 read_request packets with criticality 6 (110); 
it receives the msg_rejected signal for 8 clock cycles. It is worth 
noting that, in this test, msg_rejected notifications are not managed 
in any way by the TP (e.g., no tentative resending). 

Test 3 - Severity change 

In Figure 15, a severity change in the NoC is shown. It is possible 
to notice the severity_change packet (highlighted in red) firstly 
sent by node 3 (the only allowed to do it, since it is supposed to 
be the only one to have a TM) to its NA. Then, such a command 
is forwarded to the whole NoC (following the path already shown 
in Figure 8), i.e., each NA updates its internal current severity 
value and setups a new message to forward the severity_change 
command to the next node. 

 

 
Figure 14: Criticality/Severity check.
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4.2. HIL-based validation 

In order to validate a prototypal implementation of the 
proposed mechanism, an instance of the reference NoC, enriched 
with that mechanism, has been implemented on a Xilinx Spartan-
3 FPGA [23] using Xilinx ISE Design Suite 14.7 [24]. The testbed 
is shown in Figure 16. The prototype consists in a NoC with a 3x3 
mesh topology, where each node device is represented by a master 
or slave Dummy Processor (DP), namely a simple finite state 
machine that acts as a processor executing some specific 
instructions. Such a network implements an 8-level Severity and 
Criticality system. To keep low the complexity, while focusing on 
proposed mechanism features, the TM has been associated to the 
node in the upper-right corner so that the corresponding DP is the 
only one able to change the severity of the NoC (actually, the 
corresponding dummy processor has been designed so that the 
user can manually decide when to do severity changes and at what 
value, by using board switches). Aside from the node at the top 
right that holds the Task Master, all other nodes have been 
randomly distributed between the two master and slave types, and 
the associated Dummy Processors have been configured to create 
a decent amount of traffic packets at all criticality levels in the 
network. Severity change requests are forwarded to the other 
nodes by following a fixed snake-coil path, as shown in Figure 17. 
All packets are forwarded by routers with a Packet-Criticality 
based priority policy [19]: the routers first check in which vertical 
direction they should forward the packet, and then check for the 
horizontal one. If a router receives a packet in which both x and y 
counters are set to 0, then it indicates that the packet was destined 
for that node and that it has now reached its destination. If, at a 

given time, two or more packets from the input ports are destined 
to the same output port, a conflict occurs, and priority is given to 
the packet with the highest criticality, whereas other packets are 
blocked before they can be sorted out later. In the case of equal 
criticality, priority is given according to the input port of the 
conflict packets, by following the descending order: Local, North, 
East, South and West. It is worth noting that such a policy is 
simply priority-based, i.e. the router does not need to know about 
the criticality/severity mechanism (indeed it is designed to work 
without knowing nothing about the current severity level). 

Master and slave NA adopt a two-level input buffer at both DP 
and Router side. By means of them and a proper busy signal, it is 
possible avoiding losing input packets. 

After the system implementation on Spartan 3 FPGA, the 
monitoring system and the MATLAB program have been used to 
check the NoC status. Red wires indicate connections that have a 
lot of traffic, yellow ones indicate a small amount of traffic while 
white ones indicate no traffic at all. Other than the traffic, it is also 
possible to check the amount of busy and msg_rejected events. In 
Figure 18, it is possible to notice that with a low severity level 
(000) traffic is quite high, since all the nodes are able to send 
messages  

After the setting of a severity change to the highest severity 
level (111) (the changing of severity using the TM is shown in 
Figure 17), the traffic appears to be heavily reduced, as shown in 
Figure 19. The area occupations are reported in Table 3. The 
impact is very small, so the adjective “lightweight”. 

 
Figure 15: Severity Change.
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Table 3: Area occupation. 

 FFs LUTs fMAX 
Complete NoC with the 
proposed mechanism 

37 % 70 % 125 
MHz 

Proposed mechanism (area 
per each NI) 

1 
(<1%) 

2 (<1%) - 

Proposed mechanism (area 
in 3x3 mesh) 

9 18 - 

 
5. Scalability evaluation 

In this section, a model of the reference NoC has been 
developed using the Omnet++ simulator [25] with the aim to 
evaluate the scalability of the proposed mechanism. The model of 
the NoC supports n-levels Severity and Criticality. Multiple 
standard (unprivileged) tasks and Master tasks can be statically 
associated to each node of the network, and different traffic 
patterns can be associated with each task. The simulator includes 
a statistic unit able to investigate the traffic sequences, and the 
possibility to use a flexible time base module able to model 
synchronous and asynchronous NoC. In the case of synchronous 
NoC, the model of the network makes use of a module (named the 
Time-base synchronizer) able to generate clock messages, 
ensuring synchronous communication between the various nodes. 
Other model features are the following: 

• in a fixed, predetermined device, a single TM executes on 
the platform 

• each router uses the xy routing strategy shown previously 
and the broadcasting of the Severity Change Packet; 

• the TM can determine the traffic status and eventually its 
congestion, by inserting a special broadcast packet called 
the Inquire Packet (IP); 

The TM will modify the severity by sending a Severity Change 
Packet if the measured congestion status exceeds a predefined 
threshold, or if there is a timeout elapse. This severity 
administration policy needs an additional overhead for the 
development of the routers, as every router should be capable to 
follow the number of queued packets and deal with the IP. 
Furthermore, the suggested enquiry strategy needs the insertion of 
additional packets inside the network, possibly disturbing with 
device traffic. 

In Figure 20, there is the result of a simulation of the modelled 
system in case of a synchronous 8x8 NoC. This figure shows the 
total number of packets inserted into the network over time, 
reported in generic time units (i.e., number of clock cycles) and 
two indices of the network status: the number of queued packets 
at a certain time and the current network severity. It should be 
observed that the value of the two network indices is multiplied 
by one hundred for a better clarity of the figure. It can be seen that 
the traffic regulation mechanism is adequately capable to limit the 
traffic of the network in case of congestion, allowing only the 
successful transactions of high criticality messages in a timely 
manner: this shows the feedback that the proposed mechanism can 
provide when unexpected behavior from the tasks are verified. 

In Figure 21, it is reported the number of total sent messages 
(red line) and the number of dropped messages (blue line). The 

number of dropped messages is lower than the total messages that 
go through the network. In particular, the number of total 
messages in the tested time interval is 4.14 ∙ 106, while the number 
of dropped messages is 3.00 ∙ 106. 

 
Figure 16: Testbed. 

 
Figure 17: Snake-coil path. 

 

 
Figure 18: Network traffic with low severity (000). 

 
Figure 19: Network traffic with high severity (111). 

 
Figure 20: Simulation of a synchronous 8x8 mesh network. 
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.

 
Figure 21: Number of total messages (red line) and number of dropped messages 

(blue line) for a synchronous 8x8 mesh network. 

6. Further Analysis 

Thanks to effort spent on creating a model, further analysis 
has been done by means of system simulations, introducing other 
aspects and evaluating a different broadcast strategy and a 
different management of the control traffic messages. 

6.1. Different broadcast strategy 

In this test, routers have the possibility of changing the 
broadcast of the Severity Change Packet. There are two 
possibilities: 

• snake-coil strategy: the message, with TM in the node at 
the top right of the network, is broadcast one router at a 
time in a north-south direction, then moves one step to 
the left when the message reaches a router located at the 
northern or southern limit in the network itself and 
resume the journey in the north-south direction. The 
method is already described and used in the previous two 
sections. 

• star-broadcast strategy: it takes its name from the design 
formed by the overall path travelled by the messages. 
The origin node of the messages can be in any position. 
The first router forwards the packet to all the connected 
ports in order to reach the maximum number of routers. 
Routers located along the north-south axis respect to the 
first router forward the message to the east, west and 
north, if they received the message from the south, or 
forward it to east, west and south, if they received it from 
the north. Finally, the routers that receive the packet 
from the east [or west] forward the broadcast packet 
along the west [or east] direction in order to make the 
broadcast packet continue along the east-west axis (see 
Figure 22). 

 
Figure 22: Star-broadcast strategy. 

In Figure 23, it is shown the behavior of the system in case of 
a synchronous 8x8 NoC with the star-broadcast strategy instead 
of snake-coil one. As in previous section, the value of the two 
network indicators is scaled by a factor of one hundred for better 
clarity of the graph. Here, the TM periodically sends a control 
signal to which all routers respond by entering their own 
maximum queue value. In this period, the TM waits a maximum 
time equal to 10 clock cycles between one message and another 
before deciding to change the severity of the network. After this 
time, if the TM does not receive all the answers, then the network 
severity increases, trying to moderate the circulation of messages. 
Vice versa, when all the messages are received by the TM, the 
latter can decide to decrease the severity of the network. When all 
the messages are received, the TM in this test evaluates the 
average of the received answers. 

The test shows that the proposed mechanism manages to 
control the flow of messages within the network, although the 
network itself is flooded with many control messages. The peak 
of messages reached within the network exceeds one thousand 
units, a situation in which the severity of the network is zero. In 
this case, there are several messages in the network and the TM 
fails to receive all the control messages, so the network severity 
is raised to one (one hundred in Figure 23). 

 
Figure 23: Simulation of a synchronous 8x8 mesh network without traffic control 

and with star-broadcast strategy 

This leads to a decrease of messages in the network, but not 
enough so the TM causes another increase in severity. With 
severity two (two hundred in Figure 23), the severity does not 
decrease until the value answered by all nodes is less than a 
threshold value. The response received from all the nodes is 
averaged in order to obtain an indicative value of the network state. 
The value is considered only when the responses are received 
from all the routers. Subsequently, two tests are conducted on this 
type of broadcast strategy. The first one, shown in Figure 24, uses 
an exact average value obtained from all the responses received. 
In the second case, shown in Figure 25, the average is modified in 
correspondence of a minimum value in order to be higher. 

 
Figure 24: Number of total messages (red line) and number of dropped messages 

(blue line) for a synchronous 8x8 mesh network with star-broadcast strategy, 
exact average case. 
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Figure 25:  Number of total messages (red line) and number of dropped 

messages (blue line) for a synchronous 8x8 mesh network with star-broadcast 
strategy, modified average case. 

Considering these two results, the network that performs best 
for message delivery time is the one that uses the modified 
average of traffic. However, this method results in a lower number 
of total messages sent over the network. Furthermore, with the use 
of the modified average, the maximum capacity of the routers 
results decreased in messages of a 20%.  

6.2. Control traffic messages management 

In this situation, devices and routers use two types of states 
to differentiate the type of messages processed, by extending the 
functionalities already present in the implemented NoC. Here, a 
single slot is dedicated to control traffic messages management. 
Two states have been identified:  

• State zero indicates classic operation, i.e. read, write and 
reply messages are exchanged. 

• State one only messages intended for traffic control are 
exchanged.  

The traffic control messages in this type of network have a 
priority equal to that of the TM, in order to do not mix service 
messages with those of communication useful between the cores. 
Currently this functionality is supported only for a synchronous 
NoC. For a synchronous 8x8-node networks with control traffic 
messages management, the best behavior is obtained with the star-
broadcast strategy (see Figure 26 and Figure 27). Here, there is a 
better delivery time for all messages. 

 
Figure 26: Number of total messages (red line) and number of dropped messages 
(blue line) for an 8x8 mesh network with control traffic messages management 

and snake coil strategy. 

Analyzing all the experimental results for 64-node networks 
without control traffic messages management, the broadcast 
strategy that behaves best is the snake coil, unless the star-

broadcast strategy modifies the average of the messages received.  
Therefore, if we consider the modified average, the star-broadcast 
improves and shortens the delivery time of the messages.  

 
Figure 27: Number of total messages (red line) and number of dropped messages 
(blue line) for an 8x8 mesh network with control traffic messages management 

and star-broadcast strategy. 

For the 64-node network with control traffic messages 
management, the best behavior is given by the star-broadcast. It 
must be remembered that, in the network with state, a fixed delay 
is introduced in the maximum time of delivery of the messages 
equal to the time of control necessary to probe the network. 
Despite this, the star-broadcast strategy keeps the average 
delivery time of messages low, even if it has a high delivery time. 

7. Conclusions 

Isolation is an important issue for embedded systems on which 
multiple tasks with different level of criticality are running. This 
paper has suggested a lightweight isolation mechanism to be 
introduced into existing Networks on Chip. This mechanism 
supports the execution of multiple applications with different 
criticality levels by supervising the packet exchange between 
network nodes. It does not reduce the criticality levels and it 
supports both spatial and temporal isolation. The system main 
innovation is its autonomy from the topology of the NoC and its 
easily flexibility among different NoCs. Small NoC 
implementations have been provided, showing the small impact 
in the area occupation, and motivating the adjective “lightweight”. 
Simulation on a network simulator has been proposed to evaluate 
the behavior of the mechanism on a NoC with more elements, and 
the feedback applied when there are unexpected situations is 
shown.  

8. Future Works 

Future works involve a further analysis to precisely characterize 
the overhead of proposed mechanism in a real existing NoC 
solution, and to investigate the best severity change policy. 
Moreover, given the outlined results, the possibility of adding a 
lightweight support for network status analysis will be explored 
as well. 
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 In this paper, a multiple-objective Metaheuristics study is discussed. Initially, three mono-
objective metaheuristics will be explored in order to design and optimize Radio-Frequency 
integrated inductors. These metaheuristics are: An evolutionary algorithm called The 
Differential Evolution (DE), An algorithm supported on Newton's laws of gravity and 
motion called the Gravitational Search Algorithm (GSA) and, finally, A swarm intelligence 
algorithm called the Particle Swarm Optimization (PSO). The performances of these three 
mono-objective metaheuristics are evaluated and compared over three benchmark 
functions and one application to optimize the layout of a RF silicon-based planar spiral 
inductor, the double π-model is adopted. Secondly, three references multi-objective 
metaheuristics using Pareto front are used respectively the multi-objective PSO (MOPSO), 
the Pareto envelope-based selection algorithm-II (PESAII) and the multi-objective 
evolutionary algorithm based on decomposition (MOEA/D). The performances of these 
multi-objective optimization algorithms are evaluated and compared over two bi-objective 
benchmark functions and the same application used in the first section. Two conflicting 
performances were optimized, namely the quality factor ‘Q’ (to be maximized) and the 
device area ‘dout’ (to be minimized) for the RF inductor. It was concluded that the multiple-
objective PSO are significantly more efficient and robust for difficult problems than the 
other metaheuristics. 
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1. Introduction  

Nowadays, the advances in the integration technology agree 
the conception and the realization of complex integrated electronic 
systems. Therefore, the decision-making must be broached in an 
optimal way. Decision making can be seen as a set of the following 
steps: “Formulation”, “Modelling”, “Optimization”, and 
“Implementation” of the problem [1]. In order to increase the 
accuracy of the optimization model, or algorithm, up to an 
adequate solution is establish, the decision making process could 
be repeated. The block "Optimization of the problem" is a vital part 
of this process and can be found in many areas, like engineering 
among others, and particularly in the topic of Radio Frequency 
(RF) circuit design [2-4].  

The mono-objective optimization algorithms are classified into 
two categories: the heuristics and the metaheuristics algorithms. In 
fact, the first category is developed to solve a specific problem [5]. 

The second category represent a group of optimization techniques 
where theses popularity are increased during the last two decades 
and being considered the most successful and promising 
optimization algorithms [6–8]. The most used ones in the literature 
are the Evolutionary Algorithms (EA) such as local search (LS), 
simulated annealing (SA), tabu search (TS), genetic algorithms 
(GA) [9-14] etc. 

Recently, a new group of nature inspired metaheuristic 
algorithms were published in literature. These metaheuristics are 
part of Swarm Intelligence. These techniques are based on animal 
behaviour and insect conduct, aiming to mimic their skills solving 
daily problems. In the area of Radio Frequency (RF) circuit design, 
Swarm Intelligence (SI) techniques are broadly applied, and 
among such techniques the PSO “Particle Swarm Optimization” 
[15–17], and the ACO “Ant Colony Optimization” [18–21], are the 
most used. 

In this paper a multiple-objective metaheuristics study is 
discussed. Firstly, we propose to evaluate and compare such 
references mono-objective metaheuristics optimizing such 
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benchmark functions and one Radio-Frequency application in 
terms of convergence, robustness and time computing. Three 
mono-objective algorithms are considered: An evolutionary 
algorithm entitled the Differential Evolution (DE), an algorithm 
based on Newton's laws of gravity and motion entitled the 
Gravitational Search Algorithm (GSA) [22, 23], and a swarm 
intelligence algorithm entitled the Particle Swarm Optimization 
(PSO). The drive issue for this comparative study is to give some 
sort of substantiation for the choice of the “best” metaheuristic 
among others [24]. Secondly, multi-objective problems are 
discussed. A study was conducted to the maximization of the 
quality factor Q and the minimization of the device area dout for the 
Radio-Frequency (RF) integrated inductor circuit [25-30]. Three 
algorithms for multi-objective Pareto optimization [31-39] are 
used. An evaluation concerning the performances of the three 
abovementioned multi-objective metaheuristics: the convergence 
and the robustness analyses are offered [40-41]. 

The structure of this work is the following. Section 2 presents 
a summary of the mono-objective metaheuristics used. Results and 
analysis regarding the convergence and the robustness study of the 
three algorithms over three benchmarks functions are offered in 
Section 3. Section 4 reports the application of these mono-
objective optimization applied to the layout of a RF silicon-based 
planar spiral inductor. Section 5 presents the uses of multi-
objective algorithm to optimize both the maximum quality factor 
and to minimize the device area of the RF inductor with three 
multi-objective algorithms: the multi-objective particle swarm 
optimization (MOPSO), the Pareto Envelope-based Selection 
Algorithm II (PESAII) and the Multi-Objective Evolutionary 
Algorithm based on Decomposition (MOEA/D). A comparison of 
its performance’s meters is concluded. Finally, Section 6 wrap up 
the final remarks, conclusion and future works. 

2. An overview on the mono-objective metaheuristics  

2.1. Differential Evolution algorithm 

In 1997, Storn and Price developed the differential evolution 
(DE), which belongs to evolutionary algorithm category. It is an 
effective, robust and simple global optimization algorithm [13].  

Differential evolution algorithm is similar to the genetic 
algorithm [25], uses similar genetic operators like crossover, 
mutation and selection operators. Comparing both algorithms, the 
best solutions achieve are dependent of the process, the genetic 
algorithm relies on crossover operators while the differential 
evolution algorithm on the mutation operation (differential 
strategy) [26]. DE generates new candidates (trial vectors) of its 
population according to target vector manipulation and difference 
vector. Afterwards, it compares the performance of the resulting 
candidate against the original members, and if it shows to have a 
better solution, it changes it; else, keep the original candidate. The 
differential evolution algorithm technique uses three operators: 
mutation, crossover and selection. 

2.1.1. Mutation Operator 

The mutation operator is defined as follows: 

1
1 2 3 ( )k k k k

i r r rV X F X X+ = + −  (1) 

Where Vk+1 is the ith trial vector produced by the mutation 
strategy; k represents the generation to which the population 
belongs; r1, r2, and r3 are mutually exclusive integers arbitrarily 
generated from 1 to N (N is the population size) and F is a scaling 
factor with optimal value in the range of 0.5 to 1.0. 

2.1.2. Crossover Operator  

One the mutation operation is done, the crossover operator is 
applied to maintain the miscellany of the population. The crossover 
operator generates the offspring individual Ui at the kth generation 
by selecting the solution component values from Xi or Vi, using the 
following equation (2): 

1
1

,

k
ijk

ij k
ij

V if rand CR
U

X otherwise

+
+

 ≤= 


 (2) 

where CR: the crossover probability ∈[0, 1]. 

2.1.3. Selection Operator  

The selection operator is adopted to compare the trial vector 
k
iU with the target vector k

iX if the fitness of the trial vector is more 
suitable than the target vector. Such operation, which occurs every 
kth generation, is presented in equation (3): 

1   ( ) ( )

 ,

k k k
i i ik

i k
i

U if f U f X
X

X otherwise
+

 ≤= 


 (3) 

where f: the fitness function. 

The flowchart of DE algorithm is given in Figure 1. 

 

2.2. Gravitational Search Algorithm  

In [22, 23], the authors proposed the gravitational search 
algorithm as a new swarm intelligence metaheuristic. This 
metaheuristic is based on Newton's laws of gravity and motion. In 
GSA, a cluster of agents (solutions) named masses are used to 
solve and find the optimal solution (best agent). Based on the 
gravitational force, where all objects are attracted among each 
other, and this force causes a global movement of such objects 
towards objects with heavier masses [23]. The weightier masses, 
representing the best solutions, are known for moving slowly 
compared to those less heavy. The GSA is represented by N 
agents, where the position of the ith object is defined with (4): 

1( ,..., ,..., ) for 1,2,...,= =d N
i i i iX x x x i N  (4) 

where d
ix  is the position of ith object in the dth dimension and N is 

dimension of the problem to be optimized.  

The mass values of every objects are defined by (5): 

( ) ( )( )
( ( ) ( ))

1

−
=

−∑
=

fit t worst tiM ti N
fit t worst tj

j

 
(5) 
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where ( )ifit t , ( )iM t  represents the fitness value and the mass value 
of the object i at t, and ( )worst t is evaluated by (6): 

{1,..., }( ) max ( )jj Nworst t fit t∈=  (6) 

To estimate the total forces and the acceleration of an agent, it 
should be evaluated over gravity law, equation (7), then equation 
(8). Resulting, the new velocity is calculated by equation (9) and 
the new position is computed by equation (10).  

,

( ) ( )
( ) ( ) ( ( ) ( ))

( )
j id d d

i j j i
j kbest j i ij

M t M t
F t rand G t x t x t

R t ε∈ ≠

= −
+∑  (7) 

 

,

( )( )
( )

( )
( ) ( ( ) ( ))

( )

d
d i
i

i

j d d
j j i

j kbest j i ij

F ta t
M t

M t
rand G t x t x t

R t ε∈ ≠

= =

= −
+∑

 (8) 

( 1) ( ) ( )d d d
i i i iv t rand v t a t+ = × +  (9) 

( 1) ( ) ( 1)d d d
i i ix t x t v t+ = + +  (10) 

where ( )ijR t  is the Euclidian distance between two agents, i and j 
defined as 2( ) || ( ), ( ) ||=ij i jR t X t X t  . kbest is the set of first K agents 
with the best fitness value and biggest mass. kbest is a function of 
time, which is initialized to k0 at the beginning and is decreased 
with time. k0 is adjusted to N and reduced linearly to 1. Moreover, 
G is reduced in a exponentially way from G0 toward zero by time. 

The flowchart of GSA algorithm is given in Figure 2. 

2.3. Particle swarm optimization 

The particle swarm optimization algorithm is a swarm-
intelligent metaheuristic proposed by Kennedy and Eberhart [15]. 
PSO is an optimization algorithm that describes the social behavior 
of animals like birds and fish in search of food. 

In PSO, each particle (solution) flies through the design/search 
space and moves randomly in the following three simple rules: 

• Cohesion: the particles are attracted to the average position 
of the group or best position ‘pbest’; 

• Alignment: the optimal value attained until here via every 
particle in the social neighbourhood ‘lbest’, 

• Separation: to avoid collisions, particles keep a certain 
distance between them, the optimal particle position found 
in all the swarm ‘gbest’. 

Therefore, the new velocity and the particle position on the next 
iteration are performed through equations (11) and (12): 

i i i i g i
k 1 k k 1 1 k k 2 2 k kv v c r (p x ) c r (p x )+ = ω + − + −

      (11) 

i i i
k 1 k k 1x x v+ += +
  

 (12) 

kω is an inertia weight, defined via a decreased inertia function by 
equation (13) in the training progress for objective the reduction of 
the influence of the past velocities. 

 
Figure 1: DE Flowchart 

 

 
Figure 2: GSA Flowchart 
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Where  

1c : the cognition learning rate,  

2c : the social learning rate, 
i
kp  : the best individual position, 
g
kp : the best global position, 

1,2r : two random parameters ∈[0,1]. 

max min
max k k

k k iter
total _ iter
ω −ω

ω = ω −  (13) 

where 
max
kω : the initial weight,  
min
kω : the final weight, 

 total_iter: the number of the total iteration, 
 iter: the number of the current iteration. 

The flowchart of PSO algorithm is given in Figure 3. 

3. Application examples: the mono-objective problems  
 

A. Benchmark function 

Three mono-objective metaheuristics are used respectively the 
DE, GSA and PSO over three benchmark functions. A robustness 
study regarding the aforementioned metaheuristics is presented. 
The parameters used to characterize the three algorithms are shown 
in Tables 1, 2 and 3. For simulation and study proposes, the three 
metaheuristics were tested 100 times for each one of the 
benchmark functions. 

 
Figure 3: PSO Flowchart 

Table 1: The DE parameters  

Population 
size 

Number of 
Iterations. beta_min beta_max CR 

100 1000 0.2 0.8 0.2 

Table 2: The GSA parameters 

Number of 
agents 

Number of 
Iterations. 

Elitist 
Check Rpower min_flag 

100 1000 1.0 1.0 1.0 

Table 3: The PSO parameters  

Swarm size Number of 
Iterations. w c1 c2 

100 1000 1.0 1.5 2.0 

3.1. Benchmark function application  
In object to check performances of such mono-objective 

metaheuristics, a bunch of commonly used benchmark functions, 
considering this sort of problems/algorithms, were used [24]. 
These problems permit testing these mono-objective algorithms to 
confirm their convergence, concerning the approximation to the 
global solution [8, 18, 24]. The set of three benchmark functions 
are offered in Table 4. 

Table 4: The benchmark functions  

Item Function Objective functions to minimize 

Function #1 
2

1
1

n

i
i

F x
=

= ∑  

Range: [-100; 100]; Dim n=2 

Function #5 
1

2 2 2
1

1
5 [100( ) ( 1) ]

−

+
=

= − + −∑
n

i i i
i

F x x x  

Range: [-30; 30]; Dim n=2 

Function #7 

 

[ ]
1

4(1:7 * ).
n

i
iF ddim x ran

=

= +∑  

Range: [-1.28; 1.28]; Dim n=2 
 

3.2. Optimization results 

# Function F1 

The results of the benchmark function F1 are compared via the 
correspondent three optimization algorithms, as illustrated in 
Figure 4. 

A Boxplots representation is used (due to probabilistic 
characteristic of these metaheuristics) to display the distribution of 
obtained measures [27]. In the following, 100 runs are considered 
for this function. The robustness analysis using the box-plot for the 
benchmark function F1 is presented in Figure 5. 

# Function F5 

The results of the benchmark function F5, via the 
correspondent three optimization algorithms, are represented in 
Figure 6. 
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In the following, 100 runs are considered for function F5. The 
robustness analysis using the box-plot for the benchmark function 
is presented in Figure 7. 
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Figure 4: Convergence results of F1 with GSA, DE and PSO. 

 
Figure 5: Robustness analysis of F1 
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Figure 6: Convergence results of F5 with GSA, DE and PSO. 

 
Figure 7: Robustness results of F5. 

# Function F7 
The optimization results of the benchmark function F7, via the 

corresponding three algorithms, is illustrated in Figure 8. 100 runs 
are considered for function 7. The robustness analysis using the 
box-plot for the benchmark function F7 is presented in Figure 9. 
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Figure 8: Convergence results of F7 with GSA, DE and PSO. 

 
Figure 9: Robustness results of F7. 

Figure 10 presents a Radio Chart representation of the average 
(AVG) execution times over 100 runs of three algorithm GSA, DE 
and PSO for the three benchmark functions. 
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Figure 10: The average computing time of GSA, DE and PSO. 

In accordance with the convergence of results regarding the 
three mono-objective metaheuristics according to the three 
benchmarks functions (Figures 4, 6 and 8) and the robustness 
results displayed in Figures 5, 7 and 9, we notice that DE and PSO 
have the better results compared to GSA. 

The average executing time is illustrated in Figure 10. This 
figure shows that PSO is faster than DE and GSA. 

Therefore, and according to the results achieved, the PSO 
algorithm is the most efficient algorithm, as it presents a best 
compromise among convergence, robustness and computational 
time. 

B. Application example: RF spiral inductors  

a. An overview on the integrated spiral inductors   

CMOS technology is nowadays the only option able to fit the 
low-cost demand and to integrate digital, as well as analog radio-
frequency (RF) modules on a single chip to realize the RF system 
on-chip (SoC). The efficiency and reliability of CMOS-RF blocks 
can be improved by means of on-chip passive devices (same 
substrate), such as voltage-controlled oscillators (VCO), low-noise 
amplifiers (LNA) and especially CMOS spiral inductor. Spiral 
inductor is broadly used and their applications in millimeter-wave 
circuit are investigated. High performance on-chip inductor has 
become increasingly important with their increasingly frequencies 
operation of the circuits. 

Integrated spiral inductors models are based on the layout 
parameters, as displayed in Figure 11. These parameters are: 

• w: the inductor width, 
• s: the spacing between track, 
• n: the number of turns,  
• Nside: the inductor shape (square, hexagonal, octagonal),  
• din: the internal diameter, 
• dout: the external diameter. 

 
Figure 11: Layout characteristics for a square inductor.  

 For assessing the quality of the inductor design, different 
characteristics may be considered: the quality factor (Q), the 
operation frequency for the maximum Q, the self-resonant 
frequency fSR, the inductance value L or the area. In this work, two 
parameters are selected: the quality factor Q and the device area 
dout. Therefore, all the abovementioned characteristics are strongly 
dependent on the spiral inductor geometric parameters, 
technological constraints parameters and the application of this RF 
inductor. 

At high frequencies, the simple but widely used single-π 
equivalent-circuit model can’t accurately characterize the 
electrical performance of silicon-based planar spiral inductor. 
Many other equivalent-circuit inductor models have been reported 
in past decade [28]. In this paper, the double-π model is adopted 
and illustrated in Figure 12. This model lumped-element is 
evaluated with a wide range of equations and these values are 
specified in [29-30]. This model is represented by:  

• DC parameters (Rs, Rp, Lo, Lp); 
• Crossover capacitance, Cs: referred as the capacitance 

between the spiral and the underpass required to connect 
the outside to the inner turn of the planar inductor;   

• Metal-to-metal capacitance, Cc: effect due to the proximity 
of inductor tracks;   

• Metal-to-substrate capacitance, Cox; 
• Rsub and Csub: the ohmic losses in the conductive silicon 

substrate;   
• Rsc: the electric coupling between lines over the 

conductive substrate. 

 

Figure 12:   Inductor double π-model. 

Table 5: Physical parameters 
Parameters Value 

Metal Thickness (t) 2.8 µm 

Space between turns (s) 2.5 µm 

Sheet Resistance 10 mΩ/   

Oxide Thickness 5.42 µm 
Oxide Thickness between spiral and 

underpass 0.26 µm 

Oxide Permittivity (εr) 4 

Substrate Thickness 700 µm 

Substrate Permittivity (εr) 11.9 

Substrate Resistivity 28 Ω cm 

89.91 179.83 269.74 359.65

F1

89.95

179.89

269.83

359.78
F5

91.2

182.41

273.61

364.81

F7

GSA

PSO

DE
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b. Optimization results  

In this section, results highlight the ability of the PSO algorithm 
to perform the spiral inductor on Silicon technologies, the 
UMC130 technology is addressed. The conception for two 
inductors with 5.0 nH value, 6 nH value operating at 0.7 and 1 
GHz, respectively, is considered. The technological and physical 
parameters are presented in Table 5, whereas the determination of 
the layout parameters is enabled with the uses of the constraint’s 
parameters or technology constraints represented in Table 6. In 
addition, is considered a minimum space between tracks (s) of 2.5 
µm and a maximum output diameter dout of 250 µm. 

Table 6: Constraints parameters  

Parameters Min Max 

w (µm) 5.0 20.0 

din(µm) 20.0 80.0 

n 1.5 15.5 

The inductor quality factor Q, desired to be higher as possible, 
is the objective function to be optimized. 

Figures 13 displays the optimization results with PSO 
algorithm (13.a, 13.b) for two inductors: the first inductor of 5.0 
nH value operating at 0.7 GHz and the second inductor of 6 nH 
value operating at 1 GHz. The maximization of the quality factor 
Q is addressed.  

 
(a) 

 

(b) 

Figure 13: Optimization results with PSO (Quality factor Q vs. Generation): (a) 5 
nH, frequency= 0.7 GHz, (b) 6 nH, frequency= 1 GHz. 

Table 7 gives the optimization results values (inductor sizes) 
with PSO algorithm. 

Table 7: Optimization and simulation results  

L = 5nH, Frequency = 0.7 GHz 

Algorithm w 
(µm) 

din 
(µm) 

n  dout-Op 
(µm) 

QOp 

PSO 10.88 60.40 5.67  206.91 6.81 

L = 6nH, Frequency = 1.0 GHz 

Algorithm w 
(µm) 

din 
(µm) 

n  dout-Op 
(µm) 

QOp 

PSO 9.00 61.90 6.08  196.90 9.13 
 

4. Application examples: the multi-objective Optimization 
Algorithms 

4.1.  The multi-objective particle swarm optimization  

Multi-Objective Particle Swarm Optimization (MOPSO) is 
proposed by Coello et al., [31]. The goal of the MOPSO and 
generally all the multi-objective algorithms is to provide a set of 
Pareto optimal solutions (with non-dominated solutions) of the 
aforementioned problem. All the non-dominated particles, this 
means all solutions, in the swarm are then collected into a sub-
swarm named repository, and each particle selects its global best 
target. A group of MOPSO can be found in related literature, like: 

• The non-dominated sorting PSO [32], 
• The MOPSO using the Crowding Distance mechanism 

associated with a mutation operator which increasing the 
exploration ability of the particles and maintains the 
diversity of non-dominated solutions in the external archive 
by MOPSO-CD [33-35], 

• The MOPSO using the Crowding Distance mechanism 
associated with a mutation operator and the Roulette Wheel 
selection technique to select social leader or global best to 
avoid an excessive number of non-dominated solutions in 
the external archive MOPSO-CDR [36]. 

The MOPSO version used in this paper use the Grid Making 
technique, instead of the crowing-distance computation which 
requires sorting the population consistent with each objective 
function value in ascending order of magnitude. This version uses 
the Grid Making technique with the mutation operator and the 
Roulette Wheel selection called MOPSO-GMR [37]. The 
flowchart of MOPSO algorithm is given in Figure 14. 

4.2. Multi-Objective Evolutionary Algorithm based on 
Decomposition 

The multi-Objective Evolutionary Algorithm supported on 
Decomposition (MOEA/D) is an evolutionary algorithm. The 
MOEA/D has adopted a technique that consists in decomposing 
the multi-objective optimization problems into several single-
objective, called sub-problems. Each sub-problem has its own best 
solution ever found which is determined associating all of solutions 
found by algorithm. There are several methods to define the 
decomposed objective functions, for example: the weighted sum, 
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the distance or the norm of difference vector, the predefined ideal 
point in the objective space. The MOEA/D algorithm is developed 
by Zhang and Li [38]. The flowchart of MOEA/D algorithm is 
given in Figure 15. 

4.3. Pareto Envelope-based Selection Algorithm II   

The third multi-objective algorithm is an evolutionary 
algorithm: Pareto Envelope-based Selection Algorithm II (PESA-
II). The PESA-II is based in the same genetic algorithm mechanism 
associated with the selection based on Pareto envelope. The PESA-
II is configured with an external archive to save the approximate 
Pareto solutions. This means that the Parents and the mutants are 
selected based on the grids created as well as in the geographical 
distribution of archive members (external archive) [39]. 

The general process of the PESAII algorithm is as follows, with 
IP is the size of the internal population and EP is the size of the 
external populations(archive). The flowchart of PESAII algorithm 
is given in Figure 16. 

 
Figure 14: MOPSO Flowchart 

4.4. Performances metrics: Hypervolume (HV)  

The quality of the Pareto Fronts obtained by the multi-
objectives algorithms can be evaluated through a few metrics. 
The most used performance metric was the hypervolume (HV) 
metric, also known as S-metric or hyper-area. The hypervolume 
indicator considers all three aspects: accuracy, diversity and 
cardinality. 

 
Figure 15: MOEA/D Flowchart 

 

 
Figure 16: PESAII Flowchart 

Thus, it is possible to measure the size of the objective space 
enclosed by an approximation set. To compute such enclosed space 
a reference point must be adopted. Figure 17 display a graphical 
representation of this performance indicator. Whenever one 
approximation set completely dominates another approximation 
set, the first HV will be superior than the second. Therefore, the 
HV is supposed to be Pareto compliant [40-41]. 
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Figure 17: Example of the dominated Hypervolume in 2D. 

4.5. Results of the test function and RF inductor applications 

The aim consists of optimizing two conflicting 
performances: maximizing the Quality factor Q, and 
minimizing the device area, dout by generating the trade-off 
surface (Pareto front). We give optimization results using the 
well-known PESAII and MOEA/D techniques for a RF 
inductor with value of 6 nH at 1 GHz. Also, two test function 
of ZDT family are used for benchmarking the performance of 
multi-objective Pareto optimization methods are illustrated in 
table 8.  

Table 8: Multi-objective benchmark functions of Zitzler (ZDT) 

Item Function Objective functions to minimize 

ZDT1 
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Figure 18: Pareto Front (MOPSO vs. PESAII vs MOEA/D) for ZDT1. 

Figure 18, 19 and 20 represents the Pareto fronts obtained 
using MOPSO, PESAII and MOEA/D for ZDT1, ZDT6 and RF 
inductor application, respectively. Where it can be noticed that the 
better distribution given by MOPSO, when compared to PESAII 
and MOEA/D. 

 

Figure 19: Pareto Front (MOPSO vs. PESAII vs MOEA/D) for ZDT6. 

 

Figure 20: Pareto Front (MOPSO vs. PESAII vs MOEA/D) for RF inductor. 

4.5.1. The hyper-volume indicator HV 

Table 9 presents the average, maximum, minimum, and 
deviation values of the hypervolume indicator, over 20 runs of 
each algorithm, for two test function ZDT1, ZDT6 and the RF 
inductor application. 

Table 9: Average, max, min, and standard deviations of the hypervolume 
indicator 

  PESAII MOEA/D MOPSO 

ZDT1 

Avg 0.6918 0.7291 0.7587 

Max 0.7087 0.7563 0.7609 

Min 0.6643 0.6488 0.7558 

Std 0.0139 0.0346 0.0019 

ZDT6 

Avg 0.4782 0.4506 0.4869 

Max 0.4873 0.4843 0.4893 

Min 0.4675 0.3840 0.4849 

Std 0.0063 0.0577 0.0016 

RF 
Inductor 

Avg 0.5235 0.3272 0.5496 

Max 0.5260 0.4113 0.5508 

Min 0.5196 0.2663 0.5476 

Std 0.0025 0.0577 0.0017 
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Figure 21 represents the average value of the HV indicators 
for the 3 multi-objective problems. As a consequence, the 
MOPSO algorithm admits the highest average value of the HV 
indicator. 

 
Figure 21: Average values of the HV indicators for the 3 multi-objective 

problems 

4.5.2. Computing time 

The maximum and the minimum execution times over 20 runs 
of each algorithm, is given in Table 10. Figure 16 displays the 
average value of the execution times. 

Table 10: Average, Max and Min of the execution time 

Time(S)  PESAII MOEA/D MOPSO 

ZDT1 

Avg 152.69 278.48 62.94 

Max 157.56 281.77 73.90 

Min 149.64 275.02 55.67 

ZDT6 

Avg 130.46 281.47 58.55 

Max 137.07 294.05 66.35 

Min 125.49 268.88 54.36 

RF 
Inductor 

Avg 105.91 166.25 54.71 

Max 106.53 221.28 58.07 

Min 105.28 141.38 51.58 

 
Figure 22: AVG execution time considering the three multi-objective problems 

A comparison of the execution times is illustrated using the 
Radio Chart representation (figure 12) aiming to highlight the 
speediness of each algorithm. It can easily conclude that MOPSO 
is the faster when compared with other metaheuristics. 

5. Conclusion  

An objective comparison among the optimization results 
obtained via multiple-objective metaheuristics, dealing with 
performance optimization of RF circuits, is presented in this work. 
In first part, mono-objective metaheuristics are used. Among 
these metaheuristics the Swarm Intelligence metaheuristics like 
the Particle Swarm Optimization (PSO) and the Evolutionary 
Algorithms such us the Gravitational Search Algorithm (GSA) 
and the differential evolution algorithm (DE). These three 
algorithms were used to optimize three benchmark functions and 
the RF integrated inductors configured with the inductor double 
π-model. Results obtained shows that the use of swarm-based 
techniques in sizing and designing RF circuit offers a good 
argument, principally the PSO algorithm. In second part of this 
paper, we applied the multi-objective technique to solve two 
conflicting performances problem: the quality factor (Q) 
maximization as well as the minimization of the device area (dout) 
of the same RF application example using three multi-objective 
algorithms: firstly the multi-objective particle swarm optimization 
(MOPSO); secondly the multi-objective Evolutionary Algorithm 
based on decomposition (MOEA/D) and, a third one, the Pareto 
Envelope-based Selection Algorithm-II (PESA-II) by generating 
the trade-off surface (Pareto-front). The results obtained, which 
are supported by two performance metrics, a) the hypervolume 
indicator (HV) and b) the execution time, shows the following: 
MOPSO is better than other metaheuristics according to HV 
indicators, also MOPSO is the faster than other metaheuristics 
according to the CPU computing times. 
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