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Computer vision offers several strategies that permit computers to comprehend the substance of
inputted data to extract the relevant highlights features. That gives the possibility to develop
several successful recognition systems like face identification. One of the enormous difficulties
these days is the way to have a prompt identification face in a multi-client identification system.
We propose in this paper, an optimization of some face identification systems in big data
environments that manages the cost of an appropriate identification time while holding a good
performance of the system. The used systems are based on: CNN with Inception V3, PCA, LDA
and LBPH. Our experimental results indicate that the performance can be preserved while
reducing considerably the running time. LBPH with a Radius equal to 2 and 8 neighbors gives
the best accuracy of that is equal to 95,71% with an identification time of 4.44 seconds.

1 Introduction

Computer vision offers several techniques for machines to under-
stand the content of images like human vision. To understand the
content of images, machines need some image processing steps to
be able to extract features from the images for several applications
such as face identification, object recognition and object tracking.
The substantial idea of a biometric system is to utilize ac-
quisitions of behavioral and/or physiological characteristics of
human like face, fingerprint, signature and voice for recogni-
tion/verification. Currently, several face identification systems use
large-scale databases that contain a big number of subjects such as
celabA Dataset that contains 10177 identities and 202599 images.
Large-scale databases present a big open challenge to create an
operational biometric identification that offers an acceptable identifi-
cation time. The Scalability [[1]] of such tremendous systems makes
the challenge harder to be solved. This work is concerned with the
creation and optimization of such biometric identification systems.
This paper is an extension of a previous work presented during
2019 in the 1st International Conference on Smart Systems and
Data Science (ICSSD) [2], where we have tested and built several
identification systems (i.e., LBPH [3],[4]], PCA [5], LDA [5]] and

deep learning with inception V3 [6]) that use a big database with
some hard conditions.

The remainder of the paper is structured as follows. The related
works are presented in Section 2. Section 3 presents the different
used face identification systems with all optimization steps. Our
experimental results are introduced in Section 4 Our conclusion and
perspectives are given in Section 5.

2 Related Work

Identification time, efficiency and security are three crucial issues
from which large-scale identification systems suffer. Due to these
problems. Several published kinds of research deal with such prob-
lems. On one hand, some published approaches tackle security
issues whom we can cite [7],[8] that implemented Biometric anti-
spoofing technique by using the trait randomization technique.

On the other hand, published approaches can be part of two
significant classes: learning distribution approach ( first class) and
Processing distribution approaches (second class). The principal
idea of the second class is sharing tasks to several workers in the
cluster to handle the issue of treatment large amounts of data in a few
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times by employing the big data technologies in the cloud environ-
ment for parallel-distribution treatment. Well known, deep learning
models are hefty in computing when it needs more iterations to
get the best performant model which needs to use an approach of
the first class with big data technologies to distribute the learning
process.

For the first class, the crucial idea presented in [9] is merging
the utility of the neural network algorithm with the MapReduce
technique to face the extensive data problem in handwritten charac-
ters. The authors in [10]] proposed for the handwriting recognition
digit by firstly applying an elastic distortion to the entered data
then Implemented a computing method with distribution to gain
the time cost by mapping the dataset into several machines of the
cluster. In [11]], the author proposed some parallelization methods
which are MRBPNN 1, 2 and 3) based on a MapReduce technique
to face exhaustive scenarios in the conditions of the size of data and
neurons.

For the second class, [12] displays a MapReduce technique of
the process of converting frames of video to grayscale images as a
preprocessing technique to extract features from converted images.
In [[13]], the author apply a distributed medical application in two
different techniques of distribution such as MapReduce and Sun
Grid Engine regarding running time. In [[14], the author introduced
an approach for storing and processing satellite images by a remote
sensing processing tools OTB with the MapReduce technique of
Big Data technologies. In [15], the author proposed to use the
MapReduce for parallel model execution to extract the similarity of
the tumor image. We trust that the principal drawback of this class
is hard to manage the cluster to ensure continuity of processing in a
distributed platform and Hadoop technology requires a significant
memory.

3 Face Identification In Big Data Environ-
ment

The conception of a biometric system carries four principal parts as
shown in FIG[I1

o The sensor part (Grey Box) that obtains the biometric infor-
mation to remove a computerized portrayal during enlistment,
identification or verification.

e The characteristic extraction part (Green Box) that empowers
decreasing the dimensionality of the representation, emitted
by the sensor part, by extricating the significant capabilities.
This part can possess a sub-part to test the norm of gained
biometric information.

e The database part (Red Box) that comprises the biometric
formats of the enlisted subjects inside the framework.

e The decision part (Orange Box) that contrasts the test for-
mat and the enlisted formats of the database part requires a
decision with regards to the sort of the framework.

The correspondence between these parts becomes tedious in-
side of having huge database for identification systems. To fix this
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difficulty, we will utilize some technologies for parallelizing these
correspondence tasks inside various slaves. Indeed, current datasets
are quickly expanding in terms of size and multifaceted nature, also,
there is an importunate need to create solutions to extract pertinent
data by utilizing methods based on statistics.

Enrollment Sensor Module Verification Or Identification

Feature Extraction Module
HDFS On-disk D
distribution emory distribution
Recognition System Identify OrYes/NO
e
(DEE)

Figure 1: The general conception of a biometric system [[16]
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An effective biometric framework might be a framework that
primarily controls the capacity of the database to be changed in
terms of size or scale. they are numerous big data frameworks that
are utilized for overseeing a huge data, as Apache Spark framework
[[17] and Hadoop [18]] that run dataflow diagrams over the slaves of
a cluster.

In the data-parallel computing process, a client program is ar-
ranged into an execution plan graph (EPG), This EPG is the central
information structure utilized for distributing tasks, control dis-
tributed jobs in the slaves and adapting to non-critical failure. Once
a job is running, EPG is unaltered at runtime aside from some re-
stricted adjustments. This makes it hard to utilize dynamic optimiza-
tion procedures that could significantly improve the disseminated
execution dependent on runtime data. Optimus [19] is a framework
for progressively rewriting an EPG at runtime.

MillWheel [20] is a system for constructing a data processing
with a high size of data in a few time where the user describes the
code and the directed computation graph for specific nodes then the
framework oversees determined state and recording continuously
the flow with non-critical failure in stream processing.

For supporting embedded devices, Sonora [21] is a framework
that enhance the stream abstraction for the accompanying reasons.
To begin with, streams effectively bind together numerous data
activities in cloud and Mobile.

Apache Spark, Naiad [22] and Hadoop run in less calculation
time when there is enough memory inside the group of machines
to convey the working arrangement of the calculation. Spark keeps
up MapReduce’s linear adaptability and adaptation to non-critical
failure, it is a lot quicker, a lot simpler to program, the distributed
data of the scope of computationally heavy tasks, including graphic
process, interactive queries, flows and Machine Learning (ML).

In this paper, the jobs of a huge face identification system are
parallelized by utilizing Hadoop[23]] with Apache Spark introduced
by Directed Acyclic Graph (DAG) in figure[3] Every Spark appli-
cation includes a driver program that completes the user’s function
and carries out distributes operations on a group of the machine
(cluster). The main reflection that Spark furnishes could be resilient
distributes dataset (RDD), which could be an assortment of parceled
items on a cluster that will run in equal. Users can even request that
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Spark remain RDD in memory, permitting it to proficiently reutilize
operation in parallel. when a node is failed RDD can automatically
be recovered.

3.1 Distributed tasks of LBPH, PCA and LDA in
Apache Spark

The utilized identification system is predicated on [3]. However, we
have made some changes, to support it inside the Apache Spark,
following the stages beneath (see additionally figure 2)).

We firstly make first RDD (RDD1) by loading all test images
such as Binary Files from HDFS then we split it into sixty parts.
Secondly, we apply a transformation of the RDD1 to make RDD2
by transforming the color image to grayscale. Thirdly, we create
RDD3 by applying transforms of loaded images in RDD 1 to extract
real labels. Fourthly, we made RDD 4 by extracting the content of
previous RDDs (2 and 3) by applying a collective action. Finally,
the identity of each image is parallelized and compared with the
right label extracted in RDD3.

RDD 3 (60 Parts) ] [ RDD 2 (60 Parts) }%

[ )

Figure 2: The process of parallelization in Apache Spark

To diminish the running time within the identification stage
using the normal PCA, LBPH and LDA identification systems. Ini-
tially, the first Apache Spark RDD was created by recovering the test
set in 60 parts as binary files from the Hadoop HDFS, and afterward,
every thread of our computer changes every picture of every part to
grayscale to create the second RDD of grayscale images. Then a
third RDD is created by extracting the right label of each test image
to collect their identity.

Secondly, we extract the PCA, LDA and LBPH characteristic
vectors and compare the vector of the test with those of the learning
set.

Thirdly, we predict the identity of the image of the test with
the minimal distance overall comparison of the images from the
learning set. We used HDFS in the database module to store images
and Apache Spark for characteristic extraction and decision parts.

3.2 Pre-trained CNN model, LBPH, PCA and LDA for
Multi-user identification system

In this sub-section, we have utilized the Transfer learning proce-
dure where a model produced for tackling an issue is reutilized for
a subsequent issue in a timesaving way by starting from patterns
that have been learned in the first task, in this manner you raise
antecedent learning and keep away from starting from scratch.

We have utilized the Inception V3 as an extractor of pertinent
characteristics. It is utilized besides to dispose of the last completely
connected layer, at that point, we train the rest of the model as a
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learning set element extractor for the new dataset. Inception V3
extract 2048 values for every picture. We call these highlights CNN
codes. Whenever we have removed the codes for whole pictures.
We have prepared a totally connected layer with a Softmax classifier
for our system.

A while later, to claim less period, due to the mechanism of
spark’s build-in broadcast the model is firstly distributed to the cores
of our machine in [24]. At that point, this model is used on each core
and utilized to identify the identity of an entered image. For this
work, the models of a huge identification face system are distributed
by utilizing just Apache Spark technology [23]].

In our work, every worker takes an image to identify by turning
the facial identification system based on PCA, LDA or LBPH to
predict the identity of a client by calculating the similarity value
with all over the training set as shown in figure [3(a).

Spark Context

Cluster Manager

) ~
TN @ @ NG
=4 ¥ -
EXECUTOR EXECUTOR EXECUTOR EXECUTOR
Convert Convert FtedII)mage Fed Image
Image to Image to LO cep to Deep
Grey Scale Grey Scale carning Learning
Model Model
(@) (b)

Figure 3: Multi-user identification system: (a) for PCA, LDA and LBPH, (b) for
Deep Learning Model

Firstly, the image from RGB (color) to grayscale is converted,
afterwards, Every worker compute the eigenvectors, LBP histogram
and fisherFace vectors then every worker of the cluster identifies
the identity of the tested image from saved PCA, LDA or LBPH
models which contain all computed values as shown in figure 3[a)
and shared to all cores of the machine.

We employed in this paper a pre-trained CNN Model (Inception
V3). Firstly, we have only trained the classification part of the Incep-
tion V3 model due to the computational cost of learning to create a
model that can identify the person from his/her face image which
we need to reutilize the model trained from the Imagenet database to
our chosen dataset, we have trained the classification part to induce
the correct weights and bias of the fully connected layer (FC) for
identification face system, thereafter, we fed the test image into the
model to urge the identity, this is often the task of every worker
within the cluster as illustrated in figure 3(b) where every worker
takes a test image from Hdfs then fed it into the model to extract
characteristics that contain 2048 values of every vector then pass it
through classification part (Fully connected layer trained to create
the facial identification system) then introduce the identity as the
last step.
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Bl Scheduler Delay ] Executor Computing Time
I Task Deserialization Time [] shuffle Read Time

Driver/
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[ Getting Result Time

Figure 4: The run time using 6 cores (12 threads) of various tasks

4 Experimental Results

In this section, we evaluate the optimization of various identification
systems : the FisherFace [5], LBPH [3][4], , FisherFace [5] and
Inception V3 [6] that involve 48 layers can distinguish between
1000 items (e.g., Flower, Fish, Bird, etc) in terms of identification
time and the precision. For the evaluation, we have got used the
Extended Yale Faces B database [25]].

4.1 Database Description and Evaluation

We applied 17 changes (e.g., Rotation, Blur, Noise, etc.) for every
subject of the database utilized in this paper [26] to make a bigger
database and also to make the identification task more harder.

This database involves 28 subjects with 16128 images with 9 poses
and in 64 lighting conditions, In our paper, we are just engaged by
26 subjects. Consequently, the database consists of 107730 images
in total. We have suggested splitting the database into three sets as
described in figure[3]

4.2  Results and discussion

In the aim to reduce the running time, we run our system using
Apache Spark technology by making a collection of RDDs. Every
thread of the computer core runs a part of partitioned RDD in 60
parts as illustrated in the figure ] Each job could be a part of the
step, as an example, the primary job contains 60 tasks, in as much
as our machine involve 12 threads, 12 tasks are going to be run in
parallel (see figure [). figure [6]illustrates a comparison between
various face identification systems that utilize EigenFace, LBPH,
FisherFace, and CNN model in Apache Spark [24].

The output of the last convolutional layer of the CNN model is
called cnn code extracted from the entered images (Trained images)
during the primary part of the learning phase, this stage takes 4
hours and 19 minutes by using Apache Spark broadcasting to cal-
culate all codes. Running the identical stage of the learning step
it takes 14 hours without utilizing the Apache Spark broadcasting,
is an off-the-cuff term of a feature vector that plays a vital part of
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identification, which is a representation of a picture in less number
of values that will be used for classification.

250

200

150
135

100

50

15 15

Number of human Subjects Number of images

Training ® Test ™ Imposters

Figure 5: Database Distribution

This final layer was created to give a collection of values that
is fitting to the classifier to separate among users. This implies that
it needs to be a meaningful and good representation of the images
because it should have as many relevant features for the classifier to
create an accurate decision by just using a few values.

During the learning phase, every picture is reutilized various
times during the learning phase and every code takes an all-inclusive
time to be calculated. To quicken the job we conserve these codes
on our machine to not recalculate them consistently. On the off
chance that we re-execute the framework once more without feed in
images to the model.

When the codes are all extracted in the first step, the specific
development of the last layer of the neural network model starts.
Many series of outputs will be during this step that can show the
exactness of the validation and hence the precision of the learning
part.

The precision of the learning shows how the model learned from
the pre-owned pictures to distinguish between identities. Valida-
tion exactness presents the coordinating rate utilizing an arbitrarily
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IDENTIFICATION TIME PER IMAGE

W LBPH W LBPH in Spark (a)

M EigenFace in Spark (a)

M FisherFace in Spark (b) M InceptionV3

0,07s
0,027s
0,125

0,42s
0,765

M EigenFace in Spark (b)

M LBPH in Spark (b)

M FisherFace

EigenFace
M FisherFace in Spark (a)
M Inception V3 in Spark (b)

0,785

Figure 6: Overall identification time Comparison between The Different Tested Identification Systems with/without distribution

chosen group of pictures from a remarkable learning set. That val-
idation exactness depends on the work of an assortment of data
that is not contained inside the learning set if the precision of the
learning is high. However, the validation set precision stays low, this
suggests that the model is remembering specific highlights inside
the learning set pictures. In each validation or learning step, we
select 100 arbitrary pictures of the entire validation/learning set, we
find its codes inside the cache and brings them into a definitive layer
to get identities.

These predictions are contrasted with the specific labels to op-
timize the classification part and update the bias and weights by
utilizing some optimizers like Adam Optimizer and Gradient De-
scent.

By a learning rate of 0.01 with 250000 iterations using the Gra-
dient Descent Algorithm and Adam Optimizer we respectively get
91, 47% and 91.66%. By a learning rate of 0.1 with 500000 itera-
tions using the Gradient Descent Algorithm and Adam Optimizer
we respectively get 91.82% and 92.31%.

By a learning rate of 0.05 with 250000 iterations using the Gra-
dient Descent Algorithm and Adam Optimizer we respectively get
92, 30% and 90.84%. By a learning rate of 0.1 with 500000 itera-
tions using the Gradient Descent Algorithm and Adam Optimizer
we respectively get 92.24% and 91.45%.

By a learning rate of 0.001 with 250000 iterations using the
Gradient Descent Algorithm and Adam Optimizer we respectively
get 87.01% and 91.85%. By a learning rate of 0.1 with 500000 iter-
ations using the Gradient Descent Algorithm and Adam Optimizer
we respectively get 88.73% and 92.10%.

We set in the learning phase the proportion of learning set at
80% and we preserved 10% for validation and test. In every iteration
we have entered 100 images, after every 10 iterations, we have got
evaluated the model using 100 images of the validation set that are
chosen arbitrarily. after finishing the learning phase, we fed all the
test set through the model to know the precision and how the way
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the model can classify the inputted faces. After being aware of the
good precision of the model in the last part of the learning phase
we run our test set for every learning rate and variety of iterations
as shown in figure[6] Globally, the precision value is expanded by
expanding the number of iterations. If the learning rate is tiny, the
precision value is expanded smoothly which makes the learning
becomes more reliable, however, the optimization will take longer
because steps towards the minimum of the loss function are very
small. If the learning rate is high, the precision is expanded rapidly
and that we will have the overshoots of the minimum which makes
aggravate the loss.

Our main aim is to increase the identification time per image
of the test while getting the good performance of the models. This
purpose is reached by running our system in Apache Spark (see
figure [6). As shown in figure [6] the quick system is FisherFace
followed by the EigenFace, then the CNN model, and at last the
LBPH.

To advance the exactness of systems, we have made some
changes to a few parameters of the LBPH algorithm, such as chang-
ing the number of neighbors and the Radius value. For Inception V3,
we have made changes to a few parameters simply like the number
of iterations, the chosen optimizer algorithm, and subsequently the
learning rate value.

For the LBPH algorithm with a Radius equal to 1 with 8, 6 and
4 neighbors, we respectively get 94.05%, 93,74% and 91.91% an
Accuracy of identification.

For the LBPH algorithm with a Radius equal to 2 and 8,6 and
4 neighbors, we respectively get 95.71%, 95.43% and 94.02% an
Accuracy of identification.

All systems are executed in a server that contains 6 cores with
12 threads and 4.70 GHz Turbo frequency with 12Go of the storage
memory.
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5 Conclusion and Perspectives

In this paper, we introduced an optimization of multi-user iden-
tification face systems in Big Data environments. Hadoop and
Apache Spark are two technologies accustomed to parallel tasks and
make multi-user systems. This optimization has been examined and
evaluated, as far as accuracy and identification time using various
classical identification face systems. Our experimental results show
that the performance is preserved while offering an affordable iden-
tification time for oversized scale systems. In our future work, we
have plan to create a multi-view identification face system using a
Siamese Convolutional network to tackle the issue of having a few
facial acquisitions.
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