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 Currently, increasing penetration of the Wind Energy Conversion System (WECs) in Power 
generation systems has influenced the supply of electrical power reliability for the 
consumer in comparison with other traditional sources. In this paper, the performance and 
efficiency of a new optimization approach referred to as the “Differential Evolution 
Optimization Algorithm” (DEOA) to measure the reliability of power adequacy systems 
(RPAs). The proposed intelligent algorithm which relies on the Population-based 
Intelligent Search (PBIs) technique is viewed as a feasible alternative for the Monte Carlo 
simulation (MCS) method in the assessment of the non-chronological system. The benefit 
of utilizing this algorithm is apparent in the manner it expedites the calculation and 
achieves greater precision with less calculation effort. Additionally, there is a deeper 
understanding of the effect of the increasing levels of wind energy on generation adequacy 
from the WECs sources to satisfy future power electricity demands. In addition, the 
effectiveness of the suggested algorithm in assessing the RPAs was compared to the 
analytical and MCS method.  
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1. Introduction  

The inconsistent nature of wind energy presents challenges to 
the planners and operation personnel of power plants. Therefore, 
it is now crucially important to assess the extent that power 
impacts the dependability and sufficiency of the power being 
generated by existing plants. In assessing the penetration of the 
wind power from the WECs based on the nature of the wind can 
be complicated as it involves a number of critical issues that have 
to be taken into account when designing the WECs, such as the 
speed and power of the wind. To design a method for estimating 
wind production necessitates a massive amount of historical data 
of wind velocity so that the stochastic nature of the wind at a 
particular location can be accurately simulated. Another possible 
option could be to use a dependable stochastic simulation 
technique for the generation of the time series artificial of the 
wind speed. 

Analyzing how adequate the PS is possible through the 
identification and evaluation of failure states, which are situations 

when customer demand for power cannot be met by the power 
system, hence, making it necessary to practice load shedding to 
ensure the maintenance of the system integrity. Due to the fact 
that there are numerous potential failure situations [1], [2], it may 
not be practicable to directly count and estimate it all even in 
cases of medium-size power systems. 

Currently, RE sources usually combined with the 
conventional electrical grid for generating less polluting energy; 
as for example WTGs [3]. As a result, the estimation of the 
reliability index for unconcentrated resources such as wind 
energy is complicated [4]. As such, new tools need to be used to 
assess PS with the wide presence of wind energy sources [5]. 

Evaluating the dependability of PGS is typically performed 
by simulation or analysis approaches. The majority of authors in 
[6] focused on assessing the dependability of PGS in wind farms' 
basis of analytic approaches. The MCS method offers an accurate 
estimate of the dependability indices. Therefore, the MCS would 
be beneficial for such a purpose, but it requires considerable 
computational work which is time-consuming and should be 
avoided if convergence efficiency is critical [7]. This research 
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offers a replacement for the MCS and PBIs method [8],[9]. This 
optional approach method is used to identify a num ber of 
possible failure situations to facilitate the adequacy indices of the 
system. 

  Numerous PBIs approaches are possible for intelligent 
research, epitome for these algorithms like the BPSO, ISSPs, 
OGA, EC, BPSO, and BCA [10]–[13]. Although some research 
has been done on the dependability of the generating systems, 
there is still a need for approaches that are more appropriate and 
which offer greater computational flexibility and are more 
realistic in representing the desired PGS adequacy [14]–[17]. 

Models are needed for the simulation of the stochastic 
characteristic of PGS behavior, which is not a new issue for 
population-based intelligent research approaches. However, it has 
emerged as an important issue when wind sources and the PS are 
combined and taken into account. This paper suggested a novel 
algorithm known as “DEOA” to lower the time amount cost of 
the computation to simulation pattern in the non-SMCS and other 
Optimization Algorithms by enhancing the checking efficiency in 
a given area state-space employing a PBIs approach. DEOA is 
based on the meta- heuristics searching employed in simulating 
the generating system's operation and taking into account the not 
expecting failure of current systems and the instability of “WECs” 
energy. DEOA exhibited benefits in the form of higher 
computational speed, utilizing a relatively uncomplicated 
structure, providing ease-of-use, and was shown to be highly 
robust. Besides, the numerically simulated solution was 
compared with the MCS-related Work. It also explains the 
impacts of wind energy capacity from the WECs on power 
systems to attain at the level of the incremental peak load 
capability. 

LOLF Loss of Load Frequency 
LDC Load Duration Curve 
RI Reliability Indices 
LH load levels  
PNS Power Not Supplied 
LOLP Loss of Load Probability 
WDM Weibull distribution model  
WPG Wind Power Generation 
BPSO Binary Particle Swarm Optimizations 

MSGA Modified Simple Genetic Algorithm 
RTS  Reliability Test System 

 
2. Assistant Theoretical Materials 

2.1. Assessment of Conventional Generation Systems Adequacy 

Analyzing the reliability of electrical energy systems is 
important to determine PGS adequacy and for possible future 
increase in the system capacity. This is to ensure adequate 
availability of power to satisfy consumer requirements for 
particular installed system capacity. As a result, the could be 
utilized as an element of the quantitative conditions in a power 
generation system in planning for the system’s risk paradigm. In 
this study, the essential evaluated were utilized in facilitating the 
approximation of the PS dependability level of their “Loss of 
Load Frequency (LOLF)", “Loss of Energy Expectation (LOEE)", 
and “Loss of Load Expectation (LOLE)". 

Load designs system are normally non-sequential or 
sequential paradigms that can be used with various Optimization 
Algorithms approaches. The sequential Load Duration Curve 
scheme (" LDC") can, for epitome, can create values of load 
demand hourly states, the implication being that around "8736 
Hours" separate states can be logged per annum [18]. The annual 
LDC approach for IEEE-RTS-79 - 96 is presented in Figure 1. 

 
Figure 1:  Annual LDC model for the RTS 

To attain elevated levels of RPAs and the PGS valuation, the 
best design of RI has an important role in designing and 
developing a successful generation system [19]. Estimates of the 
LOLE, LOEE, and LOLF are made based on the attained capacity 
states' collections and load characteristics. In this study, denoted 
the discrete states for the load levels (LH) at a time (t). The “Loss 
of Load Probability” (LOLP) is estimated as equation (1): 

∑ =
⋅⋅=

sa

j jjji CopyPSLHLOLP
1

)(                           (1) 

where: 

sa = total number of state arrays, and 

Sj = status of the system state. 

Nomenclature 
WECs Wind Energy Conversion System 
RPAs Reliability of Power Adequacy Systems  
PBIs Population-Based Intelligent Search 
DEOA Differential Evolution Optimization Algorithm 
MCS Monte Carlo simulation 
SMCS Sequential Monte Carlo Simulation 
PS Power System 
RE Renewable Energy 
WTGs Wind Turbine Generators 
PGS Power Generation Systems 
ISSP Intelligent State Space Pruning 
OGA Optimization Genetic Algorithm 
EC Evolutionary Computation 
PSO Particle Swarm Optimization 
BCA Bee Colony Algorithm 
LOLE Loss of Load Expectation 
LOEE Loss of Energy Expectation 
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In a failure state, the status value will=1; while in a successful 
state, the status will=0, this refers to the status of the load demand 
satisfaction  [20]. equation (2) displayed the values of the LOLE 
annually:   

∑ =
=

8736

1
)(

j jLHLOLPLOLE                                        (2) 

Estimated the megawatts of the PNS by used equation (3): 

∑ =
−⋅⋅⋅=

sa

j jijjji CapLHCopyPSLHPNS
1

)()(      (3) 
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Equations employed to calculate the components of the LOLF 
index [19] as:  

             ∑ =
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2.2. Wind Speed Paradigm 

Simulating of wind speed/velocity to study WECs 
performance and dependability was done and reported by  [21]. 
The sequential WECs simulation model involves   the generation 
of hourly wind speed data over a given perio  and specified site. 
The main challenge in maintaining the reliability of PGS is the 
fluctuation nature of wind power. It is therefore necessary to 
develop an appropriate wind velocity model before proceeding to 
analyze the system reliability. 

The majority of research recently done dependent on the 
Weibull distribution model (WDM) to signify the hourly 
fluctuations in the annual mean wind velocity. The level of wind 
turbine generated power at a given wind site depends on the mean 
and standard variation of the wind velocity. Based on the 
assumption that the WDM is able to change particular variables 
such as the shape (b) and the scale (a), it is normally used for 
simulating wind speed fluctuations. Thus, the inverse transform 
function for the WDM in [22] in equation (9) can be employed  to 
simulate the wind speed s. 

                    [ ]bHLnas /1)(−=                                           (9) 

 

where; a and b = two parameters for the WDM; 

H = random variable;  

s = wind speed. 

By applying the wind speed that generated by using the 
equation (9) to the wind turbine units output model, the turbine 
units power output is as shown in equation (10). 
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where 

ws = wind speed (m/s), 

Vci = WTG cut-in speed (m/s),  

Vco = WTG cut-out speed (m/s),  

Vr = WTG rated speed (m/s),  

Pr = WTG rated power output (MW).  

The constants A, Bx, and Cx have previously been calculated 
by [22]. 

3. Methodology  

Two programs based on the simulation method have been 
developed using MATLAB. The first simulation program was 
developed to simulate the variations of wind speed using WDM, 
which was utilized for an estimation of the parameters “a” and 
“b”, that were deuced form wind speed data. Consequently, 
during the simulation process, the two parameters (a, b) will 
generate wind speed variations at any time. Additionally, the 
program can estimate a wind power result from the wind turbine.   
Figure 2 shows models for wind speed generation and output 
power simulation. The second simulation program is based on the 
DEOA technique to evaluate the dependability of the PGS and, 
wind power penetration consideration is incorporated in the 
generating capacity adequacy evaluation. According to the steps 
taken as stated in reference [22], the RI was calculated utilizing 
DEOA algorithm as shown in Figure 3. 

 
Figure 2: Diagram of speed and wind power for the turbine unit 
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4. Outcomes Analysis 

4.1. Simulation Outcomes of Speed & Power Wind 

This study explains the possibility to generate wind energy at 
different levels which parallel the probability of wind speed 
fluctuation, therefore, the wind power model can generate wind 
energy with different abilities states as instant at hourly. One of 
the features of the wind speed is that the turbine output power is 
determined subsequently when the hourly wind speed is obtained. 
The simulation of the profiles of the speed of the wind was 
employed to simulate ability states from the simulated generation 
of wind output power.   

There is a need to examine the power output from the wind 
farm,   to obtain a better picture of the selected site so that the 
WDM parameter, a, is set as the mean wind speed and b=2, is the 
usual wind characteristic [23]. The particular WTG 
characteristics employed here are the 4, 25, and 19 m/s (cut-in-
speed, cut-out-speed, and rate speed) and at a rated power of 2 
MW [22]. Figure 4 shows the forecast for hourly wind speed over 
a year, and also indicates the simulation wind power output for 
WTG (with 85 WTG) with a power rate of 2 MW for a similar 
period.   

 
Figure 3:  Diagram of reliability indices assessment using DEGA 

4.2. Cases Running the Algorithm 

This study  develops and tests  a method for evaluating the 
reliability of PGS using WECs with two dissimilar test systems 
(“IEEE-RTS-79” & “IEEE-RTS-96”), to validate how  the 
DEOA performs to assess the dependability and sufficiency of the 
PGS. Meanwhile, it tests the efficiency of the proposed algorithm 
to evaluate multiple penetration-levels of wind energy. 

The test systems “IEEE-RTS-79 and RTS -96” have 32 and 
96 generating units respectively, with the capability to generate 
power ranging approximately from (12- 400  MW), with a total 
power supply of 3405 and 10215 MW respectively, at 
approximately (2850 MW) and (9000 MW) peak load [24], [25]. 
Figure 5 showing the diagram of the single area of the system 
RTS-79, and Figure 6 showing the outline of the RTS-96 of three-
areas interconnected through merging three single areas from the 
RTS-79 system. 

Run I: Valuation of Algorithm Performance for the “RTS-79” 
System 

The designs of the variable control values for the proposed 
DEOA algorithm was documented as displayed in Table 1 [26], 
during applied at the “Test System- 79 & 96” 

 
Figure 4: Wind forecasting and simulation of the wind MW generation for one 

year 

The DEOA algorithm was applied for 100 iterations run 
consecutively in matching conditions as previously stated, to 
verify the robustness and confidence of this algorithm. The results 
of the various implementations are presented in Table 2. The 
results achieved from the DEOA were compared with those of 
[27]. Figures 7 and 8 show that following runs of 100 iterations, 
the values were wavering in the region of the real value. 
Repetitions of the runs of the experiment applying the algorithm 
displayed that this algorithm was highly accurate when 
determining the RI. 
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Table 1: The control values for the proposed algorithm 

Parameter DEOA 
(RTS-79) 

DEOA 
(RTS-96) 

Population size 60 100 
Generation limit 100 150 
Crossover probability 0.6 0.6 
System Capacity (MW) 3405 10215 
Mutation probability High 0. 1 0.6 
Mutation probability Low 0.6 0.05 
Load max 2850 MW 9000 MW 
Threshold probability 1e-15 1e-20 
Stopping Repetitions   100 150 

 

 

Figure 5:  Diagram of single area for the system RTS-79 

Table 2: The DEOA algorithm compare with analytical method through runs of 
the algorithm (100) times 

Method   Reliability Indices Error 
(%) LOLE 

(hour/year) 
LOEE 
(MWh/ye
ar) 

(Accepted value) 
Analytical method  [30] 

9.39418 9.3670 0.28 

(Experimental value) 
DEOA method 

1176.00 1120.00 4.76 

The consequences outcomes of the DEOA algorithm were 
compared with those of other optimization genetic algorithms 
earlier mentioned in [28], [29], as shown in Table 3. Comparisons 

of these outcomes were made. The absolute values utilized for 
these comparisons were from a single turn one mploying 
"MSGA", & "DEOA". 

The computation effort of the proposed method was also 
assessed and a comparison was made with those of "MSGA", 
"MCS", and "DEOA" as shown in Table 4. On the other hand, 
comparison of the simulated proposed method with MCS was 
halted when the coefficient of variation level was approximately 
5% [29]. This comparison was performed with absolute values 
obtained from a single turn on of the DEGA and MSGA. 
Evaluating the computation time of the DEOA, as presented in 
Table 4 was shorter compared to other methods. Hence, the 
suggested DEOA exhibits benefits such as enhanced computation 
speed, by employing a simple structure. 

 
Figure 6:  Diagram of three-areas interconnected for the system RTS-96 

 

Figure 7: Calculation of estimated LOLE with 100 repeated runs for the RTS-
79 System 

 
Figure 8: Calculation of estimated LOEE with 100 repeated runs for the system 

‘RTS-79’ 
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Table 3: Compare the DEOA algorithm RI results for RTS-79 with accepted 
value 

Reliability Indices Experimental value 

MCS 
[26] 

MSGA 
[28] 

DEOA  

LOLE (hour/year) 9.371 9.324 9.370 

Error (%) 0.244 0.745 0.255 

LOEE (MWh/year) 1197 1163 1178 

Error (%) -1.785 1.105 -0.170 

LOLF (occ/year) 1.9190 2.0030 2.300 

Error (%) 0.00 4.37 19.85 

Table 4: Comparison of the runs time between MSGA, DEOA, and MCS 
methods 

Techniques Experimental value 

MCS MSGA  DEOA  

Runs= 200 Runs= 750 Runs= 100 
LOLE (hour/year) 9.541 9.324 9.37 

Time (sec) 372  177  4  

 
Run II: Valuation of Algorithm Performance for the “RTS-96”  

In this run, the control parameters values had been setting 
beforehand as shown in Table 1. The tuning for the failures data 
for Generating stations was in line with previous data provided by 
[30]. The result of the DEOA was compared to those of 
Optimization algorithms declared by [31], as shown in Table 5. 

In this paper, the percentage of error was considered, where the 
percentage error for individual values of the proposed DEOA 
algorithm was compared with individual values of the other 
techniques, as displayed in Tables 2, 3, and 5. On the other hand, 
the error percentage shows the effectiveness of the proposed 
DEOA algorithm in presenting separate values, large positive 
values of the error indicate a considerable deviation in the 
predicted value from the real one. 

Table 5: Results of the RI for the system RTS-96 utilizing the DEOA method 

Techniques Reliability Indices  

LOLE 
(hour/year) 

Error 
(%) 

LOEE 
(MWh/year) 

Error 
(%) 

Analytical 
method   

0.1380 - 24.26 - 

MCS 
Algorithm 

0.1400 -1.44 23.97 1.195 

DEOA 
Algorithm 

0.140 -1.44 26.21 -
8.037 

 

Run III: Valuation of Performance SMCS with WPG for “RTS-
79” System 

In this study, the SMCS method was employed to recompute 
the RI (for RTS-79 System) for comparison with the DEOA 
algorithm. From the simulation, Figure 9 shows what the system 
is capable of based on the conventional and the unconventional 
units. Figure 10 however presents a whole PGS  and what it is 
capacity of, based on the simulation of the  process overlaid 
together with the sequential  load model and Figure 11 shows the  
LOLE, LOEE, and LOLF for 200 selected SMCS sampling years. 

 

Figure 9: Available capacities obtained from conventional and unconventional 
units 

Some intersections observable in Figure 10, which means that 
the available electrical power generation from the PGS 
insufficient for meeting the required load.     

 

Figure 10: Simulation process shows the available capacities of the system, 
superimposition with the load paradigm 

Run IV: Valuation of Reliability Indices for DEOA with WPG 
for “RTS-79” System  

For peak demand load (2850MW) and 170 MW combined 
with wind energy, the RI the for “RTS-79” derived was from the 
Optimization Algorithm and the new proposed DEOA approach 
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as shown in Table 6. The MCS might be utilized for choosing 
failure states for the systems. However, due to its reliance on 
proportionate sampling, its effectiveness in the detection of 
failure states could be diminished. According to the results 
indicated in Table 6, the SMCS method could lead to extremely 
poor convergence time. Additionally, the DEOA provides the 
most efficient computation as well as easy usage in comparison 
with other algorithms. 

Figure 11: The reliability indices LOLE, LOEE, and LOLF for 200 samplings 

Table 7 presents the outcomes of five models previously 
discussed [32] in comparison with those of DEOA. These 
techniques, computed the RI employing the MCS approach with 
variable wind Speed models (the actual wind speed recording data, 
Markov method, ARMA distribution model, Weibull distribution 
model, and Normal distribution). It was obvious that the 
outcomes derived from the use of the DEOA algorithm had values 
which were about the same as those obtained from using real wind 
speed data in the MCS approach. 

Table 6: Comparison of the runs time between DEOA, BPSO, and SMCS 
Method 

Proposed   
Methods 

LOLE 
(hour/year) 

LOEE 
(MWh/year) 

Time 
(Sec) 

SMCS 
Algorithm 7.550 941.070 64.641 

BPSO 
Algorithm 7.430 823.780 8.979 

DEOA 
Algorithm 7.450 1318.340 4.00 

 

Table 7: Comparison between suggested methods in literature and proposed 
DEOA method  

Techniques LOLE 
(hour/year) 

LOEE 
(MWh/year)  

MCS technique with Actual 
wind data  

7.450 908.70 

MCS technique with Markov 
model  

7.470 918.10 

MCS technique with ARMA 
method  

7.120 884.90 

Techniques LOLE 
(hour/year) 

LOEE 
(MWh/year)  

MCS technique with Weibull 
model  

7.780 976.70 

MCS technique with Normal 
model  

6.950 858.50 

Proposed DEOA with Actual 
wind data 

7.450 1318.34 

 
In real PGSs the LOLE index is used more often for the 

generation of adequacy analysis to determine sufficiency. On the 
other hand, the LOEE indicator is used for complex 
generating/transmitting of the adequacy analysis [33]. This means 
that outcomes presented in the tables are for assessing the PGS’s 
dependability and sufficiency, which took into account  the level 
of precision of LOLE from the suggested DEOA approach with 
shorter computation time in comparison with other approaches. 

The proposal of an intelligent algorithm to assess the PGS is 
shown  as a feasible replacement for the Non-SMCS in the 
evaluation of the non-sequential systems. Thus, this algorithm 
lowered the computation time needed to calculate the Non-MCS 
approach, which is efficient but does not take into account time-
based phenomena, including the frequent computation 
interruptions of the LOLF and the duration indicatots (LOLD). 
This means that outcomes in tables that assess the LOLF indicate 
poor precision from the suggested PBIs approaches with shorter 
computation time in comparison with other approaches. 

Run V: Valuation of Reliability Indices with Wind Power 
Penetration for the “RTS-79” System Using DEOA 

In this section, the DEO algorithm is applied to examine the 
effects of wind power capabilities generated from WTGs on 
power systems to attain dependability indicators at a similar level 
to additional peak load capacity. The Weibull distribution 
approach was employed to simulate hourly repeating wind speed. 
Figure 12 shows the the simulation  results of the forecast forecast 
for hourly wind speed and wind power output for several installed 
WTG units with a power rate of 2 MW for a year. The number of 
additional wind turbines that have been attached to a PGS is 
commensurate with the proportions of the wind power 
incorporation. Where the rate of penetration of wind energy 
ranges from 5% - 30% generates the output of wind energy ranges 
from 170 - 1020 MW from number WTG units (from 85 – 510). 

This paper also examines the choice an appropriate 
penetration level of wind energy to attain a level similar to that of 
traditional PGSs. The DEO algorithm was used to analyze the 
RTS-79 system cases with changes in the number of WTG units, 
and changes in the penetration level of wind energy. 

The effect of the wind energy penetration rate as a result of 
the number of available WTG units was tested on the values of 
reliability indicators for generation systems. Table 8 shows the 
different wind energy penetration levels (%), the number of WTG 
units and the output power of the WTG units, as well as the values 
of reliability indicators LOLE, LOEE. 
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Table 8: The wind power penetration beside on reliability indexes and 
percentage of installed capacity 

Wind 
Pen. 
Rate  % 
 

No. of 
WTG 

Product 
Power 
(MW) 

LOLE  LOEE  

5% 85 170 7.45 1318 

10% 170 340 6.38 1364 

15% 255 510 5.44 1214 

20% 340 680 4.78 1256 

25% 425 850 3.93 1079 

30% 510 1020 3.60 1035 
 

It is seen that the values of LOLE and LOEE are decreased 
for the RTS-79 system with additional WTG units.  Figures 13 
and 14 show LOLE and LOEE indicayors and the role of some of 
the WTG units added to RTS-79, where each WTG unit has a 
rated capacity of 2 MW. 

Besides, it is noted  that the LOLE value is lowered 
considerably in the event  the wind energy penetration rate ranges 
from 5% to 20%; after which the rate of decline is relatively  
insignificant, implying that  increasing the wind energy 
penetration to higher rates will have less effect in reducing the 
values of reliability indicators. 

5. Conclusions 

Both MCS and PBIs approaches have been used to assess the 
reliability of generating system combined with wind energy. 

This paper presented a comprehensive performance 
clarification of the suggested technique for assessing the electric 
power systems dependability, such as; DEOA. The suggested 
intelligent algorithm which depends on the PBIs approach is 
viewed as a feasible alternative for the MCS in the assessment of 
non- sequential systems. 

Furthermore, this study introduced the novel DEOA 
algorithm with WDM to assess the dependability of the PGSs 
combined with WTGs. It was shown that with the application of 
the proposed approach, it was likely that there would be 
simulation of the wind speed at a given hour for assessing the 
dependability of the power generation system. The main 
improvements achieved in this study are as presented below: 

• Using the DEOA as an alternative to MCS for guided 
intelligent searches. 

• The repeated runs of the experiment with the algorithm 
displayed the algorithm’s elevated precision level when 
determining the RI. 

• Incorporating WTGs into the power generating system, to 
revise the dependability evaluation process to adapt to this 
change.  

Figure 12:  Wind forecasting and simulation of the generated wind energy for a 
year 

http://www.astesj.com/


A.A. Kadhem et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 331-340 (2020) 

www.astesj.com     339 

 
Figure 13: Shows the number of WTG units added to RTS-79 as a function for 

an estimate of the LOLE indices 

 
Figure 14: Shows the number of WTG units added to RTS-79 as a function for 

an estimate of the LOEE indices 

On the other hand, RTS test system was used to make a 
comparison of the achievement of the DEOA with the 
conventional MCS to indicate the effectiveness of the proposed 
algorithm. 

Besides, selecting an appropriate penetration level of wind 
power and determining its effect on the PGS and the essential 
element of investigating the potential of the wind energy source 
as a replacement for sustainable energy generation. Also, 
increasing the penetration rates of wind energy to higher rates will 
have less effect on reducing the values of RI. 
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