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 Brain tumors are a type of tumor with a high mortality rate. Since multifocal-looking tumors 
in the brain can resemble multicentric gliomas or gliomatosis, accurate detection of the 
tumor is required during the treatment process. The similarity of neurological and 
radiological findings also complicates the classification of these tumors. Fast and accurate 
classification is important for brain tumors. Computer aided diagnostic systems and deep 
neural network architectures can be used in the diagnosis of multicentric gliomas and 
multiple lesions. In this study, the Deep Neural Network classification model with Synthetic 
Minority Over-sampling Technique pre-processing was used on the Visually Accessible 
Rembrandt Images dataset. The proposed model for the classification of brain tumors 
consists of 1319 trainable parameters and the proposed method has achieved 95.0% 
accuracy rate. Precision, Recall, F1-measure values are 95.4%, 95.0% and 94.9% 
respectively. The proposed decision support system can be used to give an idea to doctors 
in the detection of glioma type tumors. 
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1. Introduction 

Brain tumors are tumor types located in the brain. The 
mortality rate is high. There are two different types: benign and 
malignant. Benign brain tumors, which have a slow growth rate, 
are easily separable from brain tissue. Malignant brain tumors 
grow faster and can damage nearby brain tissue[1]. There have 
been many successful studies in which computer were used in 
medical applications in recent years. Skin cancer [2], breast cancer 
[3], thyroid nodules [4] are some of these studies. 

In addition, tumors originating from brain tissue are called 
primary brain tumors, while tumors formed by the splashing of 
cancerous cells that appear elsewhere in the body are called 
secondary brain tumors. The most common (65%) and most 
malignant brain tumor is glioblastoma [5]. Glioblastoma 
multiforme (GBM) is one of the deadliest cancer types and is a 
common type of malignant glioma in the central nervous system. 
With the development of computed tomography and magnetic 
resonance imaging (MRI), it has become increasingly clear that 
gliomas may have a multifocal or multicentric [6]. Although the 
diagnosis of multiple lesions becomes easier with the introduction 
of computed tomography into the field, the differential diagnosis 
of multiple cerebral lesions still remains a problem. In multifocal 

lesions, the lesions are localized in more than one part of the brain 
and there is a macroscopic or microscopic level relationship 
between them. In multicentric gliomas, there is neither 
macroscopic nor microscopic level relationship between lesions. 
The propagation path of multicentric lesions is unclear, but this 
situation is slightly different in multiple lesions. Multiple lesions 
create multiple cerebral areas using a systematic propagation 
pathway [7]. The correct detection of this condition is very 
important in the treatment of the disease. 

Early diagnosis of brain tumors can change the course of the 
disease and save lives. On the other hand, computers perform 
complex operations in a very short time. Computers are used in 
many areas of life, especially in health, as it produces automatic, 
fast and accurate results. For this reason, computer-aided 
diagnostic (CAD) systems are frequently used today. CAD 
systems analyze the complex relationships in medical data and 
assist the doctor in decision making [8]. Salvati divided multifocal 
gliomas into four different categories. These are diffuse, 
multicentric, multiple and multi-organ. In addition, in his study, he 
divided his patients into multicentric and multifocal tumor groups 
and found that there was no significant difference between patients 
[9]. In a spike case, as malignant glial tumors damage nerve cells, 
it seems possible that the multicentricity of gliomas may also 
accompany multiple sclerosis [10]. DNN can learn quickly, 
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automatically identify features, and can be successfully applied in 
computer learning systems. Besides that, DNNs are also used in 
some medical image analysis. It can be preferred especially in 
brain tumor segmentation and classification. It is designed the 
DNN model to segment brain separate gray and white matter from 
cerebrospinal fluid and analyzed the segmentation accuracy with 
DNN [11]. Similarly DNN model for the segmentation of brain 
tumors is proposed [12]. 

In this study, Deep Neural Network (DNN) architecture was 
proposed to classify the MR brain image features as n/a, multifocal, 
multicentric and gliomatosis. Synthetic Minority Over-sampling 
Technique (SMOTE) was used as a pre-processing. It has been 
determined that the pre-processing has a significant effect on the 
classification success.  

2. Material and Methods 

2.1. Dataset 

In the study, The Repository of Molecular Brain Neoplasia 
Data (REMBRANDT) dataset [13] was used. The REMBRANDT 
dataset is a dataset of The Cancer Imaging Archive (TCIA) 
database shared by the National Cancer Institute. TCIA is an 
accessible archive containing medical images [14]. This data set 
contains images of 33 patients. Each patient has an average of 20 
MR images, on separate axial, sagittal and coronal planes. For each 
patient, there are feature key values provided by 3 different 
neuroradiologists from Thomas Jefferson University (TJU) 
Hospital. This feature set is called VASARI (Visually Accessible 
Rembrandt Images). VASARI dataset was used in the 
classification process. 

2.2. SMOTE 

SMOTE is a method used in unbalanced data. Every minority 
class sample is taken and synthetic samples are created by looking 
at any or the sample’s entire k neighbour. Thus, the minority class 
is over-sampled [15]. The main difference from other sampling 
methods is the production of synthetic samples by looking at their 
neighbours, instead of copying and reproducing the minority class 
samples. Thus, it realizes class distribution without providing 
additional information. 

2.3. Deep Neural Networks (DNN) 

Machine learning technologies potentiate many technologies in 
the modern world. People use these technologies in many areas 
such as webcams, e-commerce activities, and mobile devices. In 
addition, it offers good results in complex problems. These are 
identifying objects from images, converting speech to text and 
matching web contents with the interests of the users. Traditional 
ML techniques have some limitations in processing raw data. 
Extracting features representing data in the raw form and 
converting them into feature vectors used as input for classifier is 
a difficult process that requires expertise [16]. 

Deep learning allows abstract representation of data by 
creating simple but nonlinear modules. In this way, it is possible to 
learn very complex functions. This structure reveals the 
distinguishing features between classes for classification problems. 
Deep learning produces successful results for many problems that 
cause problems in the advancement of artificial intelligence 

methods. It is used in many areas such as image recognition [17-
19], speech processing [20, 21], and gene mutation prediction [22]. 
It is thought that DNN will make faster progress thanks to the new 
neural network structures proposed with an increase in 
computation capacity and amount of data [16].  

Deep neural network structure is shown in Figure 1.  
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Figure 1: Deep Neural Network Schema [16] 

The development of computer hardware structure and the 
widespread use of GPU architecture facilitates and speed up the 
training of the complex and multi-layered neural networks as 
shown in Figure 1.  In this way, more outstanding [23]. 

The mathematical model used in the neural network training 
stage is shown in Eq-1.  

𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑎𝑎𝑓𝑓(𝑚𝑚𝑛𝑛𝑎𝑎𝑓𝑓�𝑚𝑚𝑛𝑛−1 … 𝑎𝑎𝑓𝑓(𝑚𝑚1𝑥𝑥)�)                    (1) 

According to Equation,  𝑚𝑚𝑛𝑛 represents the weight matrix in the 
nth layer and 𝑎𝑎𝑓𝑓  is activation function. This structure gives better 
results than single-layer networks [24]. 

In this study, a deep neural network design with 1 input, 1 
output and 2 hidden layer was designed.  

The increasing of software technologies shaped under three 
specialized topics such as artificial intelligence, machine learning 
and deep learning has caused an increase in interest in these three 
subjects.  Deep Neural Networks finds the relationship between a 
range of inputs and outputs. Successful results in many areas such 
as image processing, natural language processing, voice 
recognition [25]. 

3. Results 

The application was carried out on the open source Python 
program. Tensorflow and Keras libraries were used. The count plot 
of the data to be classified into classes is given in Figure 2. 

All images included in the Rembrandt data set consist of axial, 
sagittal and coronal image planes with an average of 20 images per 
plane for a total of 33 patients. In the data set, 30 different features 
were obtained from each tumor brain MR image. Rembrandt 
images (VASARI) were analyzed by three TJU radiologists and 
features of the images were extracted. In this way, a data set  
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Figure 3: Count plot of data after SMOTE 

 
Figure 4: Proposed DNN Model 

consisting of 99 patients and 30 different characteristic features 
used in the study. The data were classified according to n/a, 
multifocal, multicentric and gliomatosis. The data appears to be 
unbalanced. (84 n/a patient, 7 multifocal patient, 4 multicentric 

patient and 4 gliomatosis patient). For this reason, SMOTE pre-
treatment was applied. Figure 3 shows the count plot after the 
SMOTE pre-processing. 

The proposed DNN model is given in Figure 4. There are 3 
hidden layers in the model, having 25, 15, and 10 filters, 
respectively. Model includes 1319 trainable parameters. 

The activation function used in hidden layers is ReLu. The 
activation function used in the output layer is SoftMax. The 
optimizer who used the error back propagation phase is Adam. In 
this study, the data set was formed as 70% training and 30% test 
group. Figure 5 shows the change in accuracy on training and test 
data over 100 epochs. 

 
Figure 5: Accuracy graph 

As can be seen from the graphic, the proposed method has 
overcome the over-fitting problem. Figure 6 shows confusion 
matrix.  

 
Figure 6: Confusion matrix 

DNN model was used to categorize brain tumors into four 
classes (n / a, multifocal, multicentric and gliomatosis). Four basic 
measurement indicators were used when evaluating the 
classification results. The proposed DNN classifier knew the 
opinion of radiologists with 95% accuracy. The success rate of the 
model was also examined with other performance metrics such as 
precision recall and F1. Respectively Precision, Recall, F1-
measure values are 0.954, 0.950 and 0.949. 

4. Discussion 

Deep learning methods are used in many research fields of 
medical image analysis, from image recording, radiomic feature 
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selection, segmentation and classification. Estimating the type of 
brain tumors is quite difficult and troublesome in the medical 
field.The aim of this study is to classify MR images of brain 
tumors as n/a, multifocal, multicentric and gliomatosis. In this 
study, unlike other studies, multiple cerebral lesions were 
classified. These lesions can have similar features and are difficult 
to classify. Studies in the literature determine tumor levels or 
predict whether the tumor is benign or malignant. Kumar and 
Vijay Kumar classified brain images as tumors and non-tumors 
using the Feed Forwarded Artificial neural network-based 
classifier and reached 91.17% accuracy with the ensemble 
classifier [26]. Glioblastoma and low-grade gliomas using logistic 
regression algorithm is classified with 0.88 accuracy [27]. 
Mahajani classified the MRI brain image as normal or abnormal 
with Back Propagation Neural Network (BPNN) and K Nearest 
Neighbor (KNN) algorithms. 70% accuracy using the KNN 
classifier and 72.5% accuracy using the BPNN classifier [28]. In 
the literature this dataset was tested with KNN, Random Forest 
(RF), Support Vector Machines (SVM), Linear Discriminant 
Analysis (LDA) machine learning algorithms. SVM algorithm 
with 90% accuracy rate was found to be better compared to other 
algorithms [29]. As seen in the examples, machine learning 
algorithms are commonly used approaches in classification. 
However, since deep learning models can analyze complex 
relationships effectively, it has gained an important place in 
machine learning in recent years. In another study, VGG-19 
architecture used to classify brain tumors grades (I, II, III and IV) 
and achieve 0.90 accuracy and 0.96 average precision [30]. Also, 
in the other study it is classified the grades of glioma tumor using 
Convolutional Neural Networks (CNN) with an accuracy of 91.16% 
[31]. Compared to other algorithms, it has been seen that the 
applied method has advantages over traditional classifier 
algorithms. The complexity of the brain structure in the analysis 
of the brain image and the lack of imaging standards prevent the 
correct application of computer-aided learning systems in 
classifying brain tumors. Therefore, radiologist views come to the 
fore in determining these criteria. Table 1 shows some deep 
learning studies in the literature. 

Table 1: Deep learning approaches for brain tumor classification 

Aim and Method Accuracy 
Tumor Segmentation-DNN[32] 0.88 
Brain Tumour, CNN[33] 91.43 
Brain Tumour, Capsule Network[34] 86.56 
Brain Tumoru, DNN[35] 90.66 

In addition, proposed classification model can be tested with 
different parameters and radiomic features. Obtaining the data by 
experienced radiologists and determining the radiologist views 
with high accuracy is an indicator of the success of the algorithm. 
The Deep Learning approach facilitates researchers and trains the 
model using its own hyper parameters without specifying many 
features beforehand. But it is very important to apply the correct 
parameters to the model. In this study, the deep learning model 
was used and high accuracy was obtained with the correct 
parameters applied. 
5. Conclusion 

In the article, multifocal, multicentric and gliomatosis 
classification of brain tumors with SMOTE pre-processing of the 

DNN model were examined. The results show that the proposed 
method is very successful. The proposed method gives automatic, 
fast and accurate results. It can give an idea as a second look when 
doctors are unstable. 
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