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Music genre classification is an important multimedia research domain,
including aspects of music piece representation, distances between genres,
and categorization of music databases. The objective of this study was
to develop a model for automatic classification of musical genres from
audio data by using features from low-level time and frequency domains.
These features can highlight the differences between different genres. In
the model, feature selection is performed using a genetic algorithm (GA),
and the resulting dataset is classified using the k-nearest neighbor (KNN),
naive Bayes classifier (NBC), and support vector machine (SVM) learning
methods. Tenfold cross-validation is used to obtain the optimal f-measure
value. In this study, the data were obtained from the GTZAN genre collection
datasets. In the performance evaluation, it was found that the GA-based
feature selection strategy can improve the F-measure rate from 5% to 20%
for the KNN, NBC, and SVM-based algorithms. In addition, the proposed
SVM-GA algorithm can exactly better than other comparison algorithms.

1 Introduction

Music genre classification is used to categorize musical data
into suitable categories based on shared characteristics. In
the modern era, numerous musical genres are appreciated,
such as blues, classical, country, disco, hip-hop, jazz, metal,
pop, reggae, and rock. New technologies and globalization
have been beneficial for the evolution of music, leading to
the emergence of world music. These developments have
increased research interest in music information retrieval
(MIR), a field of automatic music management including
music recommendation [1], music mood classification [2],
and musical instrument classification [3]. As musical genres
are most commonly used to manage music databases, a pre-
vious study investigated the extraction of audio features and
techniques for classifying musical genres [4, 5, 6, 7]. How-
ever, genre classification has remained a challenge[8, 9],
as it requires systems that are capable of performing au-
tomatic grouping [10] and querying retrieving data from
large a music data set [8]. The identification of common-
alities between genres requires feature extraction [11]. In

the case of audio files, combinations of relevant features are
used for modeling the musical genre [4]. These features
may include timbral texture, rhythmic content, and pitch
content [12]. Musical genres have been modeled using dif-
ferent features including short-term Mel-frequency cepstral
coefficients (MFCCs) [13, 14], and Daubechies wavelet co-
efficient histograms (DWCHs), depending on the required
application. Features are selected to improve performance
and accuracy [15]. Achieving optimal feature selection and
extracting appropriate features and dimensions of the fea-
tures reduction are very challenging tasks [16, 17]. There are
many different approaches that have been proposed to clas-
sify music genre, such as data mining [18, 19], deep learning
strategy [20, 21, 22, 23, 24], and machine learning stretegies
such as hidden Markov model, AdaBoost, and support vector
machine [25, 26, 27, 28, 29, 30, 31, 32, 33, 34].

In addition to the above, musical genre classification
problems can be solved with constant evolutionary algo-
rithms [35]. Among them, a genetic algorithm (GA) based
optimization has become a widely used approach for opti-
mizing the selection of relevant features [36, 37, 38, 39, 40].
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Among the several methods developed for musical genre
classification, the performance of classification algorithms
has become the benchmark [41]. In this paper, we propose a
model for musical genre classification using low-level time
and frequency-domain features for short and mid-term fea-
ture extraction. In this model, feature extraction is performed
using a GA, and musical genre classification is conducted
using a range of machine learning algorithms, including
the K-Nearest Neighbor (KNN) [42], Nave Bayes Classifier
(NBC) [43], and the Support Vector Machine (SVM) [25]
were used for music genre classification. In the performance
evaluation, it was found that the GA-based feature selection
strategy can improve the F-measure rate from 5% to 20% for
the KNN, NBC and SVM-based algorithms. In addition, the
proposed support vector machine genetic algorithm (SVM-
GA) algorithm can exactly better than other comparison
algorithms

The remainder of this paper is organized as follows. Sec-
tion 2 provides background information and discusses re-
lated studies. The proposed algorithm is presented in Section
3, and its performance is evaluated in Section 4. Finally, the
conclusions and future research are presented in Section 5.

2 Literature review

The primary challenge in genre identification is selecting fea-
tures for extraction from audio data [8]. Audio data comprise
a series of samples that together represent an audio signal.
Classification cannot simply be applied to the audio samples.
In previous studies, audio analysis has been prominently
performed by extracting numerical values for representative
features. In music signals, these features correspond to pri-
mary dimensions such as pitch, rhythm, harmony, melody,
timbre, and spatial location. Low-level features, such as
temporal, energy, and spectral features, are some of the most
prominently used features in sound signal analysis. In audio
signal analysis, low-level features are generally extracted
from the time and frequency domains [44]. Moreover, 11
sets of low-level time- and frequency-domain features are
prominently used.

2.1 Time-domain audio features

In general, time-domain features are directly extracted from
samples of audio signals. The features include short-term
energy, short-term zero-crossing rate, and entropy. These fea-
tures provide a simple approach to analyzing audio signals,
and combining these features with sophisticated frequency-
domain features is generally essential.

(1) Energy: The sum of squares of signal values, normalized
by the respective frame length.

(2) Zero-Crossing Rate: The rate at which the sign of the
signal changes within a particular frame.

(3) Entropy of Energy: The entropy of the normalized ener-
gies of subframes, which can be interpreted as a measure
of abrupt changes in the signal.

2.2 Frequency-domain audio features
The discrete Fourier transform (DFT) is extensively used in
audio signal analysis, because it provides a convenient rep-
resentation of the frequency content distribution of a signal
as a sound spectrum. Numerous audio features are based on
the DFT of a signal. These are termed frequency-domain (or
spectral) audio features.

(1) Spectral Centroid: The center of gravity of a spectrum.

(2) Spectral Spread: The second central moment of a spec-
trum.

(3) Spectral Entropy: The entropy of the normalized spec-
tral energies for a set of sub-frames.

(4) Spectral Flux: The squared difference between normal-
ized magnitudes of the spectra of two successive frames.

(5) Spectral Rolloff: The frequency below which 90% of the
magnitude distribution of a spectrum is concentrated.

(6) MFCCs: MFCCs are used to capture short-term,
spectral-based features. The logarithm of the amplitude
spectrum based on a short-time Fourier transform is de-
rived for each frame. Frequency bins are then grouped
and smoothed using Mel-frequency scaling to ensure
that they agree with predetermined concepts. MFCCs
are generated by decorrelating Mel-spectral vectors by
using a discrete cosine transform.

(7) Chroma Vector: A chroma vector is a 12-element repre-
sentation of spectral energy, wherein bins represent 12
equal-tempered pitch classes of Western music (semi-
tone spacing).

(8) Harmonic: Harmonic features represent beats, and the
harmonic ratio and fundamental frequency are two har-
monic features.

Although studies have been conducted on music genre classi-
fication, the most accurate results have been achieved using
the GTZAN dataset. A comprehensive set of features was
proposed for the direct modeling of music signals [4]. When
these features were employed for genre classification by
using KNNs and Gaussian Mixture models (GMMs), an
accuracy rate of 61% was achieved. A novel feature extrac-
tion method was proposed for musical genre classification,
wherein DWCHs are combined with machine learning classi-
fication algorithms, including SVMs and linear discriminant
analysis [14]. An accuracy of 78.5% was obtained with this
method. Feature integration methods and late information
fusion were examined in a previous study [12], by using
majority voting for classification of all short-time features.
A novel feature integration technique using an autoregres-
sive (AR) model was proposed. This approach was reported
to exhibit superior performance to that obtained by the use
of mean variance features. Another study [45] addressed
musical genre classification from a multilinear perspective.
Multiscale spectro-temporal modulation features were ex-
tracted on the basis of an auditory cortical processing model,
which provided an accuracy of 78.2%. Nonnegative matrix
factorization was used to obtain a novel description of the
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timbre of musical sounds[13]. A spectrogram was factorized,
which provided a characteristic spectral analysis. Gaussian
Mixture Models were then applied, to achieve a reported
accuracy of 74%. An ensemble approach [37], involving
the use of multiple feature vectors and time and space de-
composition strategies was also reported in a previous study.
In the study, time decomposition was performed using fea-
ture vectors, which were extracted from music segments
obtained from the beginning, middle, and end of the origi-
nal signal. The study also employed four machine learning
algorithms, namely NBC, decision trees, SVMs, and multi-
layer perceptron (MLP) neural nets, which provided a maxi-
mum accuracy of 65.06%. In an alternative approach [46], a
method based on the classification accuracy of an SVM clas-
sifier was proposed for selecting training instances. These
instances comprised feature vectors representing short-term,
low-level characteristics in an audio signal. This method
was reported to provide an accuracy of 59.6%. An invari-
ance of MFCCs to musical key and tempo was explored
in a previous study[47]. The study indicated that MFCCs
encode both timbral and key information. An accuracy of
69.3% was achieved by applying GMMs. The acoustic sig-
nal feature can be derived using a mathematical model that
represents the acoustic signal [39]. In this approach, features
were selected using a GA. Classification was then performed
by generating an adjusted KNN classifier. The reported ac-
curacy was 67.6%. In a previous study, a subspace cluster
analysis process was used to automate the construction of
a classification tree[48]. Experimental results validated the
tree-building algorithm, and the study provided a new re-
search direction for automatic genre classification. Several
machine learning algorithms were employed, such as KNNs,
J48, logistic regression (LOG), LibSVM with a radial basis
function kernel, MLP neural networks, and sequential min-
imal optimization (SMO) SVM with a polynomial kernel.
This method was reported to achieve an accuracy of 72.9%.
Another study[49] proposed automatic musical genre clas-
sification by using spectral, time-domain, tonal, rhythmic,
sound effect, and high-level descriptors. An analysis was
conducted using KNNs, an SVM, and a GMM, with a result-
ing accuracy of 79.7%.

3 Methods

3.1 Feature extraction

Feature extraction is a crucial step in audio analysis, because
it is also required in other pattern recognition and machine
learning tasks. Extraction is performed in the following two
steps: short- and mid-term processes. In short-term feature
extraction, the input signal is divided into brief windows (or
frames), and the number of features is computed for each
frame, generating a sequence of short-term feature vectors
from the entire signal. In mid-term extraction, statistical
analysis is generally applied to these short-term feature se-
quences to obtain the signal. Several statistics, including
mean, median, standard deviation, standard deviation by
mean, max, and min, are derived for each short-term fea-
ture sequence. The data are then normalized to avoid the
introduction of anomalies and minimize redundancy

3.2 Machine learning methods (naive Bayes
classifier (NBC), K-nearest neighbor
(KNN), support vector machine (SVM))
combined with genetic algorithm (GA)

Fig. 1 shows the system design. GA optimization is com-
bined with the KNN, NBC, and SVM learning methods.
The fitness function uses the largest f-measure value derived
using machine learning, and is evaluated using 10-fold cross-
validation. The system then derives the maximum fitness.

Figure 1: Machine learning methods (NBC, KNN, SVM) combined with
GA

(1) The dataset is a feature vector containing normalized
data. All necessary parameters are initialized. The initial
population is generated and encoded in binary {0,1}.
Individual solutions are randomly generated to form the
initial population P = {S1,S2,S3, · · · ,Sn}; S1 = S2 =
S3 = · · · = Sn = {G1,G2,G3, · · · ,Gn}. Here S is a so-
lution and Gn represents features, where Gn ∈ {0,1};
feature labeled 0 are not used, whereas those labeled 1
are used.

(2) The fitness of each solution (S) is evaluated using the
highest f-measure value for musical genre classification
conducted through the KNN, NBC, and SVM learning
methods, following the 10-fold cross-validation method.
The highest fitness value indicates the optimal classifi-
cation result.

(3) After all fitness values are obtained, tournament selec-
tion is used to select parents. This prominently used
method probabilistically selects genomes for recombi-
nation; the selection is based on fitness. The algorithm
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randomly selects genomes from the population to com-
pete in tournaments of user-selected size T. The genome
with the highest fitness value in each tournament is se-
lected for recombination.

(4) A uniform crossover is primarily used for problems,
wherein elements in the genome are independent of
each other. In this case, the locations of genes relative to
each other in the genome do not influence fitness. The
probability of crossover per gene is set by the user. The
uniform crossover process generates a solution in the
(t+1)th generation by randomly selecting genes from
each of the winners, corresponding to the relevant loca-
tions.

(5) A matrix of 1s and 0s is generated, and mutation is ap-
plied individually to each element. The probability of
mutation per gene is set by the user. The selected val-
ues are interchanged such that 1s become 0s (and vice
versa).

(6) Crossover and mutation then generate a new population
(solution), whose fitness value is reevaluated.

(7) The process is stopped when the required criteria are
satisfied; otherwise, the fitness is reevaluated.

(8) The GA then identifies the optimal solution, which in
this case is a set of optimal features.

3.3 Evaluation

For the proposed method, selected audio files were used as
validation data in this study. Each file was tested through
cross-validation for ensuring its allocation to the accurate
class. The result was presented in a confusion matrix sum-
marizing accurately and inaccurately classified cases. The
f-measure value was calculated from the matrix to determine
the optimal classification. The harmonic mean of precision
and recall was used as the f-measure value, with the highest
f-measure value indicating the most accurate classification.

4 Experimental results

4.1 Environment setting

The data used in this study comprised instrumental music
files from the GTZAN genre collection datasets[4]. The data
were obtained from the following source:1. The dataset com-
prised 1000 30-s music files in an audio format at a sampling
rate of 22050 Hz in 16-bit mono. Samples were classified
into the following 10 musical genres: blues, classical, coun-
try, disco, hip-hop, jazz, metal, pop, reggae, and rock. The
raw data were obtained from audio data files. The data were
preprocessed by converting the data files into a numerical
form before the execution of feature extraction. A total of 11
sets of low-level time- and frequency-domain features were
extracted.

All experiments were performed over 15 independent
runs and conducted using MATLAB 2016b with the parallel
toolbox. The experiments were conducted on a standard
laptop with an Intel i5-3320M 2.60-GHz CPU and 4-GB
RAM.

4.2 Without feature selection

4.2.1 Experimental results obtained using KNN

As presented in Table 1, the KNN method performed data
execution in less than 1 second in all experiments, with
the F-measure mean (Fmean) time being 0.87s and a stan-
dard deviation (Fsd) time of 0.03s, yielding an Fmean of
66.2%. The difference between the best F-measure (Fbest)
and the worst F-measure (Fworst) was not significant, at
1.4%. Moreover, the Fsd value was negligible, at 0.5%. For
classification, the f-measure range was 65.5% to 66.9%. In
the results shown, the performance of KNN is less than 70%,
but very quickly classifies the music data, owing to the fact
that KNN does not need the training process..

1http://marsyasweb.appspot.com/download/data_sets

Table 1: Results obtained by KNN without feature selection

Fbest Fworst Fmean Fsd

Value time(s) Value time(s) Value time(s) Value time(s)

66.9% 0.67 65.5% 0.83 66.2% 0.83 0.5% 0.03

Table 2: Results Obtained by NBC without Feature Selection

Fbest Fworst Fmean Fsd

Value time(s) Value time(s) Value time(s) Value time(s)

59.1% 9.07 56.8% 8.90 58.0% 8.93 0.6% 0.08

Table 3: Results Obtained by SVM without Feature Selection

Fbest Fworst Fmean Fsd

Value time(s) Value time(s) Value time(s) Value time(s)

77.0% 14.37 75.3% 12.36 76.2% 13.16 0.005% 1.69
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4.2.2 Experimental results obtained using NBC

Table 2 shows the NBC results. The Fmean time for data
execution was 8.93s, with an Fsd time of 0.08s for each
experiment and an Fmean of 58%. The difference between
Fbest and Fworst was not significant, at 2.3%. Fsd was also
very small, at 0.6%. For classification, the f-measure range
was approximately 56.8% to 59.1%. In the results show, the
performance of NBA is less than 60% and even slower than
the KNN.

4.2.3 Experimental results obtained using SVM

Table 3 shows the SVM results. For all experiments, the
Fmean and Fsd times for data execution were 13.16 and 1.69
s, respectively, with an Fmean of 0.762 (76.2%). The differ-
ence between Fbest and Fworst was 0.017 (1.7%), which was
nonsignificant. Moreover, the Fsd value was 0.005 (0.5%),
which was negligible. The f-measure range for classification
was 0.7530.770 (75.3%77.0%).

4.3 With GA feature selection
4.3.1 Parameter Setting

The previous result shows that KNN is the best algorithm
for F-measure and computation times. Thus, in this section
we will try to import the GA-based feature selection strategy
into these three algorithms. The basic parameter settings
of all experiments are listed in Table 4. All experimental
results are collected from 15 independent runs, each of 100
iterations.

Table 4: GA parameter settings

Parameter Setting
iteration 100
population 15
crossover rate 90%
mutation rate 1%
selection operator tournament
crossover operator uniform
tournament size 2
Number of features 204

4.3.2 Experimental results obtained using KNNGA

From Table 5, it can be seen that KNN-GA required less than
5s for data execution in each experiment. The Fmean time of
4.74 s and Fsd time of 0.43 s gave an Fmean of 71.3%. The
difference between Fbest and Fworst was not significant, at
1.2%. Fsd was also very small, at 0.3%. For classification,
the approximate f-measure range was 70.8% to 72%. . In
summary, we found that the GA-based feature selection will
improve the 5% F-measure rates with the KNN approach.

4.3.3 Experimental results obtained using NBCGA

From Table 6 it can be seen that, for data execution, the NBC-
GA required a fairly long Fmean time of 61.46 s. With the
Fsd time of 8.50 s for each experiment, this gave an Fmean
of 66.8%. The difference between Fbest and Fworst was not

significant, at 0.9%. The Fsd was also insignificant, at 0.3%.
The f-measure range for classification was approximately
66.4% to 67.3%. In summary, we found that the GA-based
feature selection will improve the 10% F-measure rates with
the NBC approach.

4.3.4 Experimental results obtained using SVMGA

As can be seen from Table 7, SVM-GA required a fairly
long Fmean time for data execution, of 125.614s. With an
Fsd time of 44.29s from each experiment, the Fmean was
79.5%. The difference between Fbest and Fworst was not
significant, at 1.1%. The Fsd was also very small, at 0.3%.
The f-measure range for classification was approximately
79.0% to 80.1%. In summary, we found that the GA-based
feature selection will improve about the 3-5% F-measure
rates with the SVM approaches.

4.3.5 Convergence Rates of KNN-GA, NBC-GA, and
SVM-GA

The graphs in Figs 2, 3, and 4 reach steady state because
they include a stop criterion at the 100th iteration when the
process ended.

Figure 2: Convergence rates of KNN with Genetic Algorithm

Figure 3: Convergence rates of NBC with Genetic Algorithm
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Table 5: Results Obtained by KNN with Feature Selection

Fbest Fworst Fmean Fsd

Value time(s) Value time(s) Value time(s) Value time(s)

72.0% 4.68 70.8% 4.66 71.3% 4.74 0.003% 0.43

Table 6: Results Obtained by NBC with Feature Selection

Fbest Fworst Fmean Fsd

Value time(s) Value time(s) Value time(s) Value time(s)

67.3% 59.16 66.4% 57.52 66.8% 61.46 0.3% 8.50

Table 7: Results Obtained by SVM with Feature Selection

Fbest Fworst Fmean Fsd

Value time(s) Value time(s) Value time(s) Value time(s)

80.1% 121.19 79.0% 123.46 79.5% 141.05 0.3% 44.29

Figure 4: Convergence rates of SVM with Genetic Algorithm

4.4 Comparison of F-measure values

The performance is assessed based on Eq. 1.

∆FM =

(
Fnew−Forig

Forig

)
×100% (1)

Here, ∆FM denotes the improvement of the F-measure val-
ues, ∆tavg denotes the improvement of computation time,
Fnew denotes the F-measure values of the KNN, NBA, and
SVM algorithm performing the genetic algorithm feature
selection, and Forig denotes the KNN, NBA, and SVM al-
gorithms without performing any feature selection strategy,
and tavg is the computation time in seconds.

Table 8 shows that the average increase in the Fmean
value was approximately 7.24% for KNN-GA, approxi-
mately 13.27% for NBC-GA, and 4.23% for SVM-GA. How-
ever, in order to perform the feature selection strategy, the
computation time was increased to between 500% and 871%.
In summary, the feature selection increases the quality of the
solution, but with a massive increase in computation time,
especially with SVM-GA, which requires spending more
than 10 times the computation time..

4.5 Comparison of results in this study with
those in previous studies

Previous results showed the ability of a GA to improve the
quality of result classification by reducing features. The
existing algorithm performs poor quality classification (ap-
proximate Fmean 59%66%). Moreover, by feature selection
using the GA, the quality classification can be improved
until Fmean is 67%80%. In this section, we compare the
proposed algorithm with other algorithms to verify the per-
formance or proposed algorithms. Table 9 compares the
accuracy of different methods with our proposed algorithms,
KNN-GA, NBA-GA, and SVM-GA, using the highest mea-
sure achieved by each. All studies used the same GTZAN
Genre Collection Data Sets [4]. The KNN-GA method from
the current study produced an Fbest value of 72%, which
is better than the comparison algorithms of [4, 39, 47, 48].
The NBC-GA method produced an Fbest value of 67.3%,
which exceeded that reported in [4]. The SVM-GA method
produced an Fbest value of 80.1%, which exceeded previ-
ous studies. In summary, the GA combined with the SVM
method can obtain a better solution than other algorithms.

5 Conclusions and Future work
In this study, automatic musical genre classification was con-
ducted by combining GA optimization with three machine
learning methods. This approach entails using low-level
time- and frequency-domain features. The features are ex-
tracted using short- and mid-term processes. The optimal
classification accuracy levels achieved in the study were de-
termined to be comparable to those achieved by other state-
of-the-art musical genre classification algorithms. However,
the feature selection strategy will consume a massive amount
of computation time. As part of our future research, we aim
to investigate three aspects: 1) applying other meta-heuristic
methods such as particle swarm optimization (PSO) to select
low-level features; 2) combining deep-learning techniques
such as CNN with a meta-heuristic algorithm to improve
the accuracy of classification results; and 3) decreasing the
computation time by using feature reduction mechanisms to
make the algorithm perform more effectively.
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Table 8: Comparison of f-measure values

Measure KNN-GA NBA-GA SVM-GA

∆FM ∆ tavg ∆FM ∆ tavg ∆FM ∆ tavg

Fbest 7.08 598 12.18 552 3.87 743

Fworst 7.49 461 14.46 546 4.68 898

Fmean 7.15 444 13.17 588 4.15 971

Average 7.24 501 13.27 562 4.23 871

Table 9: Comparison with previous studies

Algorithm Feature Selection Accuracy

Tzanetakis et al. [4] none 61.0%

Li et al. [14] none 78.5%

Holzapfel et al. [13] none 74.0%

Panagakis et al. [45] none 78.2%

Li et al. [47] none 69.3%

Karkavitsas et al. [39] Hybrid GA 67.6%

Ariyaratne et al. [48] none 71.3%

Martins de Sousa et al. [49] none 79.7%

KNN-GA GA 72.0%
NBA-GA GA 67.3%
SVM-GA GA 80.1%
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