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 Virtual Reality (VR) technology has become one of the most advanced techniques that is 
used currently in many fields. The role of education is extremely important in every society; 
therefore, it should always be updated to be in line with new technologies and lifestyles. 
Applying technology in education enhances the way of teaching and learning. This paper 
clarifies a virtual reality application for educational resolutions. The application 
demonstrates a virtual educational environment that is seen through a Virtual Reality 
headset, and it is controlled by a motion controller. It allows the user to perform scientific 
experiments, attend online live 360° lectures, watch pre-recorded lectures, have a campus 
tour, and visit informative labs virtually. The application helps to overcome many 
educational issues including hazardous experiments, lack of equipment, and limited 
mobility of students with special needs. 
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1. Introduction  

“This paper is an extension of work originally presented in 
BioSMART, the 2nd International Conference on Bio-engineering 
for Smart Technologies” titled ‘Virtual Reality Application for 
Interactive and Informative Learning’ [1]. Significantly, education 
has been improving throughout the past years by involving 
technology in this field. In addition, teaching and learning methods 
are being enhanced by using software and high-tech devices which 
are making education more effective. Assuming that, every new 
technology gets linked to education can solve at least one of the 
problems that face the field especially the students and the 
teachers. However, a lot of problems are still hindering students 
and teachers in schools and universities. Distractions and loss of 
attention during the lecture due to many factors are some of the 
problems that face the students, and that may lower their 
educational skills and scores. Furthermore, students are taking the 
lessons with lack of interest and excitement in the classroom. It is 
also difficult to visualize the explication of the lessons for some 
students [2]. Nevertheless, hazardous mistakes, which require 
practical implementation, are done in labs. For example, some 
chemical interactions and electrical experiments mistakes lead to 
considerable serious injuries. 

Another problem is, some schools and universities cannot 
afford some expensive experimental materials. Also, it is hard to 
provide some biological organs all the time in schools. Finally, the 
lack of resources plays a huge role in decreasing the educational 
level of students with disabilities because some of them find it 
difficult to interact and perform experiments easily due to their 
special needs and the movements struggles that they face. 
Therefore, with the purpose of eliminating all these educational 
matters, technology must be involved with education essentially to 
build a better sophisticated and educative society. 

2. Objectives 

Virtual Reality (VR) is defined as “a computer with software 
that can generate realistic images and sounds in a real environment 
and enable the user to interact with this environment” [3]. 
Developing Virtual Reality applications is benefiting education in 
many aspects. Creating a virtual educational environment can help 
with solving a lot of educational problems. To be able to have this 
virtual educational environment different devices have to be 
connected together. Those devices are Virtual Reality headset, 
gesture controller or motion sensor, and 360° camera. For the VR 
headset, it will allow the user to be a part of the virtual world and 
see the virtual environment. The gesture controller will help him 
to interact inside this virtual environment. However, the 360° 
camera will take a realistic 360° images and videos, which will be 
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displayed inside the VR environment. In the other hand, many 
objectives are obtained by developing an educational virtual reality 
application. Assisting students in comprehending lectures easily 
and attracting students’ attentions by using virtual visualized 
clarifications of the lecture are some of those objectives. 
Moreover, the application gives instructors a huge benefit in 
delivering information easily to the students by supporting their 
ideas with virtual visualizations. It helps also in performing 
hazardous experiments without being in danger since the 
experiments are going to be performed virtually, or student can 
practice those experiment virtually to be more cautious when they 
perform it in real-life. In addition, it can solve lack of equipment 
in labs and affording luxurious equipment problems because the 
equipment can be provided virtually. Finally, integrating the VR 
headset with the motion controller will give students with special 
needs the chance to perform experiments with less movements 
struggles. 

3. Background and Literature Review 

Since 1950s, virtual reality was on the boundary of technology 
but with lack of achievements [4]. However, there was a huge 
improvement in the virtual reality field in 2012 [5]. The VR 
headsets are considered as the main tool that enters the user to the 
virtual world. They are designed to able the user to see the virtual 
world through special lenses. Also, having a three-dimensional 
environment is required to be displayed on those VR headset. 
There are some useful software which help with creating those 
virtual three-dimensional environments. Those environments can 
be used as applications that allow the users to learn, watch videos 
and pictures, and play games. 

The literature review discusses the required hardware and 
software to create a virtual environment and interact with it. First, 
the hardware part is divided into gesture sensors, VR headsets, and 
360⁰ cameras. Second, the software part compares some common 
software that are used in creating virtual environments and 
building three-dimensional (3D) applications. Lastly, some 
existing VR application were mentioned with their purposes. 

3.1. Hardware 
3.1.1. Gesture Sensors 

Gesture controlling technology is a way that is used to detect 
body motion and gesture. This technology will enable users to 
interact with some objects and devices without physically touching 
them [6]. There are many kinds of gesture controllers that can work 
with the VR technology. 

Myo armband is a gesture controller that controls arms’ 
motion [7]. Moreover, Microsoft has produced a sensor controller 
called Kinect. The motion controller Kinect can be fixed separately 
on any object like a desk for example, and it is used mostly for 
gaming [8]. On the other hand, Oculus VR, which is an American 
technology company, produces touch controllers that are named 
Oculus touch that are consisting of two controllers that have 
buttons to control motion by thumbs [9]. 

Another controller is Leap Motion which is a small device that 
helps the user to interact with the objects using their free hands. 
This controller tracks fingers and hands by using three sensors. It 
can be connected to the PC through a USB port. In addition, it has 
its own Software Development Kits (SDKs) that helps in 
programming [10]. 

3.1.2. Headsets 

VR headsets allow the users to enter through a Three-
dimensional sphere, so they can look at, move around, and interact 
with the 3D virtual environments as if they are real environments. 

As an example of the VR headsets, HTC Vive headset is 
considered as a complete set that contains a headset, two motion 
controllers, and two base stations for defining a whole-room area. 
HTC Vive has a unique tracking system that tracks the users’ 
movements in 10-foot cube from his position. Also, it provides 
SDKs for the VR devices in order to simplify the programming 
process for developers. In addition, it has 32 sensors for 360⁰ 
motion tracking and a front facing camera which helps in making 
the virtual world more realistic. The motion tracking system of 
HTC Vive has two controllers which come with two wireless 
Lighthouses cameras that senses the signals coming from the 
headset and the controller’s sensors. Then, it programs these 
signals to make the users moves and interacts virtually in the 
virtual environment [11]. 

On the other hand, Samsung Gear VR is considered as one of 
the most affordable VR headsets. However, it needs specific 
Samsung Galaxy smartphones to work with. This need constricts 
the users of Samsung Gear VR headsets because they have to use 
one of those specific Samsung phones which are Galaxy note 7, 
S7, S7 Edge, Note 5, S6, S6 edge, and S6 Edge Plus [12]. 

Oculus Rift headset is another example of the existing VR 
headsets. This headset can make the user totally immersed inside 
the virtual environment. In addition, it provides the user with 
precise picturing scenes and enjoyable interactive experience. It 
works with 2160 x 1200 resolution, and it is considered to be 
lighter than its first competitor HTC Vive, which is mentioned 
previously, since it only weights 470 grams. Oculus offers a 
package consisting of a single VR headset along with touch 
controllers for 798$ [13]. 

However, Oculus Rift DK2 is the oldest version of Oculus 
Rift. It is a VR headset that provides a stereoscopic 3D view which 
maintains excellent depth and scale. Oculus Rift DK2 has a 360⁰ 
head tracking technology and an external camera for enhancing the 
Rift’s positional tracking ability. In addition, its motherboard 
contains an ARM Cortex-M3 microcontroller that is used to utilize 
the ARM Thumb-2 Instruction Set Architecture, so the device 
provides full programmability and enables high performance [14]. 

Lastly, Google Cardboard is a VR headset that was released 
in 2014. It considered as one of the lightest VR headsets due to the 
light materials which are used to build it with. Those materials are 
cartoon, woven nylon, and rubber as the outer headset, and it 
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comes with two lenses. Also, it has some specifications that able 
the users to enter the virtual world [15]. 

3.1.3. 360⁰ Cameras 

360⁰ cameras are common nowadays. They are provided with 
one or more lenses to take a certain degree photos and videos. 
There are many available types in the market. 

As an example of the 360⁰ cameras, the Bubl 360⁰ camera 
utilize four lenses to capture the images, and it can capture 14 mega 
pixel spherical images and videos. It uses Wi-Fi to able the users 
to share the recorded videos and photos through social network. It 
also allows live-streaming directly to the user’s PC or mobile.  Bubl 
360⁰ camera also have the MicroSD card which save all the 
contents [16]. 

The 360fly 4K camera is also one of the common 360⁰ 
cameras, and it has the ability to capture 16 mega pixel photos and 
videos. It has a water resistant up to 1 ATM, so it can capture 
photos and videos under the water. Furthermore, it allows user to 
live-steam directly, and it has a high resolution [17]. 

However, the Gear 360⁰ camera records and capture videos 
and photos with 15 mega pixels. It has two lenses that are 
horizontal and vertical. Each lens captures 180⁰ of the view, so the 
view in total will be 360⁰. It also has water resistant. The Gear 360⁰ 
camera was invented for the Samsung VR headset and Samsung 
smartphone [18]. 

In addition, the LG 360⁰ camera can capture both 360⁰ and 
180⁰ images and videos. Also, it allows the users to capture those 
images with 13 mega pixels. Android 5.0 or later updates and IOS8 
or later updates devices holders can use this camera. It is friendly 
to use with YouTube and Google Street view applications which 
allow the users to explore some of the 360⁰ videos and photos and 
share them as well [19]. 

Finally, Ricoh Theta S camera is a small 360⁰ camera that has 
two lenses each with 180⁰ field of view. It can take 360⁰ images 
and video, and it also support the live-streaming mode. It can be 
connected to the PC through a USB port or a Wi-Fi connection 
[20]. 

3.1.4. Software 

There are many existing software that provide creating virtual 
environments like Unity3D, Open Wonderland, and Unreal.  

First, Open Wonderland is considered as a 3D toolkit which 
can build virtual reality environments. It is a Java based application 
that has many services. Also, it supports many platforms such as 
IOS, Android, Mac, and Windows [21]. 

Second, Unreal is a software that support C# and Blueprints 
programming languages. Blueprints Visual Scripting System helps 
those users who are unused to deal with programming languages 
to create their virtual environments easily in this software. 

Moreover, it has many services including multiplayer capability, 
more detailed graphics, and flexible plugin architecture [22]. 

Lastly, Unity 3D software is a software that helps the 
developer to create the virtual scenes. It supports three 
programming languages which are Boo, C#, and JavaScript. It also 
has existed tutorials and online chat, where all of the users can 
communicate and help each other, on their official website. 
Furthermore, it has a free version which helps with lowering the 
cost of building a virtual application [23]. 

3.1.5. Existing Application 

Virtual Reality is used in different fields, so many VR 
application were created in order to so some tasks in each of those 
fields.  

One of these VR applications is the “Interactive Pedestrian 
Environment Simulator”. This Simulator is used for cognitive 
monitoring and evaluation. It demonstrates a virtual traffic 
environment that helps in ensuring the safety of pedestrian and 
elderly people at the road. The application was built by using 
Unity3D software [24] and was demonstrated using Oculus Rift 
DK2 connected to Leap Motion and Myo by Thalmic Labs [25]. 

Moreover, Titan of Spare application, which is considered to 
be as an educational simulator, which allows students to orbit the 
solar system and discover the planets virtually. It provides the 
chance for them to learn and discuss about the space in an exciting 
and motivating technique. Students are allowed to perform several 
errands including zooming in and out the system, discovering the 
planets in the solar system, and gaining information about each 
planet. The application was developed for Google cardboard, 
Oculus Rift, HTC Vive, and Samsung Gear platforms [26]. 

Another simulator is Virtual Electrical Manual ‘VEMA’ 
which is a virtual electronics lab that facilitate the way of learning 
and understanding the electrical circuits. It allows the students 
performing circuits virtually to prevent dangerous incidents with 
electricity. It contains different menus such as equipment menu, 
capacitor menu, construction of Direct Current (DC) circuits 
menu, Alternating Current (AC) menu, and resonance menu. 
Several information is demonstrated in each menu to unsure the 
students’ understanding. The developers of this application used 
Wirefusion software to build up the 3D objects in the virtual lab, 
and they used JavaScript as a programming language in order to 
interact with the 3D objects [27]. 

Additionally, the Chemistry Lab Application was developed 
as an educational animated application to provide the chance for 
students to perform chemical experiments virtually. It reduces the 
chances of having real-life injuries and causing serious damages 
due to the chemicals use. Developers used Autodesk Maya 
software for creating the 3D objects in this virtual lab. HTC Vive 
headset and its controllers were used to enter user to the virtual 
world of this application and to interact with the 3D objects inside 
the labs there. Unity3D software was used to build this application 
[28]. 
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4. Methods 

The proposed system of the application consists of both 
hardware and software modules. After comparing the common 
existing devices together and doing some calculations to see which 
fits our needs, the hardware module was designed. First, the 
common VR headsets were compared deepening on the frequency, 
price, angle of view, weight, resolution, connection, SDKs, 
platforms, and integration. Meanwhile, the common 360⁰ cameras 
were compared depending on price, SDKs, number of lenses, 
connection, resolution, RAM, Angle, battery life, frequency, and 
integration. For the gesture controllers, there were few controllers 
on the market, so it was easy to take a decision. The most important 
criteria that was taken into consideration while choosing the 
motion controller was the accuracy because it will affect the whole 
project. Without an accurate controller, the application will not 
work in an effective way. Moreover, the tracking area of the 
motion sensor should be wide as much as possible to make sure 
that the motions will be within the range. In addition, the controller 
must be easy to use, so the user feels comfortable while moving. 
Since there is a limited budget, so the price of the motion sensor 
must be affordable. As a result, for the hardware implementation, 
Oculus Rift as VR headset, Leap Motion as gesture motion 
controller sensor, and Ricoh Theta S as 360ᵒ camera were chosen 
to be integrated together with a VR ready PC. Figure 1 shows the 
connections between all the devices that are used in this project. 
As shown in Figure 1, Oculus Rift should be connected to the PC 
using USB and HDMI ports. Moreover, Leap Motion controller 
should be connected to the PC using USB port, and Ricoh Theta S 
360⁰ camera can be connected to the PC using USB port or Theta’s 
Wi-Fi connection that it provides. All the devices should be 
initialized on the PC at the beginning. The software and the needed 
SDKs of each device should be installed on the PC. 

 

 

 

 

 

 

 

 

 

 

Before choosing the software, the specifications of the  

Before choosing a software to build the application with, the 
specifications of the most common software that provide building 
a virtual environment were compared together in order to get the 
final decision. Those common software are Unity3D, Open 

Wonderland, and Unreal. Some of the main criteria of choosing the 
software were, the software should be easy to be dealt with and 
there should be existing tutorials to help with learning how to use 
it well. In addition, the programming languages, graphics 
capability, and the services that each software provides were taken 
into consideration. As a result, Unity3D game engine was chosen 
because it satisfies all the needs of this project.  

For the software implementation, Figure 2 shows the user 
interface hierarchy, and it describes the flow of the application in 
general. Each box in the flowchart shown in Figure 2 represents a 
main scene. Meanwhile, each main scene has some sub-scenes that 
execute a specific task such as performing experiments, watching 
pre-recorded lectures, having a campus tour, attending online live-
streaming classes, and identifying elements and components in the 
informative labs. To perform those tasks, many taught courses 
such as Biology, Chemistry, and Physics were referred to in those 
scenes.   

As a start, a welcome scene will be showed to the user once 
he plays the application. Then, he will be directed to the “Main 
Menu” where three main buttons which are “Enter as a Guest”, 
“Register”, and “Login” can be found. The “Enter as a Guest” 
button will give the user an access to have a tour around the 
campus only, so the user will have to register in order to get a full 

Initialize 

USB USB HDMI USB Wi-Fi 

PC 

Figure 1: High Level Design Flowchart 

Figure 2: User Interface Hierarchy Flowchart 
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access to the application. However, the application needed to be 
secured since it is used for an educational purpose, so a registration 
and a login feature were added. The user is required to fill in the 
needed information which are the “Username”, “Email”, 
“Password”, and “Confirm Password” in the registration scene. 
Once the user is done with filling the information there, the system 
will check if the "Username” is valid or not and if the “Password” 
and “Confirm Password” fields are identical or not. If there is any 
error, the system will show a message regarding the error. 
Otherwise, the system will complete the registration process and 
add the user to the database. After that, the user will be able to 
login, and once he enters his username and password, the system 
will check the database if this user has an authorization or not. If 
the username is not found or the password is not correct, the 
system will show a message about this error. If the login is 
successful, the user will be directed to the “Main Menu” where he 
can choose to enter to one of the provided sub-scenes. If the user 
chose “Perform experiment” scene, he will be directed to that 
scene where he can choose between entering the Biology or the 
Chemistry labs to either interact with the objects or perform 
experiments virtually ending up with small quizzes to test his 
understanding. On the other hand, if the user chose to enter the 
“Informative labs” scene, he will be directed to a scene where he 
can visit an embedded system lab virtually to notify and learn 
about each equipment and their location inside the lab. For the live-
streaming sub-scene, the user can enter “Upcoming Live Classes” 
scene to check the time schedule of the upcoming live classes. 
Then, if there is an available live class at any time, the user can 
enter “LIVE NOW” scene to attend the given lecture virtually. 
Moreover, by entering the “Prerecorded Lecture” scene, the user 
will be able to choose the “Physics Lecture” scene where a 
physical experiment was recorded to be displayed to the user, so 
he can refer to it whenever needed. In the “Campus Tour” scene, 
the users can choose to attend a scene where they can watch 360⁰ 
pictures and videos of the campus facilities or visit a scene where 
they can display photos and videos of the campus activities taken 
with Ricoh Theta S 360⁰ camera. Each sub-scene has a “Back to 
Main Menu” button, so the user can easily shift between scenes. 
Finally, the users can find the contact information of the 
university, manage the settings, get some help, and sign out from 
their accounts by clicking on the required button showed on the 
“Main Menu”. Some Assets, codes, equations, object, and 
animations were used to implement the application.  

4.1. Assets and codes 

To be able to build the application using Unity3D game engine 
many assets and codes, which were written with different 
programming languages, were used. To show the hands, interact 
with the objects, and trigger the items inside the scenes Leap 
Motion assets [29] were used. In addition, Curved Keyboard [30] 
asset was used to show the keyboard that helps the users with 
entering characters in the “Login” and “Register” scenes. 
Furthermore, Curved UI assets [31] were downloaded into 
unity3D software to provide a curved interface that has 180⁰ of 
view, so the interface will be flexible and easy to use. It is also a 

scalable interface, and it can support different VR Headsets 
including Oculus Rift, Gear VR, HTC Vive, and Google 
Cardboard. In addition, it supports many controllers other than the 
Leap Motion, which is the used gesture controller sensor for this 
project, such as the mouse, Vive controller and Oculus Touch. 
Lastly, Theta Wi-Fi Streaming asset [32] were downloaded to be 
able to have online live-streaming classes.  

For codes and programing, Unity3D software support C# and 
JavaScript as programming languages. Both of these languages 
were used to write some codes in order to perform some actions 
inside the application. In this application, many functions were 
programmed to transfer the user from scene to scene, show and 
hide User Interface (UI) elements, display two-dimensional (2D) 
and 360⁰ videos, generate animations by using Unity3D particle 
systems, login, register, and calculate the grades of the Biology and 
Chemistry experiments based on the user performance. In addition, 
a virtual tutor was programmed to give the user immediate 
instructions and feedbacks depend on his actions, so the user will 
be helped to move easily through the application in general. 

4.2. Equations 

Since there are quizzes and graded experiments in the 
application, few equations were used to calculate the score of the 
students’ performance. First, the Chemistry lab has two multi-
leveled experiments and a quiz. The total score of the Chemistry 
lab is divided to cover all those multi-leveled experiments and the 
final grade of the quiz. In total of a 100 scores, the first multi-
leveled experiment worth 25%, the second multi-leveled 
experiment worth also 25%, and the quiz worth 50%. Equation 1 
is used to calculate the grade of each level of the experiments. The 
symbol TIME represents the time consumption of each student to 
finish each experiment. Depending on the code, if the time 
consumption of the user is 60 seconds or below, TIME will get the 
value 60. In addition, the symbol TRIALS represents the number of 
trials the student use to complete the experiment. However, both 
of TIME and TRIALS mentioned in “(1)” have 50% of each level’s 
grade which is already worth 25% of the total score as previously 
mentioned.  

Score = ( ( 50/TRIALS ) + ( (50*60) /TIME ) )/2       (1) 

The quiz of the Chemistry lab is divided into five questions, so 
each one worth 10 scores out of 50% of the total score. Equation 2 
is used to calculate the quiz grades. The symbol x represents the 
answer of each question, so if the right answer is chosen the value 
of x will be 1. Otherwise, the value of x will be 0. The symbol 
TIME in “(2)” represents the time consumption of the user to solve 
each question in the quiz. Depending on the code, if the time 
consumption of the user is 15 seconds or less, TIME will be valued 
as 15. 

                   Score = ( ( (15 * x) /TIME ) * 10 )                 (2) 

For the Biology lab, it was built to be more interactive than 
being experimental, so the student will be only evaluated 
depending on the quiz grades. Equation 2, which is used to 
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calculate the Chemistry lab quiz, is also used to calculate the grade 
of the Biology lab quiz too. As the Chemistry lab, the Biology lab 
is divided into five questions, and each of them worth 10 scores 
out of 50. Since there is no experimental part on the Biology lab, 
the total score of it is 50. 

4.3. Three-Dimensional (3D) Objects and Animations 

Inside the virtual environment of this application some 
animations and three-dimensional objects were used. For example, 
Chemistry and Biology labs are animated labs which are based on 
animations, 3D objects, and 3D characters. In addition, the pre-
recorded class in this application was built to have a combination 
between those 3D objects and a 2D video. Furthermore, the virtual 
tutor was created using 3D objects and characters. Some of those 
three-dimensional objects were built using tools from Unity3D 
game engine, and some of them were predefined from the software 
itself. The location, position, size, and color of those objects and 
animations were modified and customized to fit the project’s 
needs. Some of these objects are interactive, so the user can hold, 
release, and move them inside the scenes. Those objects were 
created and designed in a way that appears close to the real-life 
objects. Hence, the objects which some of them are the labs 
equipment will be recognizable and observable to the user while 
doing the experiments or moving through the application. 
Moreover, fire, bubbles, and liquid drops are examples of the 
animations that are used in the Chemistry lab scene. Those specific 
animations were created using particle systems offered by 
Unity3D software. 

5. Final Results and Achievements 

As a result, Oculus Rift as a virtual reality headset, Leap 
Motion as a motion sensor and gesture controller, and Ricoh Theta 
S 360ᵒ camera were integrated together with a PC that has Unity3D 
game engine to build a fully interactive educational VR 
application. Users can interact with the application using their free 
hands as shown in Figure 3. The interaction between the hands and 
the application was done due to the detection of the users’ gestures 
using Leap Motion controller. 

5.1. User Interface 

The user interface was constructed to be curved using the 
CurvedUI asset [31], and it was customized to fit the application’s 
needs. Having a curved user interface can give the user 180⁰ 
cylindrical view, which will make the menu fully interactive from 
any angle. Figure 4 shows the use of the CurvedUI asset on the 
“Main Menu” inside the application. 

5.2. Chemistry Lab Scene 

The Chemistry lab scene is divided into five levels scenes 
other than the main scene where the student will be able to identify 
the equipment that will be used during the coming levels virtually. 
This feature will help in solving the problem of lack of equipment 
and the problem of affording expensive ones in real life. In level 1 
and 2, experiment 1 will be demonstrated. However, in level 3 and 
4, experiment 2 will be demonstrated. Students will not be able to 
choose the number of the level, so he will start by level 1, pass 
through the next levels ascendingly, and end up with the quiz.   

Level1 

Level2 

Figure 3: Hardware Integration 

Figure 4: Main Menu User Interface 

 

Figure 5: Chemistry Lab Scene Level 1 and Level 2 
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In the first level, the students will be allowed to perform a 
dangerous real-life experiment which is “The Reaction of Sodium 
with Water” that produces fire [33], so the user will try to place 
two virtual different sized pieces of Sodium into water and notice 
the difference between the reactions them. In fact, the larger the 
amount of Sodium the more fire will be produced as shown in 
Figure 5. Then, the students will check the acidity of the product 
in level 2 by dropping Phenolphthalein virtually on it. After 
dropping Phenolphthalein, if the product color turned to pink color, 
the product will be considered as a base. 

In level 3, the students will be able to recognize the reaction 
between Sodium and Alcohol. As level 1, the student will try to 
place two different sizes of Sodium inside the Alcohol. Then, 
they will try to notice the reaction. Unlike the reaction of Sodium 
with water, the reaction between Sodium with Alcohol will 
produce bubbles in real-life [34]. The more the amount of 
Sodium is used, the more bubbles will be produced. As level 2, 
the student will check the acidity of the product by dropping 
Phenolphthalein into it, and if the color of the product is changed 
into pink as shown in Figure 6, it will be considered as a base 
[35].  

After the experimental part, a quiz will be provided in level 5 
including five questions to test students’ understanding as shown 
in Figure 7.  

Finally, the scores of experiment 1, experiment 2, and the 
quiz will be displayed on the score scene as shown in Figure 8. 

 

 

 

 

 

 

  

Regarding the applicability of VR teaching within the 
Chemistry lab scene, some situations are programmed to be 
aligned with the real-life incidents. For example, if the sodium 
was dropped by mistake on the ground in this application, the 
student can sit and pick it up as if it is real. This will give the 
students the chance to try and learn about how to do it in reality. 
Also, as mentioned previously, the different amounts of produced 
fire and bubbles due to the size of Sodium are examples of the 
applicability of VR teaching because this virtual experimental 
practice will lead the student to get main idea. However, some 
other incidents are not programmed yet. In brief, applying this 
experiment virtually will give the students the chance to practice 
the experiment and see its reaction, so if this experiment is 
performed in real-life the students will be more cautious. As a 
result of using this education supplementary virtual reality 
application, serious injuries will be prevented or reduced. 

5.3. Biology Lab Scene 

The Biology lab was built in order to help the students with 
learning and interacting with the biological organs virtually 
because it is hard to deal with them in real-life. Also, it is difficult 
to afford real biological organs, so this lab helps solving this 
problem. In the Biology interactive and informative lab scene, the 
user can interact with the different virtual biological objects such 
as human muscle, human heart, human skeleton, and a plant cell. 
A box of information about each object will appear to the user by 
triggering the objects.  

Exp1 
Exp2 
Quiz 
Final Score 

Figure 6: Chemistry Lab Scene Level 3 and Level 4 

Figure 7: Chemistry Lab Quiz 

Figure 8: Chemistry Lab Scores 

Figure 9: Human Muscles Scene 

Level3 

Level4 
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Figure 9 represents the human muscles scene, where students 
can see a 3D virtual human muscle module. By following the 
virtual tutor guidance, the student will be asked to trigger the 
human muscle module so that a list of information about the 
human muscles will be displayed in the information box.  

The human heart scene shown in Figure 10 includes a 3D 
human heart module. By triggering this heart module, a list of 
general information about the human heart will be appeared to 
the student. Students will be asked in the quiz later questions 
which are related to the information. 

The human skeleton shown in Figure 11 will be displayed in 
the human skeleton scene in the Biology lab. In this scene, 
students will be asked to trigger the skeleton itself, so a box of 
information about this body part will be shown to them. 

Moreover, the plant cell scene shown in Figure 12 includes 
a 3D plant cell module. Students can see the small components 
of the cell in a clear and interesting way that will help them to 
understand easily. Also, they can gain some information about 

the plant cell after looking at the information box that will be 
displayed when the plant cell is triggered. 

After recognizing all the elements in the Biology lab, students 
can take a provided quiz that consist of five questions to test their 
understating. Then, the scores scene, where only the quiz grades 
will be appeared since there is no experimental part in the Biology 
virtual lab, will be displayed. 

5.4. Pre-recorded Physics Lecture Scene 

A pre-recorded Physics lecture scene was created in this 
application to include one of the Physics experiments that need 
expensive equipment. Some educational societies cannot afford 
the equipment, so this feature provides a way to visualize what are 
being taught in the class with a lower cost. The recorded 
experiment in this scene is known as “Charge to Mass Ratio 
experiment” [36]. As shown in Figure 13, this scene is a 
combination between animated 3D characters and a 2D video. 

5.5. Informative Lab Scene 

In the informative lab scene as shown in Figure 14, the user 
can attend a real-pictured 360⁰ embedded system lab. This picture 
was taken using Ricoh Theta S 360⁰ camera. Some floating 
buttons were added to the scene, so when the user press those 
buttons, a clear image of different equipment that are used inside 
the lab with its description will be shown. This lab will help 
students to gain more information about the use of those 
equipment in real-life. 

Figure 13: Prerecorded Physics Lecture Scene 

Figure 14: Informative Embedded System Lab Scene 

 

Figure 12: Plant Cell Scene 

Figure 10: Human Heart Scene 

Figure 11:  Human Skeleton Scene 
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5.6. Live-streaming Scene 

In the live-streaming scene shown in Figure 15, the live-
streaming feature was developed to provide the chance to attend 
virtually 360⁰ online live classes after checking the lectures’ timing 
on the provided schedule. To be able to have the live-streaming 
feature, the PC should be connected with Ricoh Theta S 360⁰ 
camera’s wi-fi that it provides. Having this attribute will help in 
increasing the number of the available seats in some particular 
classes that are full seated in real-life. 

5.7. Campus Tour Scenes 

Campus Tour considered as multiple scenes where the user 
can have a virtual tour inside the campus. He can see a gallery 
where 360⁰ images and videos of the campus facilities are 
provided including the activities that have been done in the 
campus. All of the 360⁰ photos and videos were taken using Ricoh 
Theta S 360⁰ camera to make the user’s tour be close to the reality. 
One of the advantages of this tour is having a virtual orientation 
around the campus, which will help in recognizing the campus 
before applying to this university or this school for example. 
Another advantage is, the virtual campus tour will help new 
students in recognizing the campus’s facilities. In addition, it will 
allow the students, who missed the activities, to attend them 
virtually as if they were there.  

5.8. Virtual Tutor 

A virtual tutor, which is shown in Figure 16, was created to 
guide the user inside the application. It was programmed to give 
immediate instructions and feedbacks depending on the user’s 
actions. For example, it gives the user the instruction on doing the 

experiment inside the Chemistry lab, and it tells him well done if 
he passed the experiment. Also, it is used to tell the user which 
button to click or what movement should he do in order to perform 
the tasks. 

5.9. Testing and Evaluation 

In order to evaluate the performance of the application and to 
achieve the design specifications, different methods were applied 
to the hardware and software. First method, we moved through 
the application step by step and checked whether all the scenes 
are operating correctly or not. At the same time, the functionality 
of the hardware parts such as sensors were checked to make sure 
they are working and tracking well. In addition, all the bugs and 
errors that were found have been fixed.  

Another followed method was, evaluating the application by 
multiple users and to get their feedbacks regarding their 
experience and the issues they faced. This includes their technical 
experience about the functionality of the buttons, effects, clicks, 
animations, and the response time of the actions. The application 
was tested with an approximate total of more than 50 students and 
20 instructors from our university which is the American 
University of the Middle East, 16 instructors and 12 students from 
the BioSMART conference which is the Second International 
Conference on Bio-engineering for Smart Technologies held in 
Paris, and over 200 people with different positions in Knowledge 
Summit held in Dubai. Most of the feedbacks supported the idea 
of having a fully interactive educational application for practical 
and informative learning. On the other hand, some of them 
concerned about the difficulty of dealing with the virtual 
environment using Leap Motion gesture controller. In fact, this 
concern is normal because the Leap Motion controller needs some 
practice in order to get used to it. Some people refused the idea of 
replacing real teaching process with VR teaching. However, this 
application is an education supplementary application that will 
help in reducing some educational issues, so it will support the real 
teaching processes. At last, it was important to take these 
feedbacks into consideration to give the user a better experience 
and to improve the quality and the performance of the application. 
As a future plan, when there is an availability the application will 
be tested on people with disabilities to check their performance and 
to see their acceptance to the idea of this application.  

5.10. New-Work 

Additional to what was presented on BioSMART conference, 
some upgrades to the application were added. A Database using 
C# was created to collect data and results in one place, so it can be 
easily accessed and tracked. This Database keeps profile of each 
user whether instructor or student. Having the Database in the 
application will help the user to know how well he is doing, and it 
will help instructors in evaluating the students based on their 
reports easily. As shown in Figure 17 below, each user’s folder 
contains three file which are the user’s information file, the 
Chemistry lab scene scores file, and the Biology lab scene scores 
file. For the user’s information file, it contains the username, email, 

Figure 15: Live-streaming Scene 

 

Figure 16: Virtual Tutor 
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and password of the user as shown in Figure 17. On the other hand, 
the scores scenes will contain only numbers that represents the 
scores of each experiment and quiz in those scenes. On the other 
hand, the database can be used also to report the user’s activity and 
attendance of live streaming classes and prerecorded lectures for 
example. However, it is a basic database, so some other upgrades 
will be provided to add some more professional features like those. 

6. Conclusion 

In conclusion, the evolution of technology succeeded in 
spreading the use virtual reality nowadays in several fields 
including education. Since that, a virtual reality application for 
educational purpose such as practical learning was built to solve 
some of the educational issues. This provided solution will 
facilitate the way of learning and teaching. Student’s 
understanding and attention will be increased, and teachers will 
have an easier way to deliver the information to them using this 
application. In addition, dangerous mistakes in labs will be 
prevented or reduced due to the practical virtual implementation, 
so students will be able to practice dangerous experiments safely. 
Also, the number of lack of equipment problems will be decreased 
since those equipment will be provided simply inside the virtual 
environment. Nevertheless, students with disability will be 
involved in performing experiments with less movements 
struggles. Furthermore, this application is supporting gaining 
information in an interesting way because of the use of virtual 
reality technology. As an outcome, Oculus Rift as a virtual reality 
headset, Leap Motion as a motion sensor and gesture controller, 
and Ricoh Theta S as a 360ᵒ camera were integrated together with 
Unity3D game engine to produce this educational tool that can 
help in developing the educational field. 
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