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 This paper proposes a novel approach to sensor and actuator integrity monitoring in a 
dynamic system. Multiple sensor and actuator faults can be detected. Furthermore, faulty 
sensors and actuators are isolated by contribution analysis. Most importantly, fault 
magnitudes can be correctly estimated and failed sensors or actuators outputs can be 
reconstructed. The proposed approach is robust to disturbances, minimizes false alarms, 
while achieving maximized sensitivity to any faults. Numerical examples justify 
correctness and validity of the developed methodology. 
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1. Introduction  

Sensors and actuators are critical components in complex 
systems. For instance, in an airplane, effective flight control is 
impossible if sensors and/or actuators are malfunctioning [1-9]. 
Sensors and actuators can fail, and their failures have a significant 
impact on the performance of a system. In some applications such 
as arcing detection in power network [10] and motor corona 
monitoring [11], sensor and actuator condition plays critical role.   
In the worst case, the failure even can affect safe operation of the 
system, leading to a catastrophic event. Sensor failures may 
include precision degradation, drift, frozen reading, and complete 
failure [12]. Similarly, actuator failures may include limited range 
of motion, e.g., valve stiction, and complete failure [13]. It is a 
challenging task to detect sensor and actuator failures [1-5, 14-15] 
because sensor outputs contain information from a multitude of 
sources: normal system outputs, faulty sensor signals, and signals 
due to noise and external disturbances. Isolating different signals 
requires utilization of the input-output relationship of the system. 
Conventional approaches to increasing reliability of aircraft 
systems include installing redundant sensors, which will add more 
weights, costs, complexity, and most importantly, additional 
reliability problems.  

Sensor fault detection and diagnosis has been a research topic 
for decades, and many articles have been published. Interested 
readers are referred to the survey paper by Frank [16]. While fault 
detection is relatively easy, isolation of multiple faults is still a 
challenge to many existing schemes.  This paper proposes a novel 
and systematic approach to sensor and actuator integrity 
monitoring in systems such as jet engine of an aircraft. The first 
part is a fault detection scheme that can detect the presence of both 
sensor and actuator failures with maximized sensitivity. The 
newly proposed approach is based on analytic redundancy, which 
means no additional redundant sensors are needed. System input-
output relationships (state-space dynamical model of the system) 
are used to help differentiate different sensor and actuator failures. 
The second step in the proposed scheme is the fault isolation. A 
proven technique known as contribution analysis [17-18] that has 
been widely used in process control industry is utilized for root 
cause search of sensor faults. Contribution analysis is a practical 
technique for fault isolation, particularly useful for multiple faults. 
Moreover, the concept of the structured residuals [19] is applied 
for actuator fault isolation. Finally, in line with the fault isolation 
results, a systematic procedure is conducted to reconstruct the 
faulty sensors/actuators such that the considered system, e.g., an 
aircraft, can keep functioning with acceptable performance in 
presence of sensor and/or actuator failures. Extensive simulations 
using a jet engine model clearly demonstrated the correctness and 
effectiveness of the proposed algorithms. 
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We would like to mention that this paper is an expanded 
version of our earlier work [20]. More details and simulations 
have been added to enrich the technical contents. The paper is 
organized as follows. Section II describes the problem 
formulation by introducing notations and terminologies. Section 
III, IV, and V summarize the fault detection, fault isolation, and 
fault reconstruction algorithms. Section VI includes simulation 
results of applying the proposed algorithms towards a jet engine. 
Finally, conclusions are drawn in Section VII and future work is 
discussed.  

2. Problem formulation 

Consider the following dynamical system with multiple inputs 
(MI) and multiple outputs (MO),    

      1k k k k+
= + +x Ax Bu ω  

              k k k k= + +y Cx Du ε                (1) 

where n

k ∈ℜx  is the state variable vector, l
k ∈ℜu  the input 

vector, and m
k ∈ℜy  the output vector, at time k ; { },  ,  ,A B C D  

are system matrices with compatible dimensions; kω  and kε  are 
process disturbance and measurement noise, respectively. It is 
assumed that kω  and kε  are independent random variables with 
zero mean values and covariance matrices 
 

{ }T n n
k kE ω

×= ∈ℜω ω R
, { }T m m

k kE ε
×= ∈ℜε ε R

. 

     It is further assumed that { },  ,  ,A B C D , ,ωR  and εR  are 
known because they can be either derived or identified from 
historical data by using the subspace method of identification [21]. 

Note that (1) represents a failure-free MIMO system. In the 
presence of sensor failures, yn

k∆ ∈ℜy  and actuator failures 
,un

k∆ ∈ℜu  one has 
 

    
1

   
k k k u k k

k k k u k y k k

+ = + + ∆ +

= + + ∆ + ∆ +

x Ax Bu BM u ω

y Cx Du DM u M y ε
              (2) 

 

For a system represented by (2), given available data 
{ },k ku y , it is expected to detect if the magnitude of or  k k∆ ∆u y   
is non-zero.  If the answer is yes, the magnitude is estimated and  
the failure direction matrix  or  u yM M is identified.  Finally, the  
failed sensors or actuators will be reconstructed on-line and in real 
time such that all the sensors are always functional with accepted 
performance. Herein, it must be addressed that { }ku  comes from 
controllers. Therefore, it is always available and does not include 
any actuator failures. On the other hand, { }ky  is measured, also 
always available, and can contain sensor failures. The variables 
and terms in this paper are summarized in Appendix. 

3. Detection of Faulty Sensors/Actuators 

Given an integer s  (its determination will be discussed later), 
performing an algebraic manipulation on (2) leads to 

( )
1

1  

            

k s i
i k s i t

k s i k s t u t t
t k s

k s i u k s i y k s i k s i

− + −
− + − −

− + −
= −

− + − + − + − +

= + + ∆ + +

∆ + ∆ ++

∑y CA x C A Bu BM u ω

DM u M y εDu
 (3) 

where [0, ].i s∈  Note that at 0i = ,  

      
            

k s k s k s

u k s y k s k s

− − −

− − −

= + +

∆ + ∆ +

y Cx Du

DM u M y ε
                        (4) 

Define a stacked vector 

     
( )

1

1

: ...T T T

k s k s k

m s

k s k − − +

+

−
= ∈ℜ  y y y y              (5)  

Similarly, define five more stacked vectors  
( )1

:

l s

k s k

+

−
∈ℜu , 

( )1

:
un s

k s k

+

−
∆ ∈ℜu , 

( )1

:
yn s

k s k

+

−
∆ ∈ℜy , 

( )1

:

n s

k s k

+

−
∈ℜω , 

( )1

:

m s

k s k

+

−
∈ℜε .                                    (6) 

                            
It turns out from (3)-(6) that 

: : :

: : :

ss s
k s k k s k s k k s k

s s
u k s k y k s k k s k

− − − −

− − −

= + + +

∆ + ∆ +

y Γ x H u G ω

M u M y ε
                       (7) 

where 

( ) ( ) ( 1)...
TT T T s T

T
s m s n+ ×= ∈ℜ 

 C A C A CΓ ,      

( 1) ( 1)

1 2

                            

                            

                            

          

s m s l s

s s

+ × +

− −

= ∈ℜ

 
 
 
 
 
 

D 0 0

CB D
H

CA B CA B D





 



, 

( 1) ( 1)

1 2

                       

                          

                       

         

s m s n s

s s

+ × +

− −

= ∈ℜ

 
 
 
 
 
 

0 0 0

C  0
G

CA CA 0





 



, 

( 1) ( 1)

                        

    0                        

                           

     0                        

y

y

y m s n ss

y

y

+ × += ∈ℜ

 
 
 
 
 
  

M 0 0

M
M

M





 



, 

( 1) ( 1)

1 1

                                     

                                
 

                                      

         

u

u

u u m s n ss

u

s s

u u u

+ × +

− −

= ∈ℜ

 
 
 
 
 
 

DM 0 0

CBM DM
M

CA BM CA BM DM





 



. 

                                  
 Herein, the choice of s  is discussed. It must be chosen such 

that { }rank .
s

n=Γ  There can be many candidates for s  to meet 
such a requirement. We just select a proper value that allows us 
to perform both fault detection and isolation. This will be 
elaborated later.   

http://www.astesj.com/


C. Kwan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1748-1757 (2017) 

www.astesj.com     1750 

       With the establishment of (7), a primary residual vector (PRV) 

can be calculated for fault detection. Select a matrix prv
W  from 

the null space of 
s

Γ . Multiplying both sides of (7) by prv
W  leads 

to    

( )
( )

prv : prv : prv : :

prv : :                    

s s s

k s k k s k u k s k y k s k

s

k s k k s k

− − − −

− −

= + ∆ + ∆ +

+

W y W H u W M u M y

W G ω ε
 (8) 

where prv

s
=W Γ 0  has been considered.  

    Define        

       

( )
( )
( )

, prv : :

prv : :

prv : :

      

           

s
s k k s k k s k

s s
u k s k y k s k

s
k s k k s k

− −

− −

− −

≡ −

= ∆ + ∆ +

+

e W y H u

W M u M y

W G ω ε

                (9) 

as the PRV for fault detection due to the following facts: 

a. In the ideal case, i.e., no fault, no noise, and no disturbance, 

,
.

s k
=e 0  

b. Without any faults, ( )*

, prv : :

s

s k k s k k s k− −
= +e G ω εW  is a 

moving average (MA) process of noise vectors kω  and kε , 
having zero mean value and covariance matrix   
 

  ( )( ) ( ) ( )( 1) ( 1)
prv prv

T m s n m s ns s s s s T
e ω ε

+ − × + −≡ + ∈ℜR W G R G R W           (10) 
 

where 1 ,s
sω ω+≡ ⊗R I R  1 ,s

sε ε+≡ ⊗R I R  with 1s+I  being an 
identity matrix and ⊗  the Kronecker tensor product [30].  

c. In the presence of sensor and/or actuator faults, the PRV is  
 

( ) *

, prv : : ,

s s

s k u k s k y k s k s k− −
= ∆ + ∆ +e W M u M y e                             

 

which is a random vector with non-zero mean,  
 

( )prv : :

s s

u k s k y k s k− −
∆ + ∆W M u M y   

and covariance 
s

e
R [22]. Therefore, fault detection is to check 

if the mean value of the PRV is zero. 

So far, no discussion on the calculation of prv
W has been 

conducted yet. Considering the dimension and rank of 
s

Γ , it can 

be figured out that prv
W  has ( 1)s m n+ −  rows and ( 1)s m+

columns. Detailed steps to calculate prv
W , which are lengthy but 

straightforward, are documented in [19].  

Assume that kω  and  k
ε  are Gaussian distributed. It can be 

easily shown that ( ) 1/2

, ,
s

s k e s k

−
=e R e  follows a zero mean 

Gaussian distribution with an identity covariance matrix [22]. 
Therefore, define  

                    , , ,

T

s k s k s kd = e e               (11) 

as the fault detection index, which follows a 
2

χ distribution with 
degree of freedom nsm −+ )1(  [22]. With a pre-determined 

confidence limit, if ,s kd   exceeds the limit, it indicates that some 

sensors and or actuators are faulty. Otherwise, everything is 
normal.  
 

At the end of this section, the issue of disturbance decoupling 
is discussed. It has been assumed that kω  is Gaussian distributed. 

In reality, this assumption sometimes may be not valid. If this is 
the case, one can try to decouple the effect of disturbance as much 
as possible.  

Note that in the PRV represented by (9), the disturbance 

contributed term is prv :
.

s

k s k−
W G ω  Perform a singular value 

decomposition (SVD) on ,
s

G  and design prv
W  such that each of 

its rows is orthogonal to the principal left singular vectors related 

to few largest singular values of .s
G   As a consequence, effect of 

kω  can be decoupled partially. How much percentage of kω  can 

be decoupled? This depends on the dimension of prv
W  and the 

rank of .sG  Intuitively, the lower the rank of 
s

G is, the easier to 
decouple kω  from the PRV. Even if kω  cannot be removed from 
the PRV completely, it can be decoupled to some extent by using 
the above-mentioned SVD [23]. 

4. Isolation of Faulty Sensors/Actuators 

   While many methods have been available, here contribution 
analysis [18] is proposed for sensor fault isolation due to its 
practicality and simplicity. Computationally, the PRV is 

( ), prv : :

s

s k k s k k s k− −
≡ −e W y H u , which is contributed by :k s k−

y  
and :k s k−

u . In the presence of sensor faults, the PRV will deviate 
from its nominal values. Consequently, by analyzing the 
contributions in ,s k

e  from each element of :k s k−
y , the faulty 

sensors can be identified.  

However, since :k s k−
u  does not include any actuator failures, 

contribution analysis cannot be used for isolation of actuator 
failures. We will propose the structured residual-based approach 
towards actuator fault isolation. Therefore, combining 
contribution analysis [17-18] and the structured residual-based 
approach [19] will develop a comprehensive fault isolation 
methodology for both sensor and actuator failures.   

4.1. Contribution Analysis for Isolation of Faulty Sensors 

We illustrate how to identify faulty sensors by contribution 
analysis first.  It turns out from (5) and the first line of (9) that
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Table 1. Incidence matrix showing actuator fault isolation logic. 
 

 
 

( ) ( )
1 2

, prv 1 2 : 1 2
1 1

prv :

:,   

         

m s

s k k s k
i i

s

k s k

i i m i i m
−

= =

−

≡ + + −∑∑e W y

W H u

               (12) 

where ( )
prv

:, iW  is the 
th

i  column of matrix prv
,W  and 

( )
:k s k

i
−

y  is the 
th

i  element of stacked vector 
( 1)

:

m s

k s k

+

−
∈ ℜy .  

 

     If the 1

thi  sensor has a failure for any 1
1 i m≤ ≤ , the failure-

associated term in ,s ke  is a vector: 

               
1

2

, 1 2 : 1 2
1

(:, ) ( )
s

k i prv k s k
i

i mi i mi−
=

= + +∑f W y . 

Moreover, define 
               

1
2

1 2 1 2, :
1

(:, ) ( )
s

prvk i k s k
i

i mi i mi−
=

= + +∑f W y  

where )( 21: miiksk +−y  is the scaled counterpart of )( 21: miiksk +−y , 
i.e., mean-centered and divided by its standard deviation.  
 

If a sensor failure begins to occur at time instance 
1f

k  and ends 
at 

2fk , then one calculates the absolute average value, i.e.,   

             ∑
=+−

=
2

1

1

12

121 ,,: 1
1 f

f

ff

k

kk
ik

ff
ikk tt

ff                                 (13) 

for all 1
[1, ]i m∈ , obtaining m  magnitude values. 

 Any sensor that has the largest magnitude defined by (13) can 
be identified as faulty. For example, if Sensor 5 has the largest 
magnitude, then it can be inferred that it is faulty. As a result, the  

failure direction matrices for the sensor is (:, 5)
y m
=M I .  

4.2. Isolation of Faulty Actuators 

In order to isolate faulty actuators, one can also generate a set 
of structured residual vectors (SRVs) in line with a predetermined 
isolation logic [18]. For simplicity, assume that at each time, only 
a single actuator can be faulty. Under this assumption, for the 
system represented by (2), we design a set of  l  SRVs such that 

the thi  SRV is insensitive to the 
th

i  actuator fault, while of 
maximized sensitivity to faults in other 1l − actuators for 

[1, ]i l∈ . Sensitivity of all the designed l  SRVs to actuator faults 
can be described by the following incidence matrix shown in 
Table 1. 

In the above incidence matrix shown in Table 1, ‘0’/‘1’ means 
insensitivity/maximized sensitivity of a SRV to an actuator fault. 
For instance, in presence of a fault, if SRVi  is not affected by the 

fault, while all the other SRVs are affected, then the 
th

i  actuator 
is faulty.  

Mathematically, the 
th

i  SRV can be calculated by 

( )
( )
( )

, srv : :

srv srv : :

srv : :

,
srv : : srv

( )

       

           

       

i i s
s k k s k k s k

i s i s s
k s u k s k y k s k

i s
k s k k s k

i s s i
u k s k y k s k

− −

− − −

− −

∗
− −

= −

= + ∆ + ∆ +

+

= ∆ + ∆ +

r W y H u

W Γ x W M u M y

W G ω ε

W M u M y r

                (14) 

where ( ),

, srv : :

i i s

s k k s k k s k

∗

− −
= +r W G ω ε  is fault free, and the matrix 

i

srv
W  is designed such that k-s

x  and the following associated   

( ) ( ) ( ){ }
: : :

, 2 ,
k s k k s k k s k

i l i l i sl
− − −

∆ + ∆ + ∆ +u u u  

are excluded from ,

i

s kr . This indicates that  

( ) ( ) ( ) ( )srv [   :,   :,   :, 2  :, ]i s s s s s

u u u ui i l i l i sl+ + + =W Γ M M M M 0   (15)                                   

for all [1, ]i l∈ . Design of  
i

srv
W  is documented in [19]. Similar 

to (11),  

            
, 1

, , ,
( ) ( )

i i T s i i

s k s k s s k
I

−
= r R r                                    (16) 

is defined as the actuator fault isolation index, where 
,s i

eR  is the 

covariance of 
,*

,

i

s kr  for [1, ]i l∈ .  
 

At the end of this section, hereafter we summarize the steps to 
perform detection and isolation of sensor and actuator faults:  

 

1. Develop an isolation logic under an assumed fault pattern.  
 

2. Design the PRV and a set of SRVs in line with the pre-
determined isolation logic.  

 

3. From a set of training data, calculate a sequence of PRV and 
sequences of SRVs. Calculate their respective thresholds.   

4. Check if the detection index , , ,

T

s k s k s k
d = e e  given by (11) is 

triggering an alarm. 
 

5. Use contribution analysis to isolation sensor faults. 
 

6. Use the SRVs to isolate actuator faults. 
 

The above procedures are detailed also in the following flow 
chart. We divide the procedures into off-line, which is the 
preparation phase, and the online parts. 

 
    SRVs   1st

  actuator 2nd
 actuator           … thi  actuator 

    1SRV              0            1           1           1 

    2SRV              1            0           1           1 

                      1                                     
    lSRV              1            1           1           0 
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5. Reconstruction of Faulty Sensors and Actuators 

After identification of faulty sensors/actuators, one has to 
estimate the fault magnitudes first. Then, from the estimated fault 
value, faulty sensors can be reconstructed.  

 

5.1. Estimation of Fault Magnitudes 

It can be derived from  

 ( ) *

, prv : : ,

s s

s k u k s k y k s k s k− −
= ∆ + ∆ +e W M u M y e  

that  

 [ ] :*

, , prv

:

   
k s ks s

s k s k u y

k s k

−

−

∆
= −

∆

 
  

u
e e W M M

y
           (17) 

With known 
s

u
M  and ,s

y
M  in line with [12], one can estimate 

( 1)( ):

:

 u ys n nk s k

k s k

+ +−

−

∆
∈ ℜ

∆

 
  

u

y
 by minimizing   

[ ] [ ]: :1

, prv , , prv

: :

      

T

k s k k s ks s s s

s k u y s e s k u y

k s k k s k

− −−

− −

∆ ∆
− −

∆ ∆

     
           

u u
e W M M R e W M M

y y

giving  

( ) ( )

( )

prv

:1

, prv

:

1

prv , ,

 [   ] [   ]  

  [   ]

T k s ks s s s

u y s e u y

k s k

Ts s

u y s e s k

−−

−

−

∆
=

∆

 
  

u
W M M R W M M

y

W M M R e

              (18) 

If the matrix ( ) ( )1

prv , prv
 [   ] [   ]

Ts s s s

u y s e u y

−
W M M R W M M   is of full 

rank, one can get the least squares (LS) solution to 

: :

TT T

k s k k s k− −
∆ ∆  u y  easily. If the matrix is of rank deficiency, 

one can apply a latent variable-based approach, such as the partial 
least squares (PLS), to estimate the fault magnitude [24].  
 
 5.2. Reconstruction of Faulty Sensors  
 

   With estimated fault magnitudes, one can correct measurements 
of the faulty sensors. The measurements in faulty sensors are 

affected both by k
∆u and .

k
∆y  In order to get the corrected 

measurements in faulty sensors, one can design a Kalman filter, 
 

1
ˆ ˆ ˆ ˆ ˆ( )

ˆ ˆ   

k k k k y k u k k k

k k k

+
= + + − ∆ − ∆ − −

= +

x Ax Bu K y M y DM u Cx Du

y Cx Du
  (19) 

where  ˆ
k

y is the corrected measurement of faulty sensors. 
 

6. Numerical Examples 

The proposed methodology for sensor/actuator fault detection, 
isolation, and reconstruction is applied to a gas turbine jet engine 
control system [25].  

6.1. The Simulated System  

The gas turbine engine can be described essentially as a heat 
engine that uses atmospheric air as a working medium to generate 
propulsive thrust and mechanical power. The central unit of the 
mechanical arrangement comprises two main rotating parts, the 
compressor and the turbine. The control system has the function 
of coordinating the main burner fuel flow and the propelling 
exhaust nozzle.   

The thermodynamic model of the engine is in continuous-time 
domain. It has 17 state variables, including pressures, air and gas 
mass flow rates, shaft speeds, absolute temperatures, and static 
pressure. This is a highly nonlinear dynamic structure that has 
grossly different steady-state operation over the entire range of 
spool speeds, flow rates, and nozzle areas. The linearized 17th 
model in the continuous-time domain is used here for study. The 
nominal operating point is set at 70% of the demand high spool 
speed (

HN ). For practical reasons and convenience of design, a 
fifth-order model is employed [25] to approximate the 17th-order 
model as represented by (20), where a sampling period of 

026.0=∆T s was taken. 

Using a reduced-order model to approximate the full-order 
dynamic system leads to modeling errors. Another problem is that 
the operating point of the system varies according to realistic 
running conditions. In general, different operating points 
correspond to different plant models. In the practical situation, the 
design of the fault detection and isolation scheme is based on a 
fixed mode. When the operating point changes, a model-plant 
mismatch occurs. Therefore, the system is represented by a fifth 
order state space model with two inputs, five outputs, and 
disturbance, i.e. 

http://www.astesj.com/


C. Kwan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1748-1757 (2017) 

www.astesj.com     1753 

1

   -0.9813    7.5320   -0.5983    0.4857   -0.6979
    0.2838   -0.0826    0.0779   -0.0617    0.0928
  -6.8588   28.9161   -2.0561    1.6083   -2.2612
    1.2235   -5.6607    0.4020   -0.3192    0.

k+ =x

    0.0001    0.0002 1  0  0  0
    0.0001   -0.0000
    0.0032    0.0006

4141     0.0078   -0.0003
  13.2662 -53.4047    4.7390   -3.7710    5.3669     0.0031   -0.0015

k k

   
   
   
   + +
   
   
      

x u

  0 
0  1  0  0  0 
0  0  1  0  0 ,
0  0  0  1  0
0  0  0  0  1

1  0  0  0  0 
0  1  0  0  0 

    0  0  1  0  0 
0  0  0  1  0
0  0  0  0  1

                  

k

k k k

 
 
 
 
 
 
  

 
 
 
 = +
 
 
  

ω

y x ε

  (20) 

 
where the two inputs are main engine fuel flow rate and the 
exhaust nozzle area. In addition, the five outputs are compressor 
shaft speed, two pressure measurements, two temperature 
measurements, and the demand high spool speed. In addition, kω   
represents the afore-mentioned modeling errors or model plant 

mismatch and k
 ε  is measurement noise. It is assumed that kω

and k
 ε  are independently distributed Gaussian white noise 

sequences, with respective covariance matrices 5
 0.001

ω
=R I  

and 5
0.001 .

ε
=R I  

 

Given the model parameters, selecting 5,s = we calculate the 

following matrices 
30 5 ,s ×

∈ ℜΓ  
30 12 ,s ×

∈ ℜH  
30 12 ,s

u

×
∈ ℜM  

30 30s

y

×
∈ ℜM , and 

30 30s ×
∈ ℜG  in line with the formulas in (7). 

We then calculate the matrix, prv
W , to generate the PRV for 

fault detection. In accordance with [19], 
25 30

prv

×
∈ ℜW  is 

calculated such that each of its rows is orthogonal to 
s

Γ  while 
having maximized covariance with the non-zero singular value 
related-left singular vectors of 

30 42
[   ] .

s s

u y

×
∈ ℜM M   

   With the calculated prv
W , the PRV is generated by 

 ( ) 25

, prv , ,

s

s k s k s k
≡ − ∈ ℜe W y H u . 

Furthermore, we calculate two more matrices  
1 20 30

srv
R

×
∈W  and 

2 20 30

srv
R

×
∈W  to generate two SRVs 

( ) 20

. , ,

i i s

s k s k s k
≡ − ∈ ℜ

srv
r W y H u  

for  1, 2i =  according to the isolation logic listed in Table 1. 
 

Without any faults, we used (20) to generate 10,000 samples 
of training data, where [ ]k 100 100 T

=u , and accordingly we 
calculated three sequences of 

*

,{ }s ke , 
1,*

.{ }s kr , and 
2,*

.{ }s kr , 
respectively. Using such sequences, we estimated the covariance,  

25 25s

e

×
∈ ℜR  of { }*

,s k
e , 

,1 20 20s

e

×
∈ ℜR , and 

, 2 20 20s

e

×
∈ ℜR . 

 

We calculated a sequence of fault detection index ,
{ }

s k
d  from 

{ }*

,s k
e  and s

eR  by using (11). It is depicted below with a 

confidence limit 48.1444  (the red line in the graph). Moreover, 
we calculated two sequences of ,{ }i

s kI , which are depicted in 
Figure 2, respectively, with their own confidence limits.  

 

 
 

Figure 2.  Fault detection and Isolation indices from training data. 
 

,
{ }

s k
d  given a level of 

confidence 99%. And such a limit will be employed for fault 
detection in test data. 

 
6.2. Generation of Test Data and FDI Results  

    Many case studies have been conducted, and few results are 
presented hereafter.  

6.2.1 Case 1: Detection and Isolation of a Faulty Actuator 
      
A time varying fault simulated by  

( ) ( )1

10000      0

ff

k

k kk k −−
∆ = ∗

 
  

u  

is introduced to one actuator, where  

( )
1,    

1
0,    

f

f

f

k k
k k

k k

∀ ≥
− =

∀ <





 

and 510
f

k = . Note that 
f

k  denotes the instant at which a fault 
begins to occur.  In this case, the test data are generated from the 
following equation:  

http://www.astesj.com/


C. Kwan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1748-1757 (2017) 

www.astesj.com     1754 

1

   

k k k u k k

k k k u k k

+
= + + ∆ +

= + + ∆ +

x Ax Bu BM u ω

y Cx Du DM u ε
 

where [ ]k 100 100 T
=u as selected before. 

From available data sequences 
k

{ , }
k

u y , we generated the 
PRV and two SRVs. At the meanwhile, we calculated the fault 

detection index sequence ,
{ }

s k
d  and two fault isolation index 

sequences
1

,
{ }

s k
I and 

2

,
{ }.

s k
I  As clearly shown in Figure 3, as time 

goes by, ,
{ }

s k
d  exceeded its limit, indicating that a fault/faults 

has/have occurred. 

 
 

Figure 3.  Fault Detection Result from Test Data. 
                                      

   

 
 

Figure 4.  Contribution Analysis Results. 
 

 
 

Figure 5.  The 1st Fault Isolation Index Sequence Calculated from Test Data. 

 
 

Figure 6. The 2nd Fault Isolation Index Sequence Calculated from Test Data. 

 
 

Figure 7. Actual and Estimated Fault Values from Test Data. 
 

 
     A bias with size 1.5 was introduced to a sensor. The fault 

detection index is displayed in Figure 8, where the ,
{ }

s k
d exceeds 

its limit at sample 3000, giving 
1

3000fk = . 
 

Having detected the sensor fault, the next step is to isolate the 
faulty sensor by conducting the contribution analysis. A bar chart 
showing the contributions from all five sensors is depicted in 
Figure 9, where 3000

1
=fk  and .9995

2
=fk . 

 

    It is clearly shown that the first output has made the most 
significant contribution to the sensor failure. Therefore, it can be 
inferred that the first sensor is faulty. 
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Figure 8. Detection result of a sensor fault 

 

Figure 9. Contribution analysis result of a sensor failure 

 

0.95p = , then one can calculate 
the probabilities of simultaneous sensor failures.  The results are 
listed in Table 2.  For example, the probability that i  sensors are 
faulty simultaneously is  
 

                            iii
i ppC )1(Prob 5

595.0, −= −  

where 5

iC   is the combination of i  from 5 for [ ]1, 5i ∈ . 
 

Table 2. Probabilities of simultaneous sensor faults 
 

Number of simultaneously faulty sensors probability 
                                1    0.2036 
                                2    0.0214 
                                3    0.0011 
                                4    0.0000297 
                                5 73.125 10−×  

 
    As shown in Table 2, since the chance for three or more sensors 
to fail simultaneously is low, one only needs to consider the 
detection and isolation of two sensor failures for the simulated 
system. Two faults are introduced to two sensors, respectively. 
One is a bias with magnitude 0.5, and the other is precision 
degradation simulated by a random noise signal with zero mean 
and variance of 0.01. The fault detection result is illustrated in 
Figure 10. 

 
Figure 10. Detection of two simultaneous faults 

        Contribution analysis is similarly conducted in this case, 
where 5000

1
=fk and 9995

2
=fk . The associated results are 

illustrated in Figure 11. In this figure, since Sensor 1 and Sensor 
2 have contributed the most to the violation of the fault detection 
index, it may be concluded that these two sensors are faulty.  

     
             Figure 11. Contribution analysis results of two simultaneous faults 

7. Conclusions 

Combining analytic redundancy and contribution analysis, a 
novel methodology for fault detection, isolation, and 
reconstruction in MIMO dynamical systems has been proposed. It 
has been applied to a simulated jet engine control system. 
Numerical results have fully supported the correctness and 
effectiveness of the developed theory. Even for a slowly evolving 
incipient fault, the scheme can detect, isolate, and estimate it very 
effectively. Moreover, different sensor failures are also 
successfully detected and isolated, further justifying the 
practicability of the developed methodology.  

One future research direction is the integration of our 
methodology to fault tolerant control systems and apply to power 
systems [10], aircraft [26], robots [27-28, 31], motors [11,32], 
planetary rovers [29], and missiles [33,34]. 
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Appendix: Nomenclature and Variables 
 
SVD – Singular Value Decomposition 

PRV – Primary Residual Vector 

MI - Multiple inputs  

MO - Multiple outputs 

SRV – Structured Residual Vector 

MIMO - Multiple inputs Multiple outputs 

k : time index 

n

k ∈ℜx : State variable vector  

l
k ∈ℜu : System input vector at time k  

m
k ∈ℜy : System output vector, at time k   

{ },  ,  ,A B C D : System matrices with compatible dimensions 

kω  and kε : Process disturbance and measurement noise 

,ωR  and εR : Covariance matrices of kω  and kε  

yn
k∆ ∈ℜy : Sensor failures  

un
k∆ ∈ℜu : Actuator failures  

or  u yM M : Failure direction matrix for actuators or sensors  

s
Γ : Observability gramian 
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prv
W : A matrix from the null space of 

s
Γ  

s

k
e : Primary residual vector 

,s kd : Fault detection index 

,

i

s kr : ith structured residual vector 

1, :k if  Term associated with faults. It is used in contribution analysis 
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