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 This paper presents a developed low cost system for human gait analysis. Two web cameras 
placed in opposite sides of a treadmill are used to acquire images of a person walking at 
different speeds on a treadmill, carrying a set of passive marks located at strategic places 
of its body. The treadmill also has passive marks with the color chosen to contrast with the 
ambient dominant color. The body joint angle trajectories and 3D crossed angles are 
obtained by image processing of the two opposite side videos. The maximum absolute error 
for the different joint angles acquired by the system was found to be between 0.4 to 3.5 
degrees. With this low cost measurement system the analysis and reconstruction of the 
human gait can be done with relatively good accuracy, becoming a good alternative to 
more expensive systems to be used in human gait characterization. 
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1. Introduction 

This paper is an extension of the work originally presented in 
2016 IEEE International Conference on Industrial Engineering 
and Engineering Management (IEEM2016) [1]. The study of the 
human gait has been done in medical science [2-5], psychology 
[6, 7], and biomechanics [8-15] for more than five decades. 
Recently it has generated much interest in fields like robotics [16], 
biometrics [17] and computer animation [18]. In computer vision, 
recognizing humans by theirs gaits has recently been investigated 
[19]. The human gait is a pattern of human locomotion and can be 
described by kinetic or kinematics characteristics [20]. Gait 
signatures are the most effective and well defined representation 
methods for kinematic gait analysis. Gait signatures can be 
extracted from motion information of human gaits and have been 
used in computer graphics, clinical applications, and human 
identification [21-23]. 

Furthermore, gait data can be used to assess pathologies in a 
variety of ways. For example, stride parameters such as walking 
speed, step length and cadence provide an overall picture of gait 
quality. 

Given the growing need for such analysis equipment, this 
paper presents a low cost system developed to characterize human 
gaits as an alternative to much more expensive solutions [24, 25], 

taking the advantage of requiring much less space for its 
installation (about 5 times less). 

The organization of this paper is as follows: Section 2 
describes the developed acquisition system and its setup. The 
static and dynamic performance tests are described in Section 3. 
The results of repeatability tests are presented in Section 4 and the 
conclusions in Section 5. 

2. Acquisition System 

The developed acquisition system is based on computer vision 
and tracks passive marks (circles with 4 cm of diameter) of a color 
chosen to contrast with the surround colors. 

The system is mainly composed by one treadmill and two web 
cameras, one located on the right, and another on the left side of 
the treadmill, see Figure 1. Each one covers one side of the 
walking person. 

 
Figure 1. Layout of the developed system. 
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The web cameras used have the following characteristics: 
CMOS 640×480 (VGA) sensor, maximum of 30 frames per 
second, USB 2.0 interface. 

The cameras are placed at a height of 1.15 m and at a distance 
of 2.35 m from the treadmill. Each camera is aligned and centred 
to the treadmill and to the opposite camera. 

After laying out the system components, the following 
procedures need to be followed to extract human joint angles 
trajectories: 

A – Calibrate and align both cameras; 

B – Place detection marks on the person; 

C – Calibrate both sides of the pelvis; 

D – Synchronize both side videos; 

E – Process video frames, correct the depth of the marks, and 
extract joint angles. 

A. Cameras Calibration and Alignment 

Next it is described the cameras calibration and alignment 
procedures. 

A.1. Cameras Calibration 

When using low cost video cameras, image distortions must 
be considered and it is mandatory to calibrate the cameras using 
standard calibration procedures. 

Image distortions are constant and with a calibration and 
remapping they can be corrected [26]. Next, it is explained the 
basic topics of camera calibration: radial and tangential distortion, 
and the perspective transformation model. 

A.1.1. Radial Distortion 

The radial distortion is corrected using: 
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where k1, k2, and k3 are the radial distortion coefficients. 
Therefore, for an old pixel point at (x, y) coordinates in the input 
image, its position on the corrected output image will be 
(xcorrected, ycorrected). The presence of the radial distortion manifests 
in the form of the “barrel” or “fish-eye” effect. 

A.1.2. Tangential Distortion 

Tangential distortion occurs because the camera lenses are not 
perfectly parallel to the imaging plane. It is corrected by: 
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where p1 and p2 are the tangential distortion coefficients. All the 
five distortion parameters were calculated using the Matlab 
camera calibrator app. 

A.1.3. Perspective Transformation Model 

For the units conversion the following formula (in 
homogeneous coordinate system) is used: 
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where the intrinsic camera parameters fx and fy are the camera 
focal lengths and (cx, cy) is the optical center expressed in pixels 
coordinates.  

The process of determining all these nine parameters is the 
calibration. Calculation of these parameters is done through basic 
geometrical equations, and it depends on the chosen calibrating 
object, which was a classical black-white chessboard. 

A.1.4. Camera Calibration Parameters Calculation 

To do the calibration was used the Matlab camera calibrator 
app (Figure 2). The first step is to input images of a checkerboard 
calibration pattern. For accurate results it is recommended to use 
between 10 and 20 calibrating images, from each camera, and, in 
this case, 11 images were used (Figure 3). The checkerboard was 
used as calibrating object because its regular pattern make it easier 
to be detected automatically. 

After inputting the checkerboard square size, the app will 
detect the checkerboard in all calibrating images. Then it is 
possible to inspect the results. This is helpful to find incorrect 
detections, and remove bad images for calibration. 

After this, the calibration parameters can be calculated and if 
necessary images with biggest errors can be rejected and 
substituted by another ones to try to minimize the overall mean 
error. 

 
Figure 2. Matlab camera calibrator app. 
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Figure 3. Some of the images used for camera calibration. 

The obtained distortion coefficients for left camera are 

[ ]4012.14642.00171.0. −−=coefRadial  

[ ]0010.00048.0. −−=coefTangential  

and the intrinsic parameters (in pixels) are 
[ ] [ ]7467.8115672.809== yxlength fffocal  
[ ] [ ]3430.2969749.247== yxcenter ccoptical  

For the right camera, the obtained distortion coefficients are 
[ ]2424.63171.11228.0. −=coefRadial  

[ ]0068.00054.0. −−=coefTangential  

and the intrinsic parameters (in pixels) are 

[ ] [ ]3655.8181826.819== yxlength fffocal  

[ ] [ ]3357.3325183.232== yxcenter ccoptical  

A.2. Alignment of Cameras 

Since there are two cameras and a treadmill between them, it 
is required to align each system component with each other to 
guarantee a good performance [27]. For that, it was developed a 
software module that measures the distance, in pixels, between six 
reference marks on the treadmill, and those marks viewed by the 
camera. Since the focal distance of the cameras and the distances 
between the treadmill and each camera are known, the location 
where the six marks should appear in the image can be calculated. 

Now, it is necessary to do a manual fine alignment of the 
cameras in order to overlap each calculated mark position with its 
respective detected position in the image. Then, it is calculated the 
larger distance between these marks, and the goal is to ensure that 
the maximum distance is less than four pixels. 

B. Placing Detection Marks on the Person 

After the alignment of both cameras, it is necessary to attach 
10 marks on each side of the walking person. Marks 1, 2, 3, A, 5, 
6 and 8 correspond to joints in the human body: shoulder, elbow, 

wrist, pelvis, knee, ankle and finally finger toes, see Error! 
Reference source not found.. 

 
Figure 4.  Joint angles definition and marks placement on the left side of a 

walking person. 

C. Pelvis Calibration 

Initially, the walking person must carry twenty marks (ten on 
each side) placed on him, Figure 5, but after the “pelvis 
calibration” procedure, the pelvis marks (A in Figure 4) are 
removed, and the pelvis joint marks will be inferred by the extra 
marks placed on the upper legs (mark 4 in Figure 4). 

Considering the marks do not move during data acquisition, 
marks 4 can be removed and their positions inferred from the 
positions of the other two marks. This procedure is necessary 
because the arm and hand occlude the pelvis marks (marks A) 
during gait data acquisition. Figure 5 shows the software module 
window for the pelvis calibration. 

 
Figure 5. Left side pelvis calibration software module and synchronization LED 

position. 
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D. 3D Construction and Synchronization 

To obtain 3D human gait data, it is required to cross 
synchronized both side’s images [28]. To synchronize cameras, 
there is a white synchronization LED that blinks and that is visible 
by both cameras (Figure 5). The video acquisition starts first, and 
then the synchronization LED starts blinking. The 
synchronization procedure is automatic and is done when 
processing the acquired videos, and is necessary because cameras 
do not start exactly at the same time and the image acquisition rate 
is not exactly the same for both cameras and has fluctuations. 

So, it is necessary to detect on both side videos when the 
synchronization LED turns ON and OFF, checking if the number 
of frames between LED ON and OFF cycles in both videos is the 
same. If they are not, the marks trajectories of the side with less 
frames are interpolated so that both side trajectories have the same 
number of data. When the number of frames in deficit is equal to 
or greater than three, the stride where this deficit occurs is 
considered not okay, and is discarded. This way, both side’s 
videos can be crossed to extract 3D gait data. 

To reference both camera images in space, there are two marks 
in the treadmill that are visible for both cameras (Figure 7). Both 
side images have their reference relative to these marks. This way 
it is ascertained not only the sagittal angles but also transversal 
and frontal rotation angles of the trunk, shoulders and pelvis. 

It is necessary to add depth to the person’s right and left 
planes, so, since the distances between all marks are measured 
(Figure 6), it is possible to convert those metric distances to 
pixels. To do this the required measures are: person height; 
shoulders width; arm and forearm lengths; hip width; thigh and 
leg lengths; distance between both ankles, and between both knees 
when in normal walking; great toe length; foot hinge finger to heel 
distance; and ankle to foot base distance. Other data are collected 
too, like age, gender and weight. Therefore the calculation of 
Body Mass Index (BMI) can be done. 

 
Figure 6. Menu to input the walking person data. 

After these measurements and pelvis calibration the person 
walks about 6 minutes on the treadmill to be accustomed to it [29], 
and only after the person feels at ease with the treadmill use, the 
gait data acquisition can start (Figure 7). 

 
Figure 7.  Right side view of a person during gait data acquisition showing the 9 

green marks on the person and the 2 on the treadmill. 

E. Processing of Video Frames, Correcting the Depth of the 
Marks, and Extracting Joint Angles 

After gait data acquisition, all saved data is loaded, and 
computed to extract the desired angle trajectories. 

In this phase all frames are loaded to pass through a color 
segmentation process where all marks are extracted from the 
original videos, and the respective image coordinates are 
determined, [30, 31]. This segmentation is adjustable for every 
mark color. 

The trajectories of all marks have been smoothed by using a 
zero lag Butterworth filter with a cut‐off frequency of 6 Hz [9, 
32]. Since for speeds below 5.5 Km/h, 99.7 % of the signal power 
is contained in the lower seven harmonics (below 6 Hz), the use 
of a 6 Hz cut‐off frequency is considered to be adequate for the 
tests. 

After being determined the coordinates of each mark for all 
video frames and after the noise reduction is done, each joint angle 
trajectory can be obtained. 

Afterwards it is possible to visualize, for the entire duration of 
the test, the person 3D animated skeleton with all joints and links. 

Stride detection makes possible stride grouping. Each stride is 
defined when the right foot starts going from up to down. After, 
the same foot stops moving forward and begins to move 
backward. I.e., forward to backward movement is first flagged, 
and after that, when upward to downward movement is detected, 
this instant corresponds to a new stride detection. Each stride 
detection ends the previous stride and starts a new one. 

Figure 8 shows a window where the saved data can be viewed 
and analyzed. 

 
Figure 8. Menu to display collected data and respective joints angles. 
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In this window it can be seen: both sides videos, the location 
of each detected mark (yellow circles in video frames), the angle 
values for all recorded person strides, a 3D animated skeleton of 
the person for each frame, and other options, like zoom, pan, 
rotate, RGB levels for mark detection, intensity threshold for 
synchronization LED detection, export data, etc. 

At the end, all collected data can be exported and opened in 
another window (Figure 9), where all strides are grouped and the 
17 mean joint angles profile, and their respective standard 
deviation (in green) are seen. 

 
Figure 9. Window showing the mean, the standard deviation and other indicators 

from recorded data. 
 

Beyond the angles referred to in Error! Reference source not 
found. it is also possible to extract other angles: 
backward/forward pelvis and trunk, downward/upward pelvis and 
trunk, and posterior/anterior trunk, as can be seen in Figure 10. 

   

a) b) c) 

 
Figure 10. a) - Backward/Forward Trunk/Pelvis angle. 
                 b) - Downward/Upward Trunk/Pelvis angle. 

   c) - Posterior/Anterior Trunk angle. 

The one side marks placed on the arm and leg are in different 
planes (see Figure 11). Instead of considering every mark in the 
same plane, it was made a depth correction [33]. I.e., using the 
physical characteristics of the person in test (Figure 6), the 
difference distances between the planes were calculated. 
Combining the values calculated before with the physical system 
setup distances, the points outside of the reference plane β (like 
knee, ankle and every foot points) were projected to it, permitting 
a more accurate calculation of the angles. 

 
Figure 11. Position and metric relationship between reference plane and marks 

planes. 

Involved variables can be viewed in Figure 12. 

 
Figure 12. Variables used to correct the depth of certain points. 

The reference plane β contains the pelvis mark point (see 
Figure 12). 

Consider a point A with coordinates (xold,yold) on the plane α 
parallel to the reference plane. The new coordinates of the point 
A (xnew,ynew), on the reference plane β, A’, are obtained by 
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It must be mentioned that the image referential has to be at the 
centre of the image, and not at a corner of the image, like usually 
is. I.e., all of the points have to be referenced to the centre of the 
image. 

The above procedure is executed for all points, except for 
pelvis point (since it is the reference point), and finally has to be 
done their re-reference for previous origin (original referential). 

With these transformations, more accurate results are 
achieved. 

3. Performance Tests 

Static tests were performed using a static planar dummy (with 
known joint angles) located in three different positions on the 
treadmill (see Figure 13). Those angles were measured using the 
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software and compared with the real ones to determine system 
static errors. Also, a dynamic test was done, where a person 
walked on the treadmill at different speeds. The trajectories of the 
joint angles were then analysed and their standard deviations were 
calculated to check if they were as expected, having literature 
trajectories as reference. A comparison between these angle 
profiles and the literature normal profiles was also done. 

3.1 Static Tests 

To determine the maximum static system error, some tests 
were made using a planar dummy placed at three different 
positions upon the treadmill: at the front, at the center, and at the 
rear (see Figure 13). 

    
Figure 13. Static dummy placement, for static error determination (right view). 

The planar dummy consists of two styrofoam plates with 
marks located as the joint positions of a human. The plates were 
carefully positioned in order to achieve a vertical inclination 
identical to that of a human (see Figure 14b). The traced and 
measured angles are shown in Table 1 and Table 2. These angles 
are defined in Figure 14. 

 
Figure 14. Planar dummy with known joint angles: a) left view; b) front view; c) 

right view. 

The tests were made at the three referred positions upon the 
treadmill to be clear that there is neither a significant error at each 
location, nor a relation between the location and the error.  

Each test lasted 3 minutes at 30 fps, which resulted in 5400 
frames. In the total of the 3 tests this corresponds to 16200 
analysed frames, which are more than enough to represent 
accurately the precision of the system in steady state. 

After analysing the results it is concluded that there was no 
relation between the position of the dummy on the treadmill and 
the error of the measurements. Table 1 and Table 2 present the 
maximum errors obtained in all tests. 
Table 1. Measured left and right sagittal angles, and respective errors, in degrees. 

Angle 

(degrees) 

Left Right 

Real 
value 

Mean 

meas. 

value 

Mean 
absolute 

error 

Max. 
absolute 

error 

Real 
value 

Mean 

meas. 

value 

Mean 
absolute 

error 

Max. 
absolute 

error 

Shoulder 20 20.4 0.4 0.7 -20 -19.6 0.4 0.6 

Elbow -5 -4.3 0.7 1.0 -15 -15.5 0.5 0.7 

Trunk -20 -21.0 1.0 1.2 10 9.7 0.3 0.5 

Hip -5 -3.7 1.3 1.8 5 6.1 1.1 1.5 

Knee 65 64.3 0.7 1.0 0 -0.3 0.3 0.6 

Ankle -95 -97.2 2.2 2.3 -85 -83.0 2.0 2.3 

Toes -10 -11.2 1.2 1.7 -10 -9.4 0.6 0.9 

 

Table 2. Measured crossed angles and respective errors, in degrees. 
 

Angle 

(degrees) 

Real 
value 

Mean 

meas. 

value 

Mean 
absolute 

error 

Max. 
absolute 

error 

Downward/ Upward  

Trunk 
11 8.8 2.2 2.2 

Backward / Forward  

Trunk 
23 24.1 1.1 1.2 

Downward / Upward  

Pelvis 
9 7.3 1.6 1.8 

Backward / Forward  

Pelvis 
-9 -5.6 3.4 3.5 

Posterior / Anterior  

Trunk 
-5 -5.3 0.3 0.4 

 

These tests show a relatively low static absolute error, with a 
maximum of 3.5 degrees obtained on crossed angles and 2.3 
degrees on sagittal plane angles. 
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3.1 Dynamic Tests 

A healthy person did a gait data acquisition, walking at 
different speeds. This person is a 30 year old male, 1.85 m tall, 
and weighs 87 kg. 

Table 3 shows the maximum standard deviation of all angles 
for the different speeds of the treadmill. 

Table 3. Maximum standard deviation of all angles for all dynamic tests, in 
degrees.  

Speed [Km/h] 1.1 2.7 4.1 5.4 

R. Shoulder 2.0 1.8 2.2 2.9 

L. Shoulder 3.4 1.8 2.8 2.0 

R. Hip 2.3 1.9 2.5 3.6 

L. Hip 1.8 1.3 2.2 2.3 

R. Knee 3.0 2.3 2.7 3.2 

L. Knee 3.4 4.3 6.1 5.2 

R. Ankle 2.0 1.3 1.6 2.4 

L. Ankle 2.0 1.7 3.0 3.0 

 

 

Pelvis bf (1) 1.8 1.4 1.1 1.7 

Pelvis du (2) 0.8 0.7 0.5 0.8 

Trunk bf (3) 2.6 1.9 1.6 2.1 

Trunk du (4) 1.4 1.0 0.7 1.1 

Trunk pa (5) 0.8 0.7 0.8 0.8 

 

(1)  Pelvis backward/forward, (2) Pelvis downward/upward, 
(3) Trunk backward/forward, (4) Trunk downward/upward, 
(5) Trunk posterior/anterior. 

The maximum standard deviation of these tests is 6.1 degrees, 
which is similar to the value registered in [34]. 

Figure 15a shows the patterns of hip angles for the right side 
of a healthy person [35]. Figure 15b shows the measured values 
of the hip angle for the right side of a healthy person using the 
developed system. 

 

a) 

 

  

b) 

 

Figure 15.  a)  Normal pattern of the right hip angle, and its standard deviation 
[35];   b)  Measured right hip angle, and its standard deviation (in green) for a 4.1 

km/h gait of a healthy person. 

From Figure 15 it is seen that the measured values for the right 
hip have similar appearance to the pattern of this angle seen in the 
literature [35], except at the final phase of the gait cycle, where 
the pattern has a small nuance and our measurements do not. This 
nuance may be justified by the walking speed to obtain those 
pattern graphs, which is not mentioned in [35]. 

4. Repeatability Tests 

Two more tests were done, where a person walked at the 
treadmill at different speeds and in two distinct sites. The whole 
system was completely installed and uninstalled in two different 
sites, and the same person did the gait acquisition twice, at the 
same speeds. The data were compared with each other, to check 
if both results are similar. 

Figure 16 shows the mean measured values for both tests 
(solid lines) and their standard deviations (dashed lines). The 
curves obtained in both tests are similar, and their offsets are very 
low. The existing difference may be derived from the manual 
placement of each mark, which can vary, depending, for instance, 
on the dressing of the person. 

 
Figure 16. Right hip mean angle trajectories (solid lines) for two independent 
tests at 5.4 km/h gait speed, and their respective standard deviations (dashed 

lines). 
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To quantify the similarity of the results of these two tests, the 
following differences Di were defined as 

 
2

))(min())(min( 221112 iiiiii
iD σαασαα ±−+±−

=  (8) 

where 

− i varies from 1 to 100, and represents the current percentage 
of the stride phase; 

− α1i is the angle i value of test #1; 
− α2i is the angle i value of test #2; 
− σ 1i is the standard deviation of test #1 with index i; 
− σ1i is the standard deviation of test #2 with index i. 

The Root Mean Square of D is then 

 ∑
=

=

=
100

1

2)(1 n

i
iD D

n
RMS  (9) 

Table 4 presents the RMSD values calculated with (9). 
Table 4. Root mean square of the difference, in degrees, between two similar test 

sets, with the same walking person, at different sites. 

Speed 
[km/h] 

Shoulder Hip Knee Ankle 

Right Left Right Left Right Left Right Left 

1.1 0.6 0.7 0.5 0.9 0.3 1.6 0.2 0.3 

2.7 0.0 0.4 1.8 1.9 1.0 1.3 0.4 0.0 

4.1 0.9 0.0 0.6 2.1 1.1 0.1 0.2 0.1 

5.4 0.2 0.9 1.3 1.2 1.5 1.1 1.1 0.1 

 

Speed 
[km/h] 

Pelvis 
bf (1) 

Pelvis 
du (2) 

Trunk 
bf (3) 

Trunk 
du (4) 

Trunk 
pa (5) 

1.1 2.3 0.9 0.4 0.4 0.2 

2.7 5.0 1.9 0.3 0.2 1.2 

4.1 3.0 1.9 0.1 0.2 0.0 

5.4 4.1 1.4 0.5 0.5 0.9 

(1)  Pelvis backward/forward, (2) Pelvis downward/upward,  
(3) Trunk backward/forward, (4) Trunk downward/upward, 
(5) Trunk posterior/anterior. 

It is seen that the maximum RMS difference on sagittal plane 
angles is 2.1 degrees for the left hip at 4.1 km/h, which is a 
reasonable repeatability error that is compatible with the 
maximum absolute error measured on static tests. For crossed 
angles the maximum error is 5.0 degrees at backward/forward 
pelvis angle at 2.7 km/h, which is a maximum error of about twice 
the maximum static absolute error. This is acceptable since these 
crossed angles are determined by crossing right side points with 
left side points. 

With these repeatability tests it is confirmed that precision was 
not affected by the portability of the system. 

5. Conclusions 

A system for acquisition and analysis of the human gait was 
developed and can be used for various applications such as 
physiotherapy, pathology identification and rehabilitation. It 
presents a mean error of about two degrees, what is perfectly 
acceptable for human gait characterization, once the human gait 
presents deviations above six degrees relatively to mean values 
[34]. The limitation of this system is the precision on crossed 
angles, which, because of their side cross nature, have an error of 
about five degrees. However, this is not relevant for the proposed 
purpose of human gait characterization. 

A concurrent system has a maximum error of about 0.3º, seven 
times lower than the presented system. However, the presented 
system costs about 2,500 €, is significantly cheaper than 
concurrent systems (20 to 40 times), presenting a high 
quality/price ratio. 

The presented system is a simple effective solution for human 
gait data acquisition and characterization, with a good precision, 
costing much less than current systems, and having the advantage 
of requiring much less space for installation setup. 
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