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 Since environmental requirements penetrate engineering processes to keep global warming 

and to reduce pollutant emissions, the system operation should be designed based on 

environmentally approach friendly. Operationally, the system processes are supported by 

energy suppliers to meet continuously energy transaction while clean and green energies 

are also targeted to keep the environmental conditions. In other word, the renewable energy 

source becomes an opportunity integration of a potential natural source inclusion into 

conventional energy producers. Technically, the energy balance is also important to 

optimize to get an optimal power portion during the operating period. These works are 

prioritized to search the balanced combination of the integrated energy mix composition. 

The works also present the novel computational intelligence to find out the energy portion 

using Artificial Salmon Tracking Algorithm. By considering technical requirements and 

tested on the integrated renewable energy plants, this algorithm is applied to optimize the 

economic power production. The works show dynamically the total power for feeding the 

energy consumption through local loads. The power production is also balanced in various 

combination portions of energy sources in accordance with the power demand as similar 

as discharged pollutants. Moreover, the computation has been obtained clearly for optimal 

solutions within 24 hours using a proposed algorithm. 
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1. Introduction  

Electricity is one of the energy types which is used to be an 

important factor to support many technical processes. This energy 

has been affecting various activities caused by an easy conversion 

to other types for supplying many appliances [1], [2]. It uses not 

only industries but also in daily activities. Moreover, stable energy 

producers are needed to cover continuously an energy dispatching 

quota (EDQ) where energy users are located far away from the 

potential supplier [1], [3], [4]. In addition, this condition should be 

also supported by the reliable infrastructure to transmit and 

distribute the produced power to wide spreading loads at different 

locations. To cover the EDQ, the energy producers should consist 

of all activated power plants [5], [6]. Technically, the EDQ is also 

faced with the load demand changes in the period of time operation 

related to scheduled loads. Operationally, the EDQ is also used to 

divide each contribution in the integrated energy mix composition 

(IEMC) through a scheduling power output of energy plants 

associated with technical limitations, which is frequently operated 

based on an economic strategy [5], [7], [8]. In general, this strategy 

is supposed to the financial consideration based on the reducing 

fuel procurement fee and environmental compensation as the 

impact of the emission. Practically, this way concern in an 

integrated structure for the IEMC deal with generating sites for the 

generation systems, transmission systems, and distribution 

systems [4], [9], [10].  These conditions are associated with an 

energy stock to meet the total load and scheduled power outputs 

for the EDQ. Recently, a dynamic problem also becomes one of 

the main problems caused by demand changes within 24 hours 

considered reasonable composition energy sources for determining 

economically the operating cost and measuring energy producer 

contributions [7], [11].  
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Since global warming becomes an important aspect of the 

system operation, the application of air and environmental quality 

standards has increased, and pollution restrictions have also 

increased. Therefore, the operation of the system is increasingly 

fixed in implementing restrictions on pollution emissions due to 

the burning process of fossil fuels at energy production sites [12], 

[13]. Furthermore, to maintain the allowable emission limit, 

dynamically, the operation of the system is also increasingly 

considering releasing emissions as part of efforts to reduce its 

emission effects. Thus, the operation of the power plant must 

modify to find a more economical operating strategy by reducing 

pollutants, and reducing the cost of operating the electricity 

process. [5], [14]. The fossil fuel firing has contributed to the air 

quality condition through the disposal of contaminants. In other 

words, these combustions at thermal plants have also contributed 

to producing emissions, for example, CO, CO2, SOx, and NOx [5]. 

Moreover, the pollutant emission quota (PEQ) is also presented 

as a dynamic problem to meet hourly demand changes whereas 

the IEMC is subjected to the optimal composition for energy 

producers. To avoids complexity problems of both dispatching 

types, the EDQ and PEQ are determined together at the same time 

throughout single quota objective function (SQOF) to cover EDQ 

and PEQ problems [7], [15], [16]. Moreover, the SQOF becomes 

the main objective of the optimization problem under various 

technical constraints. 

At present, to overcome these problems many ways are applied 

to obtain optimal conditions through optimization problems and by 

means of approaches that include mathematical programming and 

optimization techniques [10], [17]. In detail, these methods belong 

to traditional and evolutionary approaches. Nowadays, the 

optimization problem under various technical constraints becomes 

complex and huge models with excluding non-affecting small 

parameters for the system. To cover this condition, classical 

approaches have suffered to find out the solution where smart ways 

have been widely applied and are increasingly in demand as a way 

of calculating to solve various problems [18]. These approaches 

have an opportunity to wide implementations on numerical targets. 

Moreover, computational intelligence has many types associated 

with its procedures and inspirations to get the optimal solution. 

Furthermore, in its development, evolutionary computation is 

increasingly being developed and algorithms are arranged by 

imitating the behavior and mechanisms of flocks in nature. This 

was presented using optimization principles in accordance with 

natural mechanisms and structures to improve the performance of 

the classical approach [16], [19]. This paper presents a novel 

computational intelligence, artificial salmon tracking algorithm 

(ASTA), for determining the optimal solution of the SQOF based 

on the EDQ and PEQ problems. Technical limitations and 

environmental requirements are also applied to the conventional 

and hybrid energy systems to locate suitable solutions on hourly 

desired portions for the IEMC. In these works, the IEMC also 

covers an integrated renewable energy source (IRES) presented in 

a wind energy source (WES) and solar energy source (SES) for the 

24 hours operating period. Both potential sources are installed at 

selected buses of the system to present the infrastructure 

development of the conventional system connection. 

2. Energy Mixed Approach  

Dynamically, the energy production due to all possible 

combinations of the hybrid system based on conventional energy 

sources (CES) and the IRES [20]–[23]. The hybrid system is 

commonly constructed using many types of generating units and it 

also uses the various voltage level systems to cover installed power 

plants depending on the CES and the IRES. Technically, this 

condition steers up to maintain a power output combination from 

joined energy producers based on the CES and the IRES which is 

decided to cover the total hourly demand. Moreover, this operation 

faces decreasing an emission and the operating fee. To integrate 

two dynamic problems with different targets for reducing pollutant 

discharge and decreasing running charge of the CES, a penalty 

factor is one of the important variables [5], [14]. Many previous 

studies reported that the emission has corresponded to fossil fuel-

based power plants to meet the given load   [7]. In these studies, 

the integration of the PEQ into the EDQ problem is not combined 

using an ascending order method of the penalty factor but it is 

approached using a new technique as given in a dynamic penalty 

factor (DPF) approach associated with the allowed emission 

discharge (AED), the total produced emission (TPE), and the over 

rate emission coefficient (OREC) [6], [7]. This method is an 

alternative approach for the penalty factor based on a dynamic 

computation in the processes. Mathematically, the DPF and OREC 

is discussed clearly in [24] as presented in Equations (1) to 

Equation (3).  

ORECz =
∑ TPEzs−∑ TAEzs

nGz.∑ TPEzs
, (1) 

hz = {hGzs}, (2) 

dhz = ORECz. rhz, (3) 

where ORECz is the over rate emission coefficient of the zth 
iteration, TPEzs is the total produced emission of the sth generating 
unit of the zth iteration (kg/h), TAEzs is the total allowed emission 
of the sth generating unit of the zth iteration (kg/h), nGz is the 
number of generating units of the zth iteration exceeded the allowed 
emission, hz is a penalty factor set of the zth iteration ($/kg), hGzs 
is the individual penalty factor of the sth generating unit exceeded 
the allowed emission of the zth iteration step ($/kg), dhz is the 
dominant penalty factor of the zth iteration ($/kg), and rhz is the 
selected hGzs of the zth iteration for the highest TPEzs. 

In particular, the penalty factor covers environmental effects 
from the conventional system operation using fossil fuel-based. 
Recently, the energy system operation (ESO) is developed using 
interconnected structures for connecting the CES and the SES 
which is located at different sites of the IRES [20], [25]. The ESO 
is also used to deliver power outputs at generation sites to the 
energy usages at faraway locations using interconnected 
topologies of the transmission and distribution systems. 
Operationally, the ESO is operated within 24 hours to provide a 
highly reliable electric energy based on the optimal energy 
dispatching [3], [26]. In general, the system operation is carried out 
within 24 hours, and this period considers the power output 
scheduled for 24 hours to meet energy consumption where the 
consumption changes load demand from this hour to the next 
according to technical and environmental requirements. In detail, 
this relation covers all possible combinations of suitable energy 
producers associated with reasonable power production [27], [28], 
which is presented as given in Equation (4) to Equation (6). 
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∑ PPi
tng

i=1 = ∑ PCESi
tng

i=1 + ∑ PWESi
tng

i=1 + ∑ PSESi
tng

i=1 ,  (4) 

∑ PPi
tng

i=1 = TDi
t + TLossi

t, (5) 

∑ EPi
tng

i=1 = ∑ PPi
tng

i=1 x ∆Ti
t (6) 

where t is period intervals of time (t=1, 2, 3, …, e), e is the total 

period, ng is the iterating number, PP is a power production, PCES 

is a power production of the CES, PWES is the power production 

of the WES, PSES is the power production of the SES, TD is the 

total demand, TLoss is the total loss, EP is the energy production, 

and T is a duration of present and past hours.  

Moreover, to obtain the optimal solution, the SQOF is operated 

by entering several constraints as technical criteria during 

operation, including power balance, power load flow with 

shrinkage losses for lines, power capacity limits, fluctuating 

voltages, power transfer capability limits, ramp limits, and 

emission standards. The ESO covers the CES, WES, and SES 

which is optimized together to reach the optimal portion of the 

power producer combination 

3. Optimizing Procedure  

In this section, ASTA is compiled using its procedures based 

on the exploring and surviving steps. Algorithm procedures and 

parameters are very important to present computational abilities 

while searching the optimal solution [29], [30]. This algorithm is 

inspired by migration of Salmon fish. In general, the salmon 

migrating history is illustrated in Figure 1 in terms of spawning 

fish in freshwater, migrating to the ocean, and returning home from 

the ocean. During these phases, the Salmon will face many 

predators and obstacles. By considering Salmon’s behavior, ASTA 

is constructed as given in Figure 2.  

Computationally, these steps are illustrated in Figure 3 

covered a transformation of the SQOF into programming 

sequences of the hybrid system. Moreover, the system is also 

evaluated using the Newton Raphson method for determining 

balanced energy performances as referred to in [31]. Furthermore, 

Figure 3 is also used to guide the procedures and hierarchies for 

optimizing the SQOF. This figure consists of two parts as given 

in the left and right sides. The left side is used to transform the 

mathematical model of the problem into a programming 

procedure as the sequencing processed flowchart. One other is 

used to optimize the problem based on the sequencing algorithm 

to search for the best solution. As illustrated in Figure 3, ASTA is 

programmed using pseudo-codes for searching the best solution 

using parameters. 

 

 

Figure 1:  Salmon migrating path 

 

Figure 2:  Salmon migrating approach model 

 

Figure 3:  Computational sequences of ASTA 

 

Figure 4:  Hybrid energy system model 

Table 1: Designed Hourly Demands 

Hours MW Hours MW 

01.00 272.50 13.00 786.95 

02.00 278.81 14.00 818.13 

03.00 302.29 15.00 753.83 

04.00 435.45 16.00 401.49 

05.00 532.67 17.00 440.37 

06.00 569.59 18.00 603.54 

07.00 574.16 19.00 646.96 

08.00 617.78 20.00 573.33 

09.00 617.93 21.00 557.76 

10.00 668.49 22.00 478.80 

11.00 808.82 23.00 300.52 

12.00 767.71 24.00 280.54 

Total 13,088.42 
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In particular, Figure 4 shows the energy system model for 

applying ASTA and for optimizing the SQOF. The developed and 

standard models are very helpful to meet the problem caused by 

completed data of the real system and difficulty data collection on 

the existing operation [22], [32].  In these studies, the system 

consists of the CES, WES, and SES centers installed at different 

locations. In detail, the system covers five loads which are 

connected to Bus 1, Bus 2, Bus 3, Bus 4, and Bus 5. Moreover, 

conventional energy sources are installed at Bus 1, Bus 2, and Bus 

3 whereas the WES is centered at Bus 1 and the SES is integrated 

to Bus 6. By considering this model and conditions, the system is 

optimized based on demand changes for 24 hours as provided in 

Table 1 with the period time operation is 24 hours. These demands 

also cover for the day and night peak loads.  

Table 2: Individual Power Productions 

Time 

Conventional Generating Unit (MW) 

CES C1 CES C2 CES C3 

Unit 1 Unit 2 Unit 1 Unit 2 Unit 1 

G1 G2 G3 G4 G5 

01.00 65.75 22.34 21.77 24.40 26.98 

02.00 58.06 28.74 25.00 27.78 26.49 

03.00 64.27 37.72 37.43 22.63 29.06 

04.00 89.87 89.72 84.27 38.33 37.21 

05.00 127.16 85.70 71.48 85.07 73.56 

06.00 133.42 75.05 79.94 75.32 75.02 

07.00 133.74 72.76 76.86 77.47 87.10 

08.00 149.42 79.68 85.00 63.75 93.10 

09.00 137.76 73.57 89.19 71.75 77.55 

10.00 220.36 70.42 72.17 67.85 72.31 

11.00 257.25 98.50 97.34 98.83 98.90 

12.00 254.38 84.62 94.91 82.94 86.13 

13.00 259.31 91.36 91.23 84.94 92.13 

14.00 268.31 94.62 98.92 95.84 97.28 

15.00 239.49 82.72 96.54 88.84 83.35 

16.00 100.16 49.21 46.27 42.02 23.58 

17.00 103.99 59.12 80.98 35.00 24.62 

18.00 187.57 74.37 74.37 78.78 65.11 

19.00 187.56 81.73 84.41 87.17 83.90 

20.00 187.51 78.21 77.96 67.25 72.88 

21.00 166.58 73.98 75.74 73.14 73.78 

22.00 125.94 68.77 61.35 61.14 64.78 

23.00 62.52 31.52 32.29 33.54 31.24 

24.00 53.65 35.52 25.00 28.10 27.87 

Total 3634.03 1639.95 1680.42 1511.88 1523.93 

 

4. Result  

In this section, the IEMC is presented dynamically within 24 

hours and it is optimized using ASTA. The 24 hours operation 

common approaches for the existing operation is based on all 

integrated energy producers [7], [27]. By considering ASTA’s 

parameters detailed in Section 3, the energy mixed producer is 

determined optimally as given in Table 2 for the optimal power 

production. Technically, this table shows the individual power 

commitment of the energy sources of the CES while the WES and 

SES are considered free for the natural energy sources as given in 

Table 3. From this table, it is known that this table informs the 

scheduled power production for 24 hours determined totally in 

9,990.21 MW with the power fluctuation and contribution are 

illustrated in Figure 5 and Figure 6. These aspects are inlined with 

many previous works that the system has been delivered in 

variable portions associated with demand changes at the energy 

consumers [33].  

According to Table 2 and Table 3, it is also known that all 
conventional generations have produced power outputs in different 
capacities. These different capacities show the generated 
participation in the system for supporting the provided energy for 
the load demand as reported in [14], [15]. The energy contributors 
cover all centers as detailed in both tables. In total, Center 1 takes 
a role in the highest power production of around 5,273.98 MW. 
Furthermore, the lowest contributor is supported by the CES 
Center 3 in 1,523.93 MW. By considering the IRES, Table 3 
presents all penetrations within 24 hours for the SES and the WES. 
This penetration is very important to measure a renewable energy 
inclusion into the existing system with a certain portion of the 
participants to control the total energy production [10]. These 
penetrations cover hourly operations, totally, the system is 
penetrated in 1,450.00 MW of the SES and 2,522.93 MW of the 
WES. In detail, the system provides around 13,870.21 MW with 
the discharged pollutant of the CES is listed in Table 4 for all 
operating times. This emission is categorized in the produced 
emission, permitted emission, and over emission. As given in 
Table 4, the total emission is produced in 19,662.34 kg where the 
pollution is allowed around 8,491.65 kg based on standard 
emission. In addition, the system has 11,170.69 kg of the over 
emission during existing energy sources. It means that the system 
should be maintained to keep the emission level. 

 
Table 3: Effective Balanced Power Contributions 

Hour 
CES 

(MW) 

SES 

(MW) 

WES 

(MW) 

Total 

(MW) 

01.00 161.24 50.00 75.00 286.24 

02.00 166.07 50.00 75.00 291.07 

03.00 191.11 50.00 75.00 316.11 

04.00 339.40 50.00 75.00 464.40 

05.00 442.97 50.00 75.00 567.97 

06.00 438.75 50.00 112.50 601.25 

07.00 447.93 50.00 112.50 610.43 

08.00 470.95 75.00 112.50 658.45 

09.00 449.82 75.00 127.50 652.32 

10.00 503.11 75.00 127.50 705.61 

11.00 650.82 85.00 127.50 863.32 

12.00 602.98 85.00 127.50 815.48 

13.00 618.97 85.00 127.50 831.47 

14.00 654.97 85.00 127.50 867.47 

15.00 590.94 85.00 127.50 803.44 

16.00 261.24 50.00 112.50 423.74 

17.00 303.71 50.00 112.50 466.21 

18.00 480.20 50.00 112.50 642.70 

19.00 524.77 50.00 121.05 695.82 

20.00 483.81 50.00 116.76 650.57 

21.00 463.22 50.00 134.36 647.58 

22.00 381.98 50.00 100.48 532.46 

23.00 191.11 50.00 63.91 305.02 

24.00 170.14 50.00 43.87 264.01 

Total 9,990.21 1,450.00 2,522.93 13,963.14 

 
In particular, an energy balance is one of the important 

parameters in the system operation while the energy should be 

used in the final users at various types of appliances based on the 

power capacities [11].  In this case, the energy consumption has 

corresponded to individual power productions. This aspect is also 
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used to present individual contributors to the power unit 

commitment. In these works, individual performances of the 

energy producer unit are presented in Figure 7 and Figure 8 

covered hourly power production changes and hourly power 

fluctuations. In total, the IEMC produces 9.990.21 MW with the 

power produced performances as given in Figure 7 and Figure 8. 

Figure 7 shows the fluctuation of power productions for the CES 

from the present to the next hours associated with the own 

scheduled power production. The detailed contributor to the 

power plants is presented in Figure 7. This figure informs that the 

highest contributor comes from G1 of the CES Center 1. 

Moreover, the IEMC also emits the total over emission of around  

19,662.34 kg whereas the IRES penetrates are given in Figure 8. 

This figure illustrates the hourly penetration to the system covered 

in 24 hours for the WES and the SES. In addition, the CES is 

performed in Figure 7 for the hourly power production during an 

existing system to supply the load center. 

Table 4: Emission Discharge of the CES 

Hour 
Production 

(kg) 

Permission 

(kg) 

Over Emission 

(kg) 

01.00 164.08 137.05 27.03 

02.00 174.84 141.16 33.68 

03.00 206.05 162.44 43.61 

04.00 551.79 288.49 263.3 

05.00 829.62 376.52 453.1 

06.00 805.44 372.94 432.5 

07.00 852.91 380.74 472.17 

08.00 922.52 400.31 522.21 

09.00 849.31 382.35 466.96 

10.00 1,009.86 427.64 582.22 

11.00 1,680.31 553.2 1127.11 

12.00 1,450.49 512.53 937.96 

13.00 1,522.32 526.12 996.2 

14.00 1,709.01 556.72 1152.29 

15.00 1,392.26 502.3 889.96 

16.00 307.68 222.05 85.63 

17.00 438.46 258.15 180.31 

18.00 915.03 408.17 506.86 

19.00 1,101.78 446.05 655.73 

20.00 923 411.24 511.76 

21.00 858.86 393.74 465.12 

22.00 603.34 324.68 278.66 

23.00 209.17 162.44 46.73 

24.00 184.21 144.62 39.59 

Total 19,662.34 8,491.65 11,170.69 

 

 

Figure 5:  Hourly power fluctuation 

 

Figure 6:  Hourly individual power production 

 

Figure 7:  Hourly power production of the CES 

 

Figure 8:  Hourly power penetration of the IRES 

 

Figure 9:  Hourly power balance performance 
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Figure 10:  Total reactive power loss performances 

By considering the 24 hours operation, the power balance is 

detailed in Figure 9. This figure shows all participation of the 

energy producers balanced to the total hourly demand. It is also 

known that the main power producers are covered in conventional 

energy producers. In addition, the IRES is operated to support this 

optimal condition which is linked to the hourly composition. In 

these works, another problem is given in the power loss as depicted 

in Figure 10 designed for the 24 hours operation. The system has 

fluctuated power losses for the 24 hours operation associated with 

day and night loads. 

5. Conclusion  

As stated earlier, the composition of the energy mix is 

integrated by considering integrated renewable energy sources and 

various technical requirements, as well as environmental 

constraints. The formula is outlined in a computational problem 

that is searched using the Artificial Salmon Tracking Algorithm to 

get the optimal composition for 24 hours. The calculation results 

show that dynamically the part of the energy produced is affected 

by IRES as given in solar and wind energy sources for 24-hour 

operations. In addition, ongoing conventional energy producers 

contribute with different capacities to support individual 

commitments to the production of power units. Furthermore, from 

these works, the implementation of real algorithms for large 

systems is suggested for future work in line with the placement of 

distributed renewable energy. 
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