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 This paper presents a method for automatic 3D segmentation of brain tumors in MRI using 
optical scanning holography. Automatic segmentation of tumors from 2D slices (coronal, 
sagittal and axial) enables efficient 3D reconstruction of the region of interest, eliminating 
the human errors of manual methods. The method uses enhanced optical scanning 
holography with a cylindrical lens, scanning line by line, and displays MRI images via a 
spatial light modulator. The outgoing phase component of the scanned data, collected 
digitally, reliably indicates the position of the tumor.The tumor position is fed into an active 
contour model (ACM), which speeds up segmentation of the seeding region. The tumor is 
then reconstructed in 3D from the segmented regions in each slice, enabling tumor volume 
to be calculated and cancer progression to be estimated. Experiments carried out on patient 
MRI datasets show satisfactory results. The proposed approach can be integrated into a 
computer-aided diagnosis (CAD) system, helping doctors to localize the tumor, estimate its 
volume and provide 3D information to improve treatment techniques such as radiosurgery, 
stereotactic surgery or chemotherapy administration. In short, this method offers a precise 
and reliable solution for the segmentation and 3D reconstruction of brain tumors, 
facilitating diagnosis and treatment. 
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1. Introduction 

A brain tumor is a mass of abnormal cells involved in a chaotic 
process of somatic driver mutations [1,2], where they cause 
various symptoms and increase the risk of brain damage. In fact, 
the secondary tumor infiltrates neighboring healthy tissues and 
proliferates within the brain or its membranes, making it critical to 
determine its shape and volume to ensure effective management of 
patients in the early stages of cancer. Magnetic resonance imaging 
(MRI) is the most commonly used non-invasive imaging modality 
for brain tumor detection [3–5]. MRI uses radio waves and a strong 
magnetic field to create a series of cross-sectional images of the 
brain. In other words, the 3D anatomical details of a tumor are 
represented as a set of parallel 2D cross-sectional images. 
Representing 3D data as projected 2D slices results in a loss of 
information and can raise questions about tumor prognosis. In 
addition, 2D slices do not accurately represent the complexity of 
brain anatomy. Therefore, interpretation of 2D images requires 
specialized training. Therefore, volume reconstruction from 
sequential parallel 2D cross-sectional slices is a necessity for 3D 

tumor visualization, In 2013, the authors in [6] proposed an 
improved interpolation technique to estimate missing slices and 
the Marching Cubes (MC) algorithm to mesh the tumor. For 
surface rendering, they applied the Phong shading and lighting 
model to better compute the tumor volume. 

The 3D reconstruction of tumors first requires an appropriate  
segmentation of the region of interest. This 3D reconstruction  
helps radiologists to better diagnose patients and subsequently 

remove the entire tumor when surgical intervention is considered. 
Techniques presented in [7,8] are based on preprocessing, image 
enhancement, and contouring prior to reconstruction. In 2012, 
authors in [9] used a technique based on phase-contrast projection 
tomography to calculate the 3D density distribution in bacterial 
cells. In addition, an approach proposed by [10] in 2019 provides 
a technique for segmenting brain tumors in the 3D volume using a 
2D convolutional neural network for tumor prediction. Authors in 
[11,12] conducted a comparison between conventional machine 
learning based techniques and deep learning based techniques. The 
latter are further categorized into 2D CNN and 3D CNN 
techniques. However, the results of techniques based on deep 
convolutional neural networks out perform those of machine 
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learning techniques. As for the authors in [13,14], they introduced 
a two-stage optimal mass transport technique (TSOMT), which 
involve stransforming an irregular 3D brain image into a cube with 
minimal deformation, for segmenting 3D medical images. 
Automatic segmentation of a brain tumor from two-dimensional 
slices (coronal, sagittal, and axial), facilitated by convolutional 
neural networks [15], significantly aids in delineating the region of 
interest in 3D. 

Conventional holography was invented by [16] in 1948 during 
his research to improve the resolution of electron microscopes. 
This invention evolved in the 1960s with the advent of lasers, and 
holograms were recorded on plates or photosensitive films based 
primarily on silver ions that darkened under the influence of light. 
With the progress of high-resolution matrix detectors, digital 
holography was generalized in 1994 by the authors in [17], paving 
the way for numerous applications: holographic microscopy [18–
20], quantitative phase imaging [21–23], color holography [24–26], 
metrology [27–29], holographic cameras [30], 3D displays [31–
34], and head-up displays [35,36]. Authors in [37] were the first to 
use phase-shifting holography to eliminate unwanted diffraction 
orders from the hologram. They introduced spatial phase shifting 
using a piezoelectric transducer with a mounted mirror [38], and 
slight frequency modifications of acousto-optic modulators 
(AOMs) [39–41]. The latter technique is closely related to 
heterodyne detection methods. 

Optical Scanning Holography (OSH) is considered an 
intelligent application for processing the pupil interaction. The 
pupil interaction scheme was implemented using optical 
heterodyne scanning by Korpel and Poon in 1979, and the use of 
an interaction scheme in a scanning illumination mode was 
developed by Indebetouw and Poon in 1992. By modifying one of 
the twolenses relative to the other (specifically, one lensis an open 
mask and the other is a pinhole mask) and defocusing the optical 
system, in 1985 author in [42] developed an optical scanning 
system capable of holographically recording a scanned object. This 
technique led to the invention of optical scanning holography. 
OSH has various applications, including optical scanning 
microscopy, 3D shape recognition, 3D holographic TV, 3D optical 
remote sensing, and more. 

Early work on preprocessing in the OSH system dates back to 
1985. Later, it was shown that placing a Gaussian annular aperture 
instead of a flat lens is useful for recovering the edge of a cross-
sectional image in a hologram [43,44]. In 2010, authors in [45] 
demonstrated that by choosing a pupil function such as the 
Laplacian of the Gaussian, the performance of the method is an 
efficient means to extract the edge of a 3D scanned object by the 
OSH system. The authors in [46] proposed a 1D image acquisition 
system for auto stereoscopic display consisting of a cylindrical lens, 
a focusing lens, and an imaging device. By scanning an object over 
a wide angle, the synthesized image can beviewed as a 3D 
stereoscopic image. 

The aim of this paper is to propose and develop a fully 
automatic 3D segmentation of brain tumors from magnetic 
resonance images. The proposed model is based on the same 
principle as our previous articles [47,48] and specifically for the 
segmentation of high and low grade glioblastoma brain tumors. To 
achieve this goal, the following contributions are made: 

 Proposing a fully automated 3D method for brain tumor 
segmentation from MRI image sequences. 

 Improving the conventional optical scanning holography 
technique by exploiting the properties of the cylindrical lens to 
optimize the scanning process and shorten the holographic 
recording process. 

 Transitioning active contour theory from semi-automatic to 
fully automatic status with reliable tumor detection. 

 Perform tests to demonstrate the effectiveness of our method 
using the well-known BraTS 2019 and BraTS 2020 databases. 

2. Materials And Methods 

2.1. Data used 

 The database of brain tumor images used in this study was 
obtained from the Medical Image Computing and Computer 
Assisted Intervention (MICCAI) 2019 and MICCAI 2020 
Multimodal Brain Tumor Segmentation Challenges, organized in 
collaboration with B. Menze, A. Jakab, S. Bauer, M. Reyes, M. 
Prastawa, and K. Van Leemput. It includes 40 glioma patients, 
including 20 high-grade (HG) and 20 low-grade (LG) cases, with 
four MRI sequences (T1, T1C, T2, and FLAIR) available for each 
patient. The challenge data base contains fully anonymized images 
collected from the ETH Zurich, the University of Debrecen, the 
University of Bern, and the University of Utah. All images are 
linearly co-registered and craniocaudally oriented. Institutional 
review board approval was not required as all human subject data 
are publicly available and de-identified [1,3]. 

2.2. Methodology 

Figure 1 shows the optical scanning holography system used in 
our method. A laser beam of frequency ω isshifted in frequency to 
ψ and ψ+Δψ by Acousto-Optic Modulators (AOM) 1 and 2, 
respectively. The beams from the AOMs are then collimated by 
collimators BE1 and BE2. The out going beam from BE2 is 
considered as a plane wave of frequency ω+ψ+Δψ, which is 
projected onto the object by the x-y scanner. Our novel method 
involves the integration of a cylindrical lens L1 into the chosen 
imaging system, which provides a cylindrical wave at ω+Ω that is 
projected onto the object. A focusing lens is also used to capture a 
large number of elementary images containing extensive parallax 
data. These elemental images are transformed into a matrix of 
elemental images, where each captured elemental image 
corresponds to a vertical line in ray space [46]. Using this linear 
scanning technique, object images are captured in a single pass 
rather than point-by-point, and the shape of the surface is adjusted 
after each iteration, saving computational time. Accordingly, after 
appropriate sampling for viewing conditions, we achieved fully 
automatic segmentation through the improved algorithm and 
arrangement of color filters. This allowed the transformation of 
two-dimensional element images into Three-Dimensional (3D) 
images, as shown in Figures 5 and 6. 
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Figure 1: Schematic setup of the optical scanning holography (OSH). 

The x-y scanner is used to scan the 3D object uniformly, line 
by line. As a result, each scan line of the object corresponds to a 
line in the hologram at the same vertical position. Along each scan 
line, Photo-Detectors PD1 and PD2 are used to capture the optical 
signal scattered by the object and the heterodyne frequency 
information ∆Ω as a reference signal, respectively, and convert 
them into electrical signals for the lock-in amplifier. The in-phase 
and quadrature-phase outputs of the lock-in amplifier circuit 
produce a sine hologram, H_sin (x, y), and a cosine hologram, 
H_cos (x, y), to achieve a complete 2D scan of the object, as shown 
below: 

H(x, y) = Hcos(x, y) + jHsin(x, y) = � Hk(x, y;  zk)
N−1

k=0

 

With : 

ic =  ��|T(x, y; z)|2 ∗
k0
2πz

sin �
k0(x2 + y2)

2z
��dz = Hsin (x,y) 

is =  ��|T(x, y; z)|2 ∗
k0
2πz

cos �
k0(x2 + y2)

2z
��dz = Hcos (x,y) 

2.3. Detection 

 Tumor contours are typically identified by fast pixel transitions, 
which indicate a significant change in information, while slow 
variations are eliminated by differentiation. Several methods are 
used for contour detection, including derivative methods based on 
evaluating the variation at each pixel by searching for maxima 
using a gradient or Laplacian filter. 

The optical system in Figure 1 provides an output showing the 
distribution of both the phase and quadrature component of the 
heterodyne current. We will focus only on the phase component to 
extract the phase current after scanning the object images line by 
line. The maximum values characterizing this output are referred 
to as the peaks of the phase component. 

Figure 2 illustrates how the initial contour C(i, j) is extracted 
from the peaks of the phase component maxima obtained from the 
optical scanning holography (OSH), i.e., the maximum of the 
intensity ic with: 

ic =  ��|T(x, y; z)|2 ∗
k0
2πz

sin �
k0(x2 + y2)

2z
��dz 

Contours delineating these maxima are drawn, resulting in regions 
that designate the position of the tumor within the tumor tissue. 

 
Figure 2: Preliminary extraction of the initial contour Ci inside the tumor tissue by 
OSH-based phase component peaks. 

The output results of the Optical Scanning Holography(OSH) 
optical process are implemented numerically to extract the 
following parameters: 

• C: the center of the tumor. 

• L: the amplitude of the peak of the phase component. 

• Ci: the initial contour formed using the principle illustrated in 
Figure 2. 

Figures 3 and 4 provide examples of phase component peaks 
obtained using the OSH method. 

 
Figure 3: In-phase component peaks at the proposed OSH method's tumor position: 
examples of image slices (Axial, Coronal, Sagittal) from MICCAI 2019 database. 

 
Figure 4: In-phase component peaks at the proposed OSH method's tumor position: 
examples of image slices (Axial, Coronal, Sagittal) from MICCAI 2020 database. 

2.4. Segmentation and 3D Reconstruction 

The segmentation of brain tumors using the active contour 
approach has received increasing attention. In this article, a fully 
automated active contour approach based on the OSH technique is 
proposed. This approach requires significant computational time. 
However, this technique allows a contour to be iteratively 
deformed to divide an image into several meaningful regions. 
Whitaker was able to reduce the computational time in his efficient 
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Sparse Field Method algorithm by accurately representing the 
target surface. In this method, each point of the target surface is 
processed, compared with the initialization curve, and updated 
after each iteration. 

The novelty of our research is to apply the OSH technique by 
integrating a cylindrical lens into our system to improve the 
detection phase in terms of precision and acquisition time by 
processing the image of the region of interest line by line (line-by-
line scanning). 

It is true that the calculation of the terms of the active contour 
energy, as shown below, has allowed us to achieve an exact and 
precise segmentation of brain tumors. However, this segmentation 
is conditioned by the choice of an initial contour Ci,j, which gives 
it a semi-automatic nature : 

Ei,j = β. �I − Mi,j�
2 + γ. �I − mi,j�

2
 

In our work, we have proposed a model of active contours 
combined with the OSH approach, which enables us to address the 
issue of manual supervision in selecting the initial contour, 
especially for complex tumor shapes. We have achieved, through 
the use of the maximum phase current of the OSH, which 
corresponds to the initial contour of the active contour model, an 
improvement in the detection of tumor tissue contours. By adding 
the term"𝛼𝛼.𝐶𝐶𝑖𝑖,𝑗𝑗"derivedfrom the OSH technique, we were able to 
automate our model : 

Ei,j = α. Ci,j + β. �I − Mi,j�
2 + γ. �I − mi,j�

2
 

This article builds upon previous work in the field of 3D 
reconstruction, primarily by combining it with enhanced detection 
and segmentation techniques. Indeed, this new technique improves 
the computational efficiency and precision in selecting the pixels 
that are crucial for reconstructing 3D object shapes. 

The results of reconstructing 3D object images from a real patient 
dataset are presented in Figures 5 and 6.  

 
Figure 5: 3-D reconstruction results of real patient data from the MICCAI 2019 
database. 

3. Experimental Results 

3.1. evaluation of detection phase 

To extract brain tumors accurately, it is essential to reliably 
determine the parameter L (where L represents the maximum peak 
of the phase component). That's why we studied the values of L on 
different MRI images from Brats-2018 and Brats-2019 containing 
tumor tissues. 

 
Figure 6: 3-D Reconstruction results of real patient data from the MICCAI 2020 
database. 

We observe that the values of L in the case of tumors are 
significantly separated from those of healthy brain tissue. We also 
notice that all the maxima of the phase components provided by 
the OSH process, used for tumor detection, fall within the range 
[300;350], while for healthy tissue, they are in the interval 
[100;150]. 

 
Figure 7: Distribution of the L parameter in the healthy and tumorous brain image 
slices (Axial, Coronal, Sagittal). 

3.2. Evaluation of segmentation phase 

 Figure 8 displays box plots for the sensitivity, Dice score, 
specificity, and Hausdorff distance obtained by our method on the 
Brats-2019 and Brats-2020 datasets. The performance of our 
method is compared to that of the Geodesic Active Contour (GAC) 
model, Localized Active Contour (LAC), and Cuckoo-driven 
Active Contour (ACCS) models. We note that the performance of 
the proposed methodis the most satisfactory in terms of 
segmentation versus the other methods compared, particularly in 
terms of sensitivity, specificity and Dice score. The statistical 
computation time of the most relevant steps of our algorithm per 
MRI image is given in figure 9.  

 
Figure 8: Boxplots of evaluation scores: Dice, sensitivity, specificity and hausdorff 
distance for the four approaches examined. 

http://www.astesj.com/
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Figure 9: Boxplots of evaluation scores: evaluation time for the four approaches 
examined. 

3.3. Evaluation of reconstruction phase 

The data in tables (1 and 2) enable us to obtain the tumor 
volume for each patient with very respectable accuracy, making it 
easier to estimate the degree of cancer. These tables also provide 
useful information such as brain volume and mean intensity for 
each patient label (brain label and tumor label). 
Table 1: 3-D Segmentation results of real patient data from the BRATS 2019 
database. 

Patients Labels Voxel count Volume (mm3) Intensity Mean ±SD 

Patient 1 Clear Label 8 812 673 8.812673 x106 32.4629 ± 76.7841 
Label with tumor 115 327 1.15327 x105 434.7898 ± 75.9586 

Patient 2 Clear Label 8 908 742 8.908742 x106 31.0648 ± 66.3003  
Label with tumor 19 258 1.9258 x104 424.8549 ± 65.4917  

Patient 3 Clear Label 8 896 112 8.896112 x106 24.4006 ± 649036  
Label with tumor 31 888 3.1888 x104 451.9312 ± 57.2040  

Patient 4 Clear Label 8 893 509 8.893509 x106 36.5984 ± 90.5500  
Label with tumor 34 491 3.4491 x104 1137.5650 ± 202.0132  

Patient 5 Clear Label 8 874 450 8.874450 x106 34.4983 ± 78.4227 
Label with tumor 53 550 5.3550 x104 432.8664 ± 75.4400 

Patient 6 Clear Label 8 815 463 8.815463 x106 31.0447 ± 74.2778  
Label with tumor 112 537 1.12537 x105 451.1814 ± 65.6239 

Patient 7 Clear Label 8 800 705 8.800705 x106 21.7560 ± 56.5531  
Label with tumor 127 295 1.27295 x105 305.4569 ± 57.3601  

Patient 8 Clear Label 8 872 783 8.872783 x106 29.3676 ± 68.4357  
Label with tumor 55 217 5.5217 x104 334.1023 ± 48.2186  

Patient 9 Clear Label 8 920 644 8.920644 x106 11.8151 ± 32.1527  
Label with tumor 7 356 7.356 x103 198.0174 ± 38.5634   

Patient 
10 

Clear Label 8 911 678 8.911678 x106 23.9592 ± 59.2099  
Label with tumor 16 322 1.6322 x104 454.6847 ± 83.4070  

Patient 
11 

Clear Label 8 900 834 8.900834 x106 35.1428 ± 75.6676  
Label with tumor 27 166 2.7166 x104 344.4761 ± 46.2303  

Patient 
12 

Clear Label 8 833 615 8.833615 x106 64.3847 ± 39.4228  
Label with tumor 94 385 9.4385 x104 580.9401 ± 36.3711   

Patient 
13 

Clear Label 8 876 743 8.876743 x106 68.8470 ± 153.2978  
Label with tumor 51 257 5.1257 x104 698.3368 ± 120.9774  

Patient 
14 

Clear Label 8 698 867 8.698867 x106 25.9308 ± 57.5036  
Label with tumor 229 131 2.29131 x105 304.6895 ± 70.7478  

Patient 
15 

Clear Label 8 778 460 8.778460 x106 44.1679 ± 112.9932  
Label with tumor 149 540 1.49540 x105 442.8497 ± 45.4427  

Patient 
16 

Clear Label 8 801 474 8.801474 x106 18.6908 ± 43.6618  
Label with tumor 126 526 1.26526 x105 241.1445 ± 36.7579  

Patient 
17 

Clear Label 8 690 176 8.690176 x106 16.6104 ± 39.7039  
Label with tumor 237 824 2.37824 x105 213.0597 ± 45.3580  

Patient 
18 

Clear Label 8 833 752 8.833852 x106 16.8981 ± 43.7038  
Label with tumor 94 248 9.8248 x104 270.6864 ± 44.3378  

Patient 
19 

Clear Label 8 699 808 8.699808 x106 16.7930 ± 41.8654  
Label with tumor 228 192  2.28192 x105 227.5470 ± 37.6771  

Patient 
20 

Clear Label 8 902 965 8.902965 x106 47.3972 ± 115.0547  
Label with tumor 25 035 2.5035 x104 477.4638 ± 28.0403  

Table 2: 3-D Segmentation results of real patient data from the BRATS 2020 
database. 

Patients Labels Voxel count Volume (mm3) Intensity Mean ±SD 

Patient 1 Clear Label 8796585 8.796585 x106 32.0395 ± 76.2065  
Label with tumor 131415 1.31415 x105 413.8778 ± 90.8952  

Patient 2 Clear Label 8899672 8.899672 x106 30.7910 ± 65.7704  

Label with tumor 28328 2.8328 x104 384.8039 ± 81.0838  

Patient 3 Clear Label 8880808 8.880808 x106 25.9012 ± 63.8240  
Label with tumor 47192 4.7192 x104 4079188 ± 80.5098  

Patient 4 Clear Label 8875910 8.875910 x106 35.4049 ± 86.3327  
Label with tumor 52090 5.2090 x104 968.9609 ± 299.9311  

Patient 5 Clear Label 8863102 8.863102 x106 34.2085 ± 78.1643  
Label with tumor 64898 6.4898 x104 402.7914 ± 81.2011  

Patient 6 Clear Label 8794503 8.794503 x106 30.4320 ± 73.2910  
Label with tumor 133497 1.33497 x105 425.5790 ± 84.9031  

Patient 7 Clear Label 8828307 8.828307 x106 22.3986 ± 57.6266  
Label with tumor 99693 9.9693 x104 327.0939 ± 44.3143  

Patient 8 Clear Label 8777055 8.777055 x106 21.3723 ± 53.5396  
Label with tumor 150945 1.50945 x105 347.9547 ± 73.5984  

Patient 9 Clear Label 8859507 8.859507 x106 29.0185 ± 67.8758  
Label with tumor 68493 6.8493 x104 320.2008 ± 54.0278  

Patient 
10 

Clear Label 8856743 8.856743 x106 30.1615 ± 71.5588  
Label with tumor 71257 7.1257 x104 410.5989 ± 110.6990 

Patient 
11 

Clear Label 8852777 8.852777 x106 41.6819 ± 100.7240  
Label with tumor 75223 7.5223 x104 568 0779 ± 103.8634  

Patient 
12 

Clear Label 8825129 8.825129 x106 70.7885 ± 174.1385  
Label with tumor 102871 1.02871 x105 761.5829 ± 89.2313  

Patient 
13 

Clear Label 8811475 8.811475 x106 19.5354 ± 43.5697  
Label with tumor 116525 1.16525 x105 226.5449 ± 29.4236  

Patient 
14 

Clear Label 8829255 8.829255 x106 17.1114 ± 39.8459  
Label with tumor 98745 9.8745 x104 223.5896 ± 27.5731  

Patient 
15 

Clear Label 8907363 8.907363 x106 41.1899 ± 100.3383  
Label with tumor 20637 2.0637 x104 405..570 ± 35.2389  

Patient 
16 

Clear Label 8781794 8.781794 x106 19.6149 ± 45.3264  
Label with tumor 146206 1.46206 x105 243.5090 ± 39.3731  

Patient 
17 

Clear Label 8852596 8.852596 x106 17.1913 ± 45.4955  
Label with tumor 75404 7.5404 x104 279.9906 ± 49.1193  

Patient 
18 

Clear Label 8831696 8.831696 x106 37.5604 ± 103.4473  
Label with tumor 96304 9.6304 x104 390.8695 ± 40.2213  

Patient 
19 

Clear Label 8823355 8.823355 x106 75.8865 ± 180.9212  
Label with tumor 104645 1.04645 x105 649.1030 ± 55.8957  

Patient 
20 

Clear Label 8829763 8.829763 x106 9.3929 ± 32.4282  
Label with tumor 98237 9.8237 x104 229.8103 ± 44.2263  

4. Conclusion 

The aim of this article is to develop a 3D reconstruction and 
quantification approach to facilitate physician surgical planning 
and tumor volume calculation. The three-dimensional model of 
the brain tumor was reconstructed from a given set of two-
dimensional brain slices (axial, coronal, and sagittal). In the slices 
containing tumors, the improved Optical Scanning Holography 
(OSH) method helped us to extract the maximum component in 
phase, and at the same time an Active Contour Model (ACM) was 
applied to this area of interest to perform a faster segmentation of 
the region corresponding to the tumors in each slice. We obtained 
satisfactory results with different active contour models with 
different similarity parameters on database images (BRATS 2019 
and 2020), compared to several state-of-the-art brain tumor 
segmentation methods. 

The application of this method does, however, present a 
number of limitations. Firstly, integration with existing diagnostic 
and processing systems can pose challenges, particularly with 
regard to the compatibility of data formats and communication 
protocols. In addition, the quality and resolution of MRI images 
are crucial to the success of the method. Low-quality images can 
result in imprecise segmentation and inaccurate 3D reconstruction, 
compromising the accuracy and clinical utility of the method. 
Therefore, high-quality images and resolution of integration 
issues are essential to maximize the effectiveness of this approach 
in a clinical setting. 

To improve this method, it is necessary to validate its efficacy 
more widely and robustly in a variety of clinical settings. In the 
future, it will be necessary to refine the technology for greater 
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accuracy, improve the quality of MRI images, and ensure 
seamless integration with other tools for diagnosing and treating 
brain tumors by resolving data compatibility issues. These efforts 
will open up new prospects for research and innovation in this 
field. 
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