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A resume is a prevalent and generally employed method for individuals to showcase their
proficiency and qualifications. It is typically composed using diverse customized, personalized
methods in multiple inconsistent formats (such as pdf, txt, doc, etc.). Screening candidates
based on the alignment of their resume with a set of job requirements is typically a labori-
ous, challenging, time-intensive, and resource-intensive endeavor. This work is crucial for
extracting pertinent information and valuable attributes that indicate acceptable applicants.
This study aims to improve the candidate career-matching process for human resource (HR)
departments by implementing automation and increasing efficiency. Machine learning (ML) and
natural language processing (NLP) techniques are applied to infer and analyze comparative
semantic resume attributes. Using semantic data comparisons, the ranking support vector ma-
chine (RankSVM) algorithm is subsequently applied to rank these resumes based on attributes.
RankSVM detects tiny differences among candidates and assigns unique scores, resulting in an
improved ranking of candidates based on their suitability for job requirements and from the
best to worst match for the vacancy. The experiment and performance comparison results show
that the proposed comparative ranking, which relies on semantic descriptions, outperforms the
standard ranking based on regular scores in distinguishing candidates and distributing resumes
across the ranks with an accuracy of up to 92%. Eventually, we obtained a list of the top ten
candidates out of 228 technical specialists’ resumes.

1 Introduction

This paper is an extension of work initially presented at the
2022 14th International Conference on Computational Intelligence
and Communication Networks (CICN) [1], which improves the
candidate-career matching process. In the beginning, the Internet
has played a leading role in several interactive communication fields.
It has become crucial for job seekers and employers to find distinct
candidates for their vacancies. Nowadays, job applications are
predominantly conducted via online job portals or services. The
job requirements are published by a human resources (HR) officer,
while candidates upload their resumes via a specialized recruitment
website.
Subsequently, the process of selecting an appropriate candidate for
the job requirements requires time and human effort. Recruiters
search available resume databases using a job-related keyword to
select pertinent resumes for a specific job, but the traditional engine
search is based on keyword filtering techniques without understand-
ing the related semantic information of different resumes. This can

lead to similar resumes, which may not be closely related [2].
For example, in the technical domain (computer-related technolo-
gies), special information and common resume features such as
skills, tools, and technologies may exist in the same single domain
as computer science. Therefore, the capability of extracting all of
these special skills and attributes can distinguish each resume from
the others resumes, which is usually performed manually and is
preferable to be partially/fully automated because it is an important,
complex, and time-consuming task within any HR [3].
A resume is a document, either in printed or electronic form, that
presents job-related knowledge and information to employers. The
resume includes personal information, education information, work
experience, technical skills under hard skills, leadership, creativity,
time management, qualifications, and preference sections under soft
skills. Each is written openly based on the author’s personality and
writing style. Furthermore, a resume typically comprises a docu-
ment in which the information is presented in various file formats
and structures. Therefore, it is probable that the format and content
of numerous resumes submitted by applicants vary, necessitating a
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review, evaluation, and filtration process to ensure improved candi-
date selection. HR job sections may, therefore, encounter difficulties
and challenges when attempting to extract useful information and
select potential candidates.
It is, therefore, imperative to keep pace with the astounding ad-
vances in machine learning (ML) technologies, as computing power
becomes challenging when job requirements require further analy-
sis and re-filtering of resumes by setting more precise criteria for
extracting relevant resumes.
Much research has been done in resume analysis, including classi-
fication, summarization, and extracting information using various
techniques such as ML, natural language processing (NLP), and On-
tology. Such research efforts have faced many problems regarding
the accuracy of selecting the most eligible candidates’ resumes. Ex-
tensive resume analyses and further research studies are still needed
to address these problems.
In this work, we aim to assist HR officers in improving the extrac-
tion, filtering, and selection of the most job-suited resumes in an
automated and more accurate manner based on analyzing semantic
resume attributes using NLP tools. Our contribution considers two
groups of per-attribute semantic descriptions used for each resume
as relative and comparative labels. This comparative description is
more precise and informative than categorical descriptions. How-
ever, comparative labels must be derived from all possible compar-
isons between every two resumes per attribute. Moreover, using a
ranking method like the ranking support vector machine (RankSVM)
algorithm [4], results in discriminative ranking for all resumes per
single attribute, per multiple attributes, or by all attributes.
The rest of this paper is organized as follows. The following sections
2, 3, 4, and 5 presents background in brief, the process of extracting
information from resumes and candidate-career matching, relative
and comparative descriptions. In addition, the motivations, the
research paper question, and the work objectives. A reference to
related works on resume analysis that employ various methodolo-
gies and strategies is provided in section 6. Section 7 subsequently
provides a comprehensive outline of the methodology employed
in this study and the proposed approach. After that, in section 8,
the dataset, the experiments, and the results are described in detail.
The paper is concluded in the 9 section, and in the 10 section, we
suggest directions for future work.

2 Background

A brief background on candidate-career matching, resume parsing,
and the information extraction process will be given in this section.
Then, the relative and comparative descriptions will be highlighted.

2.1 Candidate-Career Matching

Job/career matching is an operational issue that is ever more impor-
tant in every society. A candidate-career (job-candidate) matching
task aims to assign the right job to the right candidate (applicant).
Candidate-career matching is a tedious process that HR officers
carry out. There are so many resumes to analyze in a limited time,
with a lot of work to pass through each candidate’s application and
identify the best matches for the job. Hence, unfortunately, any

possible negligence in this process may lead to the wrong candidate
being put in the wrong job by a human mistake [5], which in turn
can cause a loss for both employers and candidates.
There has been a rapid increase in jobs and employment in recent
years through numerous internet recruitment platforms. Moreover,
nowadays, because of the COVID-19 pandemic, millions of em-
ployers and job seekers would prefer or be obliged to conduct their
hiring or job-seeking attempts besides job interviews through an
online recruitment platform [6].
In [7], Russell stated, ”Core personality is made up of traits that
have been conditioned over many years. Such traits are critical
in assessing a candidate’s ability to perform virtually any aspect
of any job”. He also stated in the candidate’s selection process,
”The selection process is clearly the most critical and controllable
variable in the development of a productive and successful work
team.”
The proper match between the candidate and the job is crucial for
HR in hiring the right candidates, and it is also beneficial for those
candidates to avoid involvement in work that is not right for them.
As a result, increasing the matching process of candidates with
occupations through proper resume selection and analysis is crucial
for improving accurate applicant employability and developing a
successful employment process, which in turn helps enhance em-
ployee job performance.
Three factors can affect a person’s job performance capabilities
as mentioned in [8], which can be valuable and insightful for this
research work:

1- Organization Match
The degree to which a candidate’s attitudes, values, ethics, and
grooming match those required by the job is called an organiza-
tional match. Face-to-face interviews are commonly used to assess
these factors. However, relying solely on face-to-face interviews
is risky. The halo effect is an issue that occurs when interviewers
see a part of themselves in a job candidate. On the other hand, the
opposite of the halo effect is another potential pitfall of the interview
process: unconscious bias. The more a candidate differs from the
interviewer, the more conscious effort the interviewer must make to
view the candidate positively or neutrally.

2- Skills Match
The degree to which a candidate’s educational background, tech-
nical skills, previous job experience, and specific expertise match
those required for the job is referred to as a skills match. Many job
positions necessitate specific sets of knowledge or technical skills.
According to research, those in charge of selecting these positions
are frequently biased toward believing that expertise and intelligence
are significant. However, more than expertise and skill intelligence
are required. According to job matching research, people perform
better when fully engaged in the challenges of the job.

3- Job Match
Job match is a major component of a candidate’s success on the
job. It refers to how much a person’s cognitive skills, such as how
fast and effectively they learn. Interests include whether a person
desires to work with people, data, or things and personality, such as
the ability to be part of a team, make decisions, manage clients, etc.

All three factors or cornerstones of job performance are essential
in matching the candidate to the job. Therefore, in this research, in-
spired by these pivotal factors, we focused on the applicant selection
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process based on the job requirements by analyzing semantic at-
tributes provided in their resumes and finding the differential aspects
between them.

2.2 Resume Parsing and Information Extraction

Resume parsing is the automated extraction of information from
websites or inconsistently formatted documents, such as resumes,
using complex pattern matching or language analysis tools. This
procedure aims to create a possible recruiting database in various
formats [9].
Resumes can contain semi/unstructured text, vary in information
type, order, and writing style, and represent various file formats
(’.txt,”.pdf,”.doc,”.docx,”.odt,”.rtf,’ etc.). A resume is typically di-
vided into sections reflecting the candidate’s competencies. Due to
this diversity, resumes are difficult to parse, and extracting useful
information is challenging. The recruitment or HR staff spends
significant time and effort parsing resumes and extracting relevant
data [10]. So, it is crucial to have an accurate parsing system for the
resume section. To effectively and efficiently analyze the data from
various forms and structures of resumes, the automation model must
not rely on orders or types of information [11].
Information extraction (IE) technologies, such as NLP, take natural
language text as input and help analyze the text efficiently and effec-
tively to discover valuable and relevant knowledge that can be used
to produce usefully structured information.

Since resumes are written in human languages, the computer
used to parse candidate resumes must be constantly trained and
adapted to deal with human languages and different expressions in
the writing of resumes. The capabilities of machine/deep learning
techniques, considered among the most effective approaches under
the artificial intelligence (AI) umbrella, allow a model to learn pat-
terns in data without being programmed [12]. Furthermore, NLP
can also be employed for such purposes and used to understand hu-
man language in resumes and extract useful information embedded
in them.
NLP can be described as using computational methods to process
free text in spoken or written form, which serves as a mode of com-
munication commonly used by humans [13]. The main objective of
NLP is to analyze unstructured text and represent its meaning using
pipeline processing steps. These processes operate at two levels:
the syntactic level, which deals with the structure and grammar of
the text, and the semantic level, which focuses on the meaning and
interpretation of the text. The syntactic level involves dividing the
raw text of a document into sentences using a sentence segmenter.
Each sentence or statement is then further divided into words and
punctuation, known as tokens, using a tokenizer. Subsequently,
every token is assigned part-of-speech tags (such as nouns, verbs,
adjectives, adverbs, etc.), which will play a significant role in the
named entity recognition (NER) process. This step identifies all oc-
currences of a specific entity type in the text. The final step involves
using relation recognition to search for possible links between the
different entities in the text at the semantic level, where each word
is analyzed to determine the meaningful representation of the sen-
tence [14]. Figure 1 shows the architecture for a simple information
extraction system.

We have this background to use as a basis for our goal. To

improve the process of matching candidates to job requirements, we
propose a new approach that differs from existing work on the topic
of resume analysis, where many of these existing related works will
be reviewed in detail in section 6. Unlike traditional approaches,
our proposed approach aims to enhance resume analysis using com-
parative descriptions. This involves extracting relevant information
from resumes using ML and NLP techniques. These comparative
descriptions are expected to be more precise and informative in
distinguishing between resumes based on their semantic attributes.
Previous research in various domains [4, 15], and [16] has shown
that such comparative descriptions are superior to other forms of
description.

Figure 1: Simple pipeline architecture for an information extraction system [17]

2.3 Relative and Comparative Description

The parsing may fail and not extract high-quality data. If the search
is more specific in describing job requirements, the search in most
approaches is typically achieved based on an exact match of the
search keyword or an explicit, predefined list of related words.
However, other valuable implicit and semantic information is not
analyzed or considered in the resulting retrieved data, which HR
officers can usually infer and consider while manually searching and
selecting candidates. Therefore, to fill this semantic gap between
how humans and machines analyze resumes, we propose a new
method to define several semantic attributes that describe different
aspects of the process, like personal information, education level,
experiences, certifications, etc. These semantic attributes may be
explicitly or implicitly included in a resume. We need to parse them
by searching keywords and giving each attribute a set of descriptive
comparative labels demonstrating its significance.

Such semantic attributes can either be binary attributes associ-
ated with categorical labels or relative attributes associated with
comparative labels [4]. Categorical (absolute) labels can be defined
as nameable descriptions used to describe semantic attributes, such
as education level, which can be labeled with any of the categories
(BSc, MSc, Ph.D., etc.). Relative attributes are used to describe the
degree of presence using labels such as “Very high,” “High,” “Aver-
age,” “Low,” “Very Low,” and “None.” Whereas comparative labels
are named descriptions used to describe only relative attributes;
for instance, they can be used to describe the education level of
one resume based on the comparison with the education level in
another resume. In other words, these labels describe the degree
of comparison of relative attributes, using suitable labels such as
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“Much higher,” “Higher,” “Same,” “Lower,” and “Much lower.” The
proposed relative attributes are expressed using a bipolar five-point
scale from 1 to 5. Corresponding comparative labels are assigned
on a scale from 2 to -2. such that 2 is associated with the “ Much
higher” label, while -2 is associated with the “Much Lower” label.
Thus, the relative attributes can represent the strength of the mea-
sured attributes but can also be comparable, making it easier to
more accurately differentiate the minor underlying differences in
the descriptive attributes between one resume and another [18].
As indicated in [19], there may be several expected advantages to
describing the resume features in a relative (comparative) format:

1. It makes resume descriptions clearer and more meaningful
(for example, resume A is better than resume B).

2. It enables comparisons with a reference resume object (e.g.,
resume A is higher than Asrar’s resume).

3. It makes attribute-based searching more efficient (e.g., search
for a much higher resume with respect to skills).

3 Motivations
In our lives, getting a job that fits our ambition, qualifications,
and abilities is very important, as matching our experience and
knowledge with the job opportunities increases the efficiency of our
production and progression in the labor market.

Since the advent of the Internet and the accelerating increase
in online employment opportunities, matching candidates with job
requirements is a tedious process that takes much time, effort, and
cost to achieve. With many candidates seeking jobs, the need for a
workforce increases to sort and analyze their resumes and choose
the most suitable with high accuracy. For instance, when only two
vacancies are required, and the applicants are more than a thou-
sand candidates, each has his resume written differently to suit his
thinking and how he presents his qualifications. It is often an in-
consistently structured document that is difficult to analyze with the
required accuracy automatically, ensuring distinguishing and the
candidate matches the job from hundreds of others.

Proposing a comparative description-based approach adds to the
existing resume analysis works a new viability expected to increase
the current accuracy and efficiency of the selection of the candidates.
It differs from merely comparing one resume with the other using
traditional comparison methods. It compares the attributes of all
resumes with each other based on a range that contains five points,
making the selection and differentiation process for resumes more
precise and informative.

4 Paper Research Question
Does the resume analysis based on semantic attributes described
using comparative descriptions along with NLP and ML techniques
can improve the process of candidate-career matching and selection?

5 Objectives
The main objectives of this work can be summarized as follows:

- To assist HR officers in improving the extraction, filtering,
and selection of the most job-suited resumes in an automated,
more accurate manner.

- To enhance existing work on resume analysis and candidate-
career matching.

- To extract and organize the resume information related to
a group of semantic attributes using relative /comparative
semantic descriptions.

- To score the resume using initial relative labels and then
compare them using comparative labels based on evaluation
metrics for each semantic attribute.

- To rank resumes per attribute and then per all/some attributes
based on comparative descriptions by matching the extracted
semantic attributes from the resume to the job requirements.

- To improve the accuracy of candidate selection based on more
accurate comparative descriptions, enabling the detection of
tiny differences between candidates.

6 Related Work
Much work has been published on automatically extracting and
analyzing information from resumes to improve candidate-career
matching and selection. While many techniques and approaches are
used in unstructured resume analysis, most researchers focus on ML
and NLP to extract entities from resumes to ensure the best match
between applicants and job requirements.

6.1 Resume Analysis and Candidate Selection using
NLP

Regarding resume analysis and the selection of candidates, in addi-
tion to the job domain allocation process and the classification of
applicants in the field of ML and NLP techniques, several research
studies have been summarized from 2018 to 2022 since they were
interested in the current research scope, as will be illustrated about
the studies [10], [20]–[43]. Started with [20], targeted at the chal-
lenge of resume data extraction using supervised and rule-based
methods, which rely on hierarchical knowledge and large amounts
of labeled data that are overly difficult to collect. They proposed a
two-step of resume information extraction method. First, lines of
raw resume text are segmented using a Naive Bayes (NB) classi-
fier, which predicts each phase label in the resume. Second, after
reducing text noise, term frequency-inverse document frequency
(TF-IDF) cosine similarity is computed, and K-means clustering
shows the resume attribute cluster. Writing style is a new feature
proposed, whereas each line’s writing style comprises a word index,
punctuation index, lexical attribute, and classifier prediction results.
So, in the second step, the writing style is utilized to determine
each semi-structured text relevant block and module components
to get the structured resume text. The technique is practical and
efficient, as demonstrated by experiments on a real-world dataset on
information technology (IT) professional resumes.
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To create a model that could extract valuable information from
resumes, the authors of [21] used both Rule-based and Deep-
learning approaches. Their work focuses on Vietnamese resume
files in the IT domain. The approach of this study contains 4 phases:
First, text segmentation; second, named entity recognition (NER);
third, a combination of convolutional neural networks (CNN), bidi-
rectional long short-term memory (Bi-LSTM), and conditional ran-
dom field (CRF) to find name entities, and finally, text normalization.
Above 81% accuracy in NER is a significant achievement for their
model. This work demands a lot of time and people if they want an
extensive enough data set.

In [22], the authors explained the proposed system used, which
improves the decision-making process regarding candidates, as it
consists of multiple modules: the section-based segmentation mod-
ule, the filtration module, and the category-based matching module.
They deal with the problem of selecting candidates who match the
job requirements, and the human resources staff also exerts man-
ual effort. They also addressed the issue of extracting information
from unstructured resumes. The system uses an ML algorithm to
build the applicant learning model and NLP to extract information.
Note that this work covers resume analysis with all its sections and
information like personal, education, experience, technical skills,
internship, hobbies, etc. However, a limitation of the system is the
absence of a research sample to evaluate the accuracy and efficacy.

In [23], they addressed two issues; the most significant was ob-
taining employer-interesting information from resume content. The
second issue is structuring resumes automatically for database entry.
They constructed a computer software that answers any question
about resume content. A question is posed as a string of keywords
that may not need to be grammatically correct. The response is
supplied as a text block or a single resume clause. Their process of
resume-text processing has four steps. Convert a resume from Word
or PDF to text by Tika system, identify text keywords, create two
directories, each with a ¡key, value¿ pairs, and finally, text diapason
definition. This paper gives examples of resume text extraction to
answer arbitrary queries. Their approach allows for a structured
resume through clustering and keyword labeling. The shortcoming
of these methods is that they apply to process only any short text.

The study in [24] developed a web application that predicts the
best resumes for a particular job description. The web app’s design
has two types of users: candidate and recruiter users. On the candi-
date side, the SpaCy model and regular expression (RegEx) of NLP
extract different sections of data from the uploaded resume. On the
recruiter side, Job descriptions, like resumes, must be scanned and
parsed to extract essential data. Then, the TF-IDF cosine similarity
compares a candidate’s resume to the job description. Finally, the
output is a ranked list of applicants based on total resume scores
visible only to the recruiter. There were problems with parsing
unstructured resumes; the candidate’s education years were added
to their job experience years, which were calculated. So, the appli-
cant had to provide manual input for their job experience to count
toward their overall resume score, in addition to the web application
problems in working on .doc files only.

To avoid the time-consuming and redundant process of man-
ually allocating projects to new hires by opening and analyzing
their resumes one by one. In [25], they discussed developing and
implementing a resume classifying application that uses NLP to

obtain only the essential and relevant information. In addition, an
ensemble learning-based voting classifier consisting of 6 individ-
ual classifiers to classify a candidate profile into a suitable domain
based on his interest, work experience, and expertise mentioned
in the profile. The resume classifier application produces a bar
graph showing candidates’ suitability for various domains. The
model uses Stack-Overflow REST API topic modeling techniques
to add a new domain to the list of domains if the candidate profile
fails to meet the confidence threshold value. The model results are
encouraging, and their studies are distinguished by their focus on
IT.

In [26], the authors offered a two-step process to rank applicants
according to how well they match the requirements of a job vacancy.
The first step is to create a resume parser that extracts complete
information. This parser is a web app. In the second step, they
employ bidirectional encoder representations from transformers
(BERT) as sentence pair classification to rank job candidates based
on matching the job descriptions by using a candidate’s past resume
experience descriptions. Their experiments first extracted LinkedIn
resume text into predefined sections and achieved 100%

In [27], they created a resume analysis and position recommen-
dation system that included competitiveness, personality traits, and
job recommendation analysis with resume diagnosis. The diagnosis
function uses ML and text mining to analyze the user’s uploaded
resume. It helps job applicants understand their competitiveness
in the market and generates a list of recommended job openings
based on their resumes. Job-seekers and companies immediately
summarize their analysis results in reports and charts for job fairs.
The job vacancy recommendation results were evaluated using a
questionnaire survey on the applicant side. The experimental re-
sults confirmed that the job vacancies recommended by the created
system met the expectations of job candidates.

One research work using NLP techniques for extracting infor-
mation from legal documents is [28]. They have suggested using
open information extraction from legal documents. Open informa-
tion extraction involves extracting data from large datasets without
a predefined data set. A sample case from the indiankanoon.com
website is put into the system as a text document. As a first step,
they performed data cleaning, including removing ambiguities, tag-
ging different parts of speech (POS), chunking names, recognizing
them using NER, and extracting relationships between them. No
numerical results demonstrate the efficiency and accuracy of their
proposed approach.

As the traditional recruitment process lacks speed and accuracy
in selecting the best match of candidates for the job, a new model
was proposed by [29]. They used the NLP method to summarize
resumes in different formats by extracting important information
for the job requirements focused on the technical skills and listing
each summarized resume in a .txt file. The summarization model
specification consists of four integrated modules implemented in
Python: conversion, extraction, general, and resume list. The re-
search concluded that the auto summarization model of resumes
is not an efficient solution because it might not work well in all
industries regarding the different skill sets needed in the different
areas of recruitment.

In [30], they suggested an automated method for ’resume cate-
gorization and matching’ to speed up the candidate selection and
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decision-making process and further overcome obstacles to the
proper screening of candidates. Their model is built on ML, which
makes resume recommendations to HR based on job descriptions.
This model works in two phases: extracting the features using NER
of NLP and then classifying the resumes into the correct categories
using LinearSVM—moreover, finding similarities between the re-
sume and the job description using TF-IDF cosine similarity. The
authors demonstrated the result of their model in the resume classi-
fication phase, with an accuracy of 78.53%.

Traditional hiring requires manual resume screening, which
takes time and energy. Advanced machine learning-based NLP au-
tomates the resume screening and hiring process in this paper [31]
by extracting entities from resumes using SpaCy and NER models
and generating a graph showing each resume’s score. The model is
evaluated on 20 resumes, and the predicted summary resumes are
saved as .txt files for each. The experiment achieved an F1-score
of 91.35, a precision of 90.14, and a recall of 92.60. Their entity-
recognized model achieved a 91.35 F1 score, 90.14 precision, and
92.60 recall.

In [32], they proposed a resume parser system using NER of
Stanford CoreNLP and pattern matching to convert the resume data
into a structured format and extract information about the candidates
for the recruiting process. Based on skills extracted using TF-IDF
and logistic regression classification techniques, the system pre-
dicted the candidate’s genre, such as computer science, accounting,
finance, statistics, business development, etc. The experiment was
conducted with 100 resumes from students and job seekers from
various universities. The result of the overall resume prediction
accuracy of their system was 91.47%.

In this proposed system of [33], the authors made the entire
enlistment process more practical and economical. As a result, they
have put in place a system that compares applicants’ resumes with
job descriptions and displays the similarity percentage. Cosine sim-
ilarity is the basis of the system under consideration. The NLP
technology extracts the knowledge and vital abilities required for
the specific employment position. It shows the recruiter the candi-
dates’ similarity results, which aids in selecting the best candidates.
Additionally, candidates are ranked based on their similarity score
to obtain the most cost-effective outcome possible. HR departments
would reduce their burden if the system were implemented across
various industries with a high demand for qualified workers.

Because resumes are unstructured, human-written documents, it
is urgent to understand the context of the words. So, in [10], they
addressed the problem of the time and effort expended to analyze
and extract information, especially the parser of special skills from
resumes. They proposed semantical and contextual rich IE using the
advanced NLP library SpaCy, which has a feature called ”Phrase
Matcher.”. Their approach identifies a table or dictionary with the
various skill sets, parses the resume to search all skill sets, and
counts the frequency of those words of different categories. To
select the appropriate candidates, they used the Matplotlib tool to
represent the information visually after parsing. From 250 resumes
and job requirements specified in the dictionary used in the result,
they found two candidates’ resumes satisfying the job requirements.
Note that their research was limited to extracting special skills from
the resume, which is only one of several other important parts such
as experience, education, etc. Therefore, selecting candidates is

done visually, not using ranking algorithms.

In [34], they developed a job portal where employees and ap-
plicants can post their resumes, making recruiting easy and efficient.
Their portal aids in the organization of resumes according to the
needs of specific employers. Also, they used data from social media
like Linkedin to help recruit high-quality candidates worldwide
while avoiding unfair and discriminatory practices. The result
involves converting resumes from /pdf/doc/RTF to plain documents
and tokenizing data entities using optical character recognition
(OCR), NLP, and ranking algorithm tools. When comparing ex-
tracted entities and needed keywords, resumes were ranked based
on their technical skills, and the results were supplied in the form of
a pie chart and bar graph.

The research work of [35] was to develop a system that auto-
mates the eligibility examination and evaluation of candidates in
recruiting students for job vacancies or higher education programs.
This system handles the manual analysis of resumes with all its
tedious tasks and provides accurate and practical evaluation results.
They used ML approaches, NLP, and three classification algorithms
to implement the system. The evaluation of this work was divided
into several steps conducted on personal information, professional
experience, academic background, and soft and technical skills.
The results obtained in the classification are cross-validated by the
results of online video interviews. This work used acceptance cri-
teria for candidates based on the scores given after extracting the
attributes, which, as a result, is an indicator in which resumes are
classified between acceptable and rejected. Hence, this is what
mainly differs from our proposed approach, which systematically
ranks the candidates starting with the most matching the job require-
ments based on relative and comparative scoring instead of merely
judging them with binary labels like (acceptable or rejected).

In [36], the authors address the problem of resume analysis and
the complex use of the parser when supporting languages other
than English. They used ML techniques in the context of NLP
that achieved high accuracy in extracting information from resumes
in an arbitrary format and five different languages. They created
a system with many interconnected models, using state-of-the-art
NLP models as a basis. Their approach used a new deep model
architecture for sequential input data, called a transformer, with
parallel processing of the input sequence in the form of the BERT
language model. BERT is designed to learn deep bidirectional rep-
resentations on unnamed text. Their models extract and categorize
relevant resume sections (personal information, skills, education,
previous job) and corresponding specific information at the lower
hierarchical level (names, dates, addresses, competencies, etc.).
Models were evaluated on a data set of 1,686 resumes. For Norwe-
gian, Swedish, Finnish, Polish, and English languages, the system
achieves F1-scores of 0.86, 0.88, 0.86, 0.87, and 0.82 at the section
level, respectively, and 0.75, 0.80, 0.80, 0.81, and 0.83 at the item
level, respectively.

One of the essential parts of a resume is the educational qualifi-
cations section, which captures the knowledge and skills relevant
to the job. In [11], they solved the problem of a large amount of
annotated data required to determine educational institutions’ names
and grades from a resume’s education section. They proposed a
semi-supervised model for accurately identifying degrees and insti-
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tute names on a resume based on NER. It consists of CNN, word
embeddings, and BI-LSTM. This model is used to predict unclas-
sified education section entities and is corrected using a correction
unit. This model was evaluated on 500 training and 50 test resumes,
achieving an overall F1-score of 73.28 and an accuracy of 92.06%

Higher-level skills can be deduced from lower-level ones, and
vice versa, rather than simply pulling out terms associated with
competence. Extracting skills is a vital step in developing job rec-
ommendation systems. In [37], they proposed using CNN to create
an explainable model that can extract high-level skills from resumes
in their raw text format. The resulting model can predict the high-
level skills mentioned in a resume and highlight the underlying
low-level skills that led to that prediction. Experiments were con-
ducted on anonymous IT resumes collected from various websites.
The overall model achieves 98.79% recall and 91.34%, and more
than 99% accuracy for specific skills.

In [38], they have proposed a two-stage embedding-based recom-
mender system for matching available jobs with suitable candidates.
A component for candidate retrieval using fused embedding and
a module for fine-tuning and reranking candidates. Deep learning
using CNN, representation learning, job-skill information graph,
and geolocation calculator are fused for the job and candidate em-
bedding. They have also implemented the Faiss index for clustering
and compressing embeddings, which allows conducting runtime
nearest neighbor searches. The final ranking score is calculated
by a weighted linear equation that aggregates the first-stage rel-
evancy score and contextual job and candidate features. Their
job-to-candidate matching system has a satisfying title, description,
requirement, and location-matching quality results. Their system
has vastly improved the matching quality between jobs and appli-
cants.

Discovering top candidates with few resources in a short time is
the most pressing problem facing businesses today. In [39], the best
candidates could be ranked using content-based suggestion, which
employs NLP techniques to parse resumes. With an average parsing
accuracy of 85% and a scoring accuracy of 92%, the system per-
forms effectively. In addition, cosine similarity is used to discover
the resumes most relevant to the job description provided, and the
k-nearest neighbor (KNN) algorithm is used to select and rank Job
applications.

People may have a better chance of finding jobs that will allow
them to have a good life if they have the education level appropriate
for the professional environment. In support of the impact of educa-
tion on job applicants, the authors of [40] addressed gaps between
the job market, job seeker, and educational institution skills. Re-
cruiters want to check resumes for required skills automatically. Job
applicants want to know what skills must be added to their resumes.
Educational institutions recommend study programs and assist stu-
dents in ensuring their courses cover job posting skills. Since all
three of these users have skills in common, they made an app called
”Skill Scanner,” which uses NLP techniques to analyze, vectorize,
cluster, and compare skills. It then makes reports with statistics
and suggestions for all three users of which skills are covered and
missing. They analyzed the master’s program in data science and
data scientist positions from Indeed.com and Kaggle.com. As part
of a questionnaire, 108 representatives from their three parties were
provided reports generated by Skill Scanner. Most users report that

their solution improves the efficiency, speed, fairness, explainability,
autonomy, and support of skill-related processes. They proved that
89% of those who tried out their recommendation system had no
problem using it.

Categorizing job applications received as resumes against open
vacancies requires a significant amount of time and effort from an
employer. This study [41] aims to develop an automated resume
classification system (RCS) that classifies resumes according to their
job categories. This study’s main contribution is in preprocessing
the resumes to a corpus and extracting vectorized representation
using NLP techniques appropriate for classification tasks performed
by ML algorithms. This work was evaluated on three extraction and
representation techniques and nine ML classification models. The
TF-IDF vectorizer was the best at extracting features and representa-
tion, and the SVM classes performed exceptionally well on parsed
resume datasets with more than 96% accuracy.

In [42], authors introduce I-Recruiter, an intelligent decision sup-
port system (IDSS) for screening resumes and identifying the most
qualified applicants for available IT sector vacancies. The semantic
similarity between a resume and the job description determines an
applicant’s ranking in I-Recruiter. It provides information about the
best applicants so that the hiring process can move forward. ML and
NLP constitute the core of the system’s functionalities. The essential
components of this system are the training, matching, and extracting
phases. The training block produces domain-specific word embed-
dings that have been trained. At the same time, the matching section
identifies top candidates by comparing resumes and job postings for
semantic similarity. In the last phase, It extracted some primary data
on the top applicants. I-Recruiter showed excellent results, with an
average accuracy of 96% and a short amount of working time.

Recently, In [43], they use NLP to extract useful information
from resumes. The system will then go to the person’s profiles on
LinkedIn and GitHub, scrape information from those sites, and feed
it into the ML Models to make a more accurate prediction. The
first ML model, either KNN or SVM, predicts what kind of job role
their resumes are best suited for it. The second model recommends
improving their resumes by using cosine similarity, which compares
the user’s input to the model’s prediction. They proved that the
accuracy of the models ranges from 78% to 98% depending on
the datasets utilized, the learning methods’ complexity, and the
dataset’s size.

Several studies like [44, 45, 46, 47, 48, 49], and [50] suggest
using ontology-based knowledge for resume parsing, an ontology is
a knowledge base representation that can generate a semantic model
of data connected with specific domain knowledge. Furthermore,
ontology is utilized to define linkages between various types of se-
mantic knowledge in a domain. Semantic web models use ontology
to define the meaning of target data, information, or knowledge. The
most fundamental comprehension of the semantic web is surpassed
by ontology, which provides the ability for standard reasoning,
typically based on the specification of inference rules. Ontologies
let users organize information in taxonomies of concepts and their
attributes and describe how these concepts relate to each other
[51]. The authors of [52] say that there are two main reasons to
use ontologies: to help people and software agents understand how
information is structured and to make it possible to reuse existing
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domain knowledge.
In [44], a resume ontology based on skills was created, which

refers to the most necessary parts of a job to see how well the
applicant matches the job description. Applicant and job profiles
were annotated with a common vocabulary. The semantic concept
similarity algorithm was modified to accurately compute and rank
matching scores between profiles when a query was run. Based on
the results of the system’s experiments, the approach improved the
search matching accuracy.

The author in [45] built an ontology that contains the most impor-
tant factors to consider while hiring for IT positions. The primary
purpose of the proposed approach is to reduce errors in the first
stage of personnel selection by manually filtering hundreds of re-
sumes/profiles to choose applicants for interviews. Their suggested
system consists of a mobile application that automatically chooses
online profiles from professional websites (like Indeed, LinkedIn,
and Monster) and ranks them to eventually display the appropriate
candidates for a given vacancy to the recruiter. They created an
ontology focused on resume skills to match candidate resumes to
job description requirements. GATE and Apache Tika tools were
used to automatically extract skills from unstructured resumes in
the implementation’s first step. The specified information will be
used to construct a structured RDF document, saved in a triple store,
and queried for each job offer.

A supplement work that used the ontology for resume analysis
is presented in the proposed research of [46]. The authors used text
mining and ML tools to make an effective company recommender
system (CRS) that could help recruiters find the best candidate for a
given job title. Because the data to be extracted is unstructured, the
authors used traditional and ontology-based information extraction
strategies. Candidates for IT organizations were classified into
three categories: low, average, and high, based on their rating score,
which was interpreted as their competency level in the programming
language mentioned in their project description, according to the
model proposed. Finally, the organization can use the ranking to
select the best possible candidates for the job openings.

The exploration in [47] also sought to address the issue of ana-
lyzing unstructured resumes. In addition to the limited availability
of language dictionaries and the complexity of Polish linguistic
dependencies, this drives their interest. The proposed prototype
designed a hybrid resume parser service using text mining algo-
rithms to extract information from Polish resume documents for
IT recruitment. The resume parsing system combines three NER
tools (Liner2, Nerf, Babelfy) with the anchor NER service and
dictionary methods such as Fuzzy Dict and Competence Lexem.
The proposed system also included a promising CRF method. Data
from an IT recruiting firm was used to conduct the research, and
the results showed that the hybrid approach proposed improves
single results obtained for detecting educational institutions. The
result of the combined tools (hybrid approach) was more than 60%
better than the best single solution (30.92% vs. 19.23% for Babelfy).

The authors in [48] have considered the effects of ontology-based
use in the resume search system for job applicants. They provided
an ontology structure for representing resume and job description
(JD) contents, extracting information from collected resumes and

JD using OCR, and classifying extracted information using an
unsupervised approach called computer science ontology (CSO)
classifier. This ontology searches resumes for job skills that match
JD criteria. The challenge of candidate ranking in an automated
recruitment system is solved using ML and NLP. This solution is
based on an IT ontology called Job-Onto. Moreover, the planned
system is implemented as a recruiting website that helps candidates
and employers find opportunities and streamline their recruitment
processes. The suggested recruitment system uses automated re-
sume ranking based on criteria, with the recruiter controlling the
weighting. Each time a job is posted, the system calculates the
resume correlation score for each candidate. This score is the sum
of their domain skill, general skill, and soft skill matching scores.
Finally, a list of the best resumes for the front-end engineer job is
shown. The proposed method proved effective in finding resumes
that correspond with a particular JD in the IT industry, according to
test results.

In [49], the authors proposed an approach to improve selecting
the best candidates, including three primary processing steps: text
extraction, text block classification, and resume facts identification
via NER. A custom-built ontology is used to augment the extraction
of technical skills. This research is unique because it focuses on
many areas, including diversity and improving electronic recruit-
ment re-usability. However, there are no numerical findings for the
accuracy they intended to improve in extracting information from
personal resumes.
Every job has distinct requirements: some require the most ex-
perience, education, or skills. Finding the proper applicants in a
large resume pool is difficult, especially when we are looking for
specific skills. So, in [50], their goal is to create a system to analyze
resumes and job postings based on how well they match one another.
Then, rank them in ascending order of score. They used ruled-based
methods, developed their own ontology to facilitate matching and
scoring, and employed NLP methods for information extraction.
Their ontology contains 37493 distinct nodes, and 54632 relations
were created. They did real case studies to evaluate the AI scoring
and other features. For actual job vacancies, recruiters and the
system simultaneously searched for candidates. The system’s top
candidates were ranked.

Finally, we highlighted a study that focused on sentiment anal-
ysis regarding personal interviews with candidates and used the
SVM ranking algorithm that we will apply in our research. All
users on social media can write their sentiments to express their
emotions and opinions. Three processes comprise sentiment anal-
ysis: sentiment extraction, keyword preparation, review analysis,
and classification. Moreover, Covid-19 has shifted all processes
online, such as video conferencing. This study in [53] provides
a job candidate rank (JCR) model for job candidates based on
the interviewer’s sentiment analysis. The candidate rank model
has stages—first, sentiment text parsing, stopword removal, and
stemming. Second, select features using document frequency (DF),
expand using the WordNet database, and focus groups on ranking
them. SVM and NB of ML classifications are included. Using the
NB classifier, the model achieved 93% accuracy, while the SVM
classifier achieved 89% accuracy.
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6.2 Comparative Description Approach

This research was motivated by the successful use of compara-
tive descriptions in other applications; therefore, we aim to apply
and extend such effective capability as a novel contribution to re-
sume ranking and selection processes for effective candidate-career
matching. The ability of comparative descriptions regarding resume
analysis has yet to be extensively investigated. Thus, we widen the
exploration to embrace other prominent applications utilizing com-
parative descriptions, such as human identification by semantic/soft
biometrics.

One of the challenges of human identification and semantic
characterization is the quality of soft biometric description [19].
A search in soft biometrics showed better accuracy of compar-
ative traits or attributes than the accuracy of categorical traits
[4, 15, 16, 19].

In [16], the authors compared subject comparisons in the So-
ton gait database by comparing one target to multiple subjects.
When comparing one target to more than one subject, they found
that the comparative descriptions performed 17% better than the
absolute/categorical descriptions.

Also, in [4], the authors used semantic clothing traits as soft
biometrics for human identification. They further explored their
validity and efficiency through corresponding comparative descrip-
tions, allowing for more accurate differentiation.

The study in [15] analyzed a data set using gender as a com-
parative attribute and found that comparative annotations are more
discriminatory than categorical labels. The study’s approach on 100
annotated subject images showed correct-match reliability in the top
7% with ten comparisons or the top 13% with only five comparisons.

Additionally, in [19], the authors studied human identity through
comparative facial soft biometrics using the labeled faces in the wild
(LFW) dataset. Comparative soft biometrics allows each person to
be uniquely identified in the database by creating a biosignature
with their exact physical traits compared to others. Such compara-
tive descriptions improved searches based on a given comparative
trait (e.g., searching for someone younger).

The last study [54] focused on enhanced human-machine com-
munication and demonstrated the benefits of relative attributes on
four applications. The applications include active learning of dis-
criminative classifiers, zero-shot learning from relative comparisons,
automatic image description, and image search with interactive
feedback. Relative attributes compare an image’s attribute strength
to others rather than predicting its presence. Relative attributes
would be more natural and allow for richer communication, more
detailed human supervision, higher recognition accuracy, and more
informative descriptions of new images. The SVM ranking function
is learned and used for each attribute to predict the attribute strength.
They demonstrate that relative attributes lead to higher performance
across all applications by comparing them to numerous strong
baselines using image datasets of scenes and faces.

All previous research works aim to bridge the semantic gap between
biometrics and human description by using relative and comparative
descriptions of attributes. In particular, to the best of our knowledge,
no study has used comparative descriptions for semantic attribute
analysis of resume documents for improving job-candidate match-
ing.

Table 1 presents our proposed approach compared with several
previous studies.

7 Methodology

As in the literature, there is a need to improve the process of auto-
matically extracting data from resumes and mining their informa-
tion [55]. The improvement can assist in selecting candidates and
ranking them according to the job’s requirements. Recruiters may
have subjective ideas about which aspects they want to emphasize,
depending on the circumstances and nature of their company’s re-
quirements at that particular time. Therefore, in this research, we
proposed a novel approach to improve the candidate-career match-
ing process based on comparative semantic resume analysis. Our
approach comprises three phases: the semantic attribute extraction
phase using NLP techniques, the relative and comparative labeling
phase, and the ranking phase using the ranking SVM algorithm.
The proposed model can generally analyze the resume by finding
the exact keywords for each resume section, which will be used
to assign a suitable label for 13 semantic attributes each. Thus,
our proposed model lets the recruiters modify the attribute-based
searching as they want to depend on their own requirements. After
constructing a table or dictionary, which covers various semantic
sets of attributes, count the occurrences of the words belonging to
different semantic attributes and assign scores for each attribute
based on evaluation metrics, which are dynamic to change and de-
termined by recruitment staff based on the job requirements. Then,
aggregate all points for each attribute as regular scores and show the
related normalization score. After that, we come to the comparative
description part, to which we contribute to enhancing the resume
analysis domain by inferring a suited relative descriptive label per
attribute for each resume based on evaluating their given scores.
Then, inferring corresponding comparative descriptive labels by de-
scribing a pairwise comparison per attribute for all of the attributes
between each resume and all other resumes in the dataset. Finally,
ranking all resumes per attribute using the Rank SVM algorithm
through extracting usable relative measurements from those compar-
ative descriptions as resume scoring per attribute and, consequently,
leading to overall resume scoring concerning all sets or a selected
subset of attributes in descending order. This method helps HR
query the list of candidates ranked based on each semantic attribute
in the resume or multiple semantic attributes.

Our study aims to provide an ML-based model that does not
solely rely on training data to match candidate resumes to career re-
quirements. However, it also enables dynamic learning and ranking
per any combination of the proposed resume semantic attributes. We
summarize all of the methodology phases and present the flowchart
of the proposed approach of semantic resume analysis in the next
subsection.

www.astesj.com 23

http://www.astesj.com


A.H. Alderham et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 9, No. 1, 15-32 (2024)

Table 1: Comparing our proposed approach with previous studies

Study ML NLP Ontology Scoring Ranking Comparative Language
[10]

√ √
-

√
- - English

[11]
√ √

- - - - English
[20] -

√
- - - - English

[21]
√ √

- - - - Vietnamese
[22]

√ √
-

√ √
- English

[23]
√ √

- - - - English
[24]

√ √
-

√ √
- English

[25]
√ √

- - - - English
[26]

√ √
-

√ √
- English

[27]
√

- - - - - English
[28]

√ √
- - - - English

[29]
√ √

- - - - English
[30]

√ √
-

√ √
- English

[31]
√ √

-
√ √

- English
[32]

√ √
- - - - English

[33]
√ √

-
√ √

- English
[34]

√ √
-

√ √
- English

[35]
√ √

-
√

- - English
[36]

√ √
- - - - English, Norwegian, Swedish, Finnish, Polish

[37]
√ √

- - - - English
[38]

√ √
-

√ √
- English

[39]
√ √

-
√ √

- English
[40]

√ √
- - - - English

[41]
√ √

- - - - English
[42]

√ √
-

√ √
- English

[43]
√ √

-
√ √

- English
[44]

√
-

√ √ √
- English

[45]
√

-
√ √ √

- English
[46]

√ √ √ √ √
- English

[47]
√ √ √

- - - Polish
[48]

√ √ √ √ √
- English

[49]
√ √ √ √ √

- English
[50]

√ √ √ √ √
- English

[53]
√ √

-
√ √

- English
Our work

√ √
-

√ √ √
English

7.1 Summary of Proposed Approach

Our approach is proposed to assist HR officers in improving the
extraction, filtering, and selection of the most job-suited resumes
in the technical domain (or specialties) in an automated and more
accurate manner based on analyzing semantic resume attributes. For
each resume, two groups of per-attribute semantic descriptions are
used as relative and comparative labels, which are more precise and
informative than categorical descriptions. The following scenario
will be followed in this research study:

1. Construct a table or dictionary that covers various semantic
sets of attributes with each keyword in the resume, such as
(personal information, education level, technical skills level,
professional experience, personal skills, additional qualifica-
tion, etc.).

2. An NLP-based tool is used to parse and extract information
from the entire resume to search the words in the table or
dictionary.

3. Count the occurrences of the words belonging to different
semantic attributes and assign scores for each attribute based
on evaluation metrics determined by recruitment staff based
on the job requirements.

4. Aggregates all points for each attribute as regular scores and
shows the related normalization score.

5. Inferring a suited relative descriptive label per attribute for
each resume based on evaluating their given scores.

6. Inferring corresponding comparative descriptive labels by
describing a pairwise comparison per attribute for all of the
attributes between each resume and all other resumes in the
dataset.

7. Ranking all resumes per attribute using the SVM ranking
algorithm through extracting usable relative measurements
from those comparative descriptions as resume scoring per
attribute and, consequently, leading to overall resume scor-
ing concerning all sets or a selected subset of attributes in
descending order.

8. Analyzing results based on four comparison aspects which
compare the efficiency in distribution and discrimination of
resumes rankings.

Figure 2 overviews the proposed semantic resume analysis approach,
and we will explain each phase in detail in the following subsections.
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Figure 2: Overview of the proposed semantic resume analysis approach

7.2 Semantic Information Extraction Phase

An automated system for extracting information and selecting the
potential candidates who best meet the position’s requirements can
significantly improve the efficiency of HR agencies [56]. However,
resumes are unstructured documents with different file formats (pdf,
txt, doc, etc.) and contain ambiguous and variable language. This
heterogeneity makes it challenging to extract useful information.
To make the recruitment process simple, efficient, and automated,
some advanced studies, like [10] and [33], solved the parsing prob-
lem with specific searches and unstructured data. They searched
the whole document for words in predefined tables, dictionaries, or
a BoW to list important words and count the number of detected
words of interest. Therefore, we proposed a candidate selection
system based on searching the keywords. If the keywords exist, it
will count their presence and allocate the given points as evaluation
metrics or as HR-specified job requirements.
Before we move to define the proposed semantic attributes, we will
overview the NLP techniques in general and the related techniques
we used in our approach:

7.2.1 NLP with Python

By ”natural language,” we refer to a human language used for every-
day conversation, such as English, Arabic, Hindi, and Portuguese.
In contrast to programming and formal languages such as computer
and mathematical notations, natural languages have evolved as they
are passed from generation to generation and are challenging to de-
fine with specific rules. NLP aims to ”understand” complete human
sentences so that appropriate replies can be provided. More and
more technologies are appearing based mainly on natural language
processing. In today’s increasingly globalized and interconnected
information world, language processing has assumed critical impor-
tance [17].

7.2.2 Proposed Semantic Attributes

Table 2 demonstrates the proposed semantic attributes that will be
extracted from resumes and all relevant keywords and suggested
evaluation matrices that will be defined and used in our approach.

7.2.3 Keywords Detection or Information Extraction

• Extracting files from the archive directory of resumes dataset
and generating a list using extractall() python function.

• Checking the format of the input file from the dataset (pdf,
doc/docx) and converting them to text using str() python
function.

• Extracting semantic attribute information. We construct three
functions (a function to check keywords, a function to check
keywords and count their presence, and a function to check
how many keywords are present). First, the personal informa-
tion, name, email, and mobile number are parsed separately.
Then, allocate the weights that the requirements illustrated
using a simple resume parser existing in [57], which is used
for extracting information from resumes by using the NLTK
and SpaCy models of NLP. Since resumes have rather varied
structures and formats, the keywords are similarly searched
for the ten remaining semantic attributes. If the keywords
exist, then the given points of evaluation metrics would be
allocated. Aggregating all points for each attribute as regular
scores and showing the related normalization score.

7.2.4 Data Normalization

For many procedures to work properly, the data must be normalized
or standardized; since resumes have unbalanced scores after extract-
ing attributes, we used normalization (MinMaxScaler) to transform
features (the regular scores of the attributes) by scaling each at-
tribute to a corresponding range (between zero and one). Then, we
used the normalization score to get the relative scores, which range
from 0 to 5, as explained in the next section.
The transformation imported using Scikit-learn of ML library is
given by:

X std = (X−X.min(axis=0))
(X.max(axis=0)−X.min(axis=0))

X scaled = X std ∗ (max − min) + min
(1)

where min,max = f eature range.
Table 3 shows an example of evaluation metrics by scores given
for the personal information attribute, where the total is eight
points for the whole personal information attribute and shows the
related normalization score, which is calculated by “(1)” where
f eature range=(0,8), X=8, min=1, and max=8.
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Table 2: Proposed resume semantic attributes to be extracted and analyzed

Semantic attributes Keywords
1- Personal information completeness Name, Nationality, Mobile No., Email, Address, Phone, Contact No, Country, ...etc.
2- Education level GPA, Bachelor, Master, PhD.
3- Technical skills level Programming Languages, Tools, Framework, Databases, Operating systems, ...etc.
4- Professional experience Experience, Participated, Worked, ...etc.
5- Personal skills (Soft skills) Communication, Teamwork, Time Management, Problem-Solving, Creativity, Leadership, ...etc.
6- Awards Awarded, Winner, ...etc.
7-Hobbies and interest Play, Games, Surf, News, Design, Read, Video, Sports, ...etc.
8- Additional Qualification Course, Program, Trained, Level, ...etc.
9- Professional Certificate Certified, Cisco, Scrum, Professional, Management, Administrator, ...etc.
10- Suitable age requirement Age, Years old, Birth, Birth year.
11- Career objective Gain, Objective, Opportunity, Looking for, Looking forward, ...etc.
12- Project Experience Project, Role, Client, Responsibilities, Environment.
13- Languages Arabic, English, ILETS, STEP, ...etc.

Table 3: Example of evaluation metrics by scores, regular score, and normalization
score for the personal information attribute

Personal information Score
Name 2

Nationality 1
Address 1

Mobile No. 2
Email 2

Total (Regular score) 8
Normalized score 1

7.3 Relative and Comparative Labeling Phase

After we extract the important semantic attributes from the resume,
we come to the comparative description part, to which we contribute
to improving the resume analysis domain. In our work, apart from
simple traditional evaluation metrics (a regular scoring system), we
use the proposed comparative and relative labels to score or rate a
resume more precisely.
After normalization, the points are totaled for each attribute in the
regular scoring system to infer the relative scores. We multiply
each point by five and then round it down. The labels of relative
descriptions are defined as “Very high,” “High,” “Average,” “Low,”
“Very low,” and “None.” Table 4 shows an example of relative labels
and their corresponding scores.

Table 4: Relative labels and corresponding scores

Relative score system Relative labels
5 Very high
4 High
3 Average
2 Low
1 Very low
0 None

After assigning the most appropriate scores based on relative
labels for each semantic attribute in the resume, we will accordingly

use comparative labels to describe a pairwise comparison per at-
tribute for all of the attributes between each resume and all other
resumes in the dataset (one subject with all others). The compar-
ative labels include “Much higher,” “Higher,” “Same,” “Lower,”
and “Much lower.” For example, when the relative score of per-
sonal information is 5 for resume A and 4 for resume B, then the
comparative label for resume A will be labeled as “Higher” than
resume B, with the new corresponding score equal to 1, as listed in
Table 5, which shows an example of comparative labels and their
corresponding scores.

Table 5: Comparative labels and corresponding scores

Comparative score system Comparative labels
2 Much higher
1 Higher
0 Same
-1 Lower
-2 Much lower

We put the comparative scores as follows: the score will be “1”
or “-1” if the difference between the relative scores of two resumes
is 1 or 2. The score will be “2” or “-2” if the difference between the
relative scores of the two resumes is more than 2, and the score will
be “0” if the relative scores of the two resumes are the same. As a
result, resume A will be compared to each of the other resumes, one
by one, per attribute.
Note that when we compare resumes A and B, we do not need the
opposite comparative label comparing B and A because we only
compare the possible pairwise combinations, not the permutations.
The combination relations refer to the combination of elements n
taken k-combination at a time without repetition, and the order of
elements selection does not matter here. Therefore, a k-combination
of the set S is hence a subset of k different elements from S . If there
are n elements in the set, the number of k-combinations is equal to:

n!
k! (n − k)!

(2)

whenever k ≤ n, and which is zero when k > n
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7.4 Ranking SVM Phase

Using the ranking SVM algorithm, the final resume ranking per
semantic attribute will be based on comparative labels concerning
the other N-1 resumes. Rank SVM is a technique for sorting lists of
objects using pairwise difference vectors to adaptively arrange given
comparable peers based on a certain criterion. Rank SVM performs
rankings using Standard SVM. The ranking SVM’s objective is to
sort the list of resumes for each attribute, and we can infer the order-
ing list of resumes for all attributes. This ranking will enable further
search capabilities based on how relevant the retrieved objects are
to a particular search query.

In our work, we used (train test split) function of sklearn that
split input resumes and values data into train and test dataset ac-
cording to test size ratio. The test size is equal to 0.33 mean, then
33% is test data, and 67% is train data. The output is resume train,
resume test, which is (x train x test)) and (y train, y test). All
resume comparisons are placed as pairwise inputs into the SVM
ranking algorithm for the training, with each attribute labeled. We
used hyper-parameter optimization in SVM for both C and Gamma
values to get their optimized values. Then, pass training data to
SVM to predict the comparative labels against each attribute and
resume pairs by using the three following functions [58, 59]:

• svm = SVC(kernel = ’rbf’, c=10, gamma=0.1)

• svm.fit(x train, y train)

• predict eachAttribute = svm.predict(x test).

Rank resumes based on predicted ranks so that in each iteration,
the resume with the highest rank is selected and removed for the
next iteration. Ultimately, we will get the ranks of resumes based
on scores against individual attributes. Finally, the output will be
the corresponding usable relative measurements and the ordering
list based on comparisons of all resumes.

This method helps HR query the list of candidates ranked based
on single or multiple semantic attributes in their resumes. As such,
we can apply a search to retrieve the resume that is “Much higher”
than the others in a certain attribute. To rearrange the resumes based
on the resulting rankings, we can count (sum) their nascent relative
measurement scores based on multiple or all attributes for each
resume. The ranking is given in descending order to present the
resumes from the best to the worst. A soft-margin ranking SVM
method is used for a given set of attributes A to learn a ranking
linear function ra for each attribute, similar to the way used in [4]:

ra(xi) = wT
i xi (3)

Where wa is the coefficient of the ranking function ra and xi is a
feature vector of attributes of a resume being ranked. Rearranging a
set of comparisons into two groups can be considered a representa-
tion of the pairwise relative constraints needed to learn a ranking
function. The first group is a set of dissimilarity comparisons Da

of ordered pairs so that (i, j)ϵDa ⇒ i > j . The second group
is a set of similarity comparisons S a of non-ordered pairs so that
(i, j)ϵS a ⇒ i = j. Then, the following formula is used to get the wa

coefficients of ra from the Da and S a sets:

minimize
(

1
2

∥∥∥wt
a

∥∥∥2 +C
∑
ξ2i j

)
subject to wT

a (xi − x j) ≥ 1 − ξi j; ∀(i, j)ϵDa∣∣∣ wT
a (xi − x j)

∣∣∣ ≤ ξi j; ∀(i, j)ϵS a

ξi j ≥ 0

(4)

ξi j is the misclassification bias, and C is the trade-off between maxi-
mization of margin and minimization error. The resulting optimal
wa function can then be used to (explicitly) rank all training samples
according to a. “Equation(3) is used to map a feature vector xi to
a feature vector consisting of several real-value relative measure-
ments.”

7.5 Performance evaluation

For SVM performance evaluation, we assess the accuracy of the
proposed model, along with a classification report that quantifies
the quality of the predictions of each semantic attribute.

A classification report assesses the quality of a classification
algorithm’s predictions. How many predictions are correct, and
how many are incorrect? True Positives (TP), False Positives (FP),
True Negatives (TN), and False Negatives (FN), to be exacted, as in
Figure 3 [60].

Figure 3: Simple representation of confusion matrix [60]

The input of the classification report is (X, Y) where X is pre-
dicted values and Y is actual values. We used (classification report)
function of sklearn library to print precision, recall, and F1-score.
Similarly, used (accuracy score) function of sklearn library to print
the accuracy of the SVM model. Whereas the accuracy is the pro-
portion of accurate predictions to the total number of data samples
[61]. The precision shows how many predictions for a certain class
are of the same class. The recall shows how many of certain class
predictions were right, and the F1-score is the geometric mean
of precision and recall [62]. The numeric implementation of the
classification report is proven in the next section of the experiment
results.

7.6 Practical Example of the Three Proposed Phases

The graph in Figure 4 shows our approach example with the follow-
ing information:
-Inputs: 3 resumes (resume A, resume B, and resume C) with
semantic education attributes extracted from resumes.
-Processing: Describing the relative and comparative labels with
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corresponding scores for comparing between resumes.
-Output: Extract usable relative measurements in which these values
are set and adjusted based on comparing each resume with the other
resumes. Then, get the ordering list of all resumes using the SVM
ranking algorithm.

Figure 4: A simple example clarifies the main three phases of our proposed approach

8 Experiments and Results

8.1 Dataset

Our proposed approach’s experiment was conducted on a dataset
containing 228 resumes in various text file formats, such as
doc, docx, and pdf. We collected resumes from various techni-
cal (computer-related) specialists from various sources, including
Github, Kaggle, LinkedIn, etc. Most resumes contain information
about technical skills, such as programming in Python or Java, and
other technical experience. We used the resume dataset for analysis,
and each resume was assigned relative and comparative labels.

8.2 Implementation of three proposed phases

After the three phases of our approach, we generated 25,878 resume
comparisons between resumes for each attribute. To select the can-
didate who matches the job requirements, we aggregated the scores
and ranked the resumes according to each attribute and all attributes,
as detailed in the methodology chapter. The resumes were ranked
in descending order of total score, with the highest resume coming
first and the lowest coming last. Next, we analyzed the results using
four comparison-related aspects:

1. Ranking based on the regular scores. Figure 5 shows the
histogram distribution of resume rankings for all attributes
based on the regular scores.

2. Ranking based on the comparative scores. Figure 6 shows
the histogram distribution of resume rankings based on the
comparative scores for all attributes.

3. Ranking based on the comparative scores and regular scores.
Figure 7 shows the histogram distribution of resume rankings
for all attributes based on the comparative and regular scores.

4. Ranking based on the comparative scores and relative scores.
Figure 8 shows the histogram distribution of resume rankings
for all attributes based on the comparative and relative scores.

Figure 5: Resume rankings for all attributes based on the regular scores

Figure 6: Resume rankings for all attributes based on the comparative scores

Figure 7: Resume rankings for all attributes based on the comparative scores and
regular scores

Figure 8: Resume rankings for all attributes based on the comparative scores and
relative scores

8.3 Analysis of Results

Table 6 summarizes the four ranking results. The table compares
the effectiveness of distributing and discriminating in the rankings
of resumes with high unique values. It is observed that all three
rankings based on comparative scores outperform the ranking based
on regular scores, which offers very weak resume differentiation
with high (undesired) redundant values and highly (confusable) sim-
ilarities in resumes’ scores. It is important to observe that when
it comes to resume distributions (as indicated in Table 6, Figure
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6, Figure 8, and Figure 7), the more unique scores, the better the
ranking result.

Table 6: Results of rankings with different four basis

Basis of
rankings

Max
Rank

No. of resumes
that has

unique scores

No. of resumes
that has

redundant scores
Regular
scores 75 30 198

Comparative
scores 207 187 41

Comparative
and Regular 198 171 57

Comparative
and Relative 209 194 34

Let us demonstrate the theoretical distribution of the duplicated
rankings between resumes on each basis of rankings. Figure 9
shows the histogram distribution of the duplicated rankings between
resumes for all attributes based on the regular scores. Figure 10
shows the histogram distribution of the duplicated rankings between
resumes for all attributes based on the comparative scores. Fig-
ure 11 shows the histogram distribution of the duplicated rankings
between resumes for all attributes based on the comparative and
regular scores. Figure 12 shows the histogram distribution of the
duplicated rankings between resumes for all attributes based on the
comparative and relative scores.
As we proved in Table 6, the distribution of the duplicated rankings
between resumes for all attributes based on the comparative and
relative scores outperforms all other ranking bases.

Figure 9: Duplicated rankings between resumes for all attributes based on the regular
scores.

Figure 10: Duplicated rankings between resumes for all attributes based on the
comparative scores.

Figure 11: Duplicated rankings between resumes for all attributes based on the
comparative and regular scores.

Figure 12: Duplicated rankings between resumes for all attributes based on the
comparative and relative scores.

We proved that the method of ranking based on comparative and
relative scores is very effective by comparing its accuracy with all
other basis rankings as shown in Table 7. The ranking quality can
further be measured as the accuracy of differentiating (as much as
possible) between N of compared resumes. Resulting in as many
as possible different unique scores S , which is, in the best-case
scenario, equal to the number of compared resumes (i.e., S = N),
implies that each resume has a unique (distinct) score. This ap-
proach is made by computing the percentage of the total sum of all
unique and redundant scores concerning their frequencies using the
following formula:

Accuracy = 1
N

(∑S
i

1
fi

)
∗ 100 (5)

Where N is the number of resumes to be ranked. S is the total
number of unique scores assigned to N number of resumes to be
ranked, and fi is the corresponding ith frequency of the ith unique
score.

Table 7: Accuracy of rankings with different four basis

Basis of rankings Accuracy
Regular scores 33%

Comparative scores 90%
Comparative and Regular scores 87%
Comparative and Relative scores 92%

As such, it is seen that all methods that rank resumes using
comparative scores outperform those that rely on regular scores for
ranking. The highest accuracy in ranking the resumes is achieved
using ranks derived from comparative scores with the relative scores
as the basis. This approach can be applied to each attribute.
Figure 13 shows the rankings’ histogram of the resumes for the
personal information attribute, taking the comparative and relative
scores as the basis.
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Figure 13: Resume rankings for personal information attribute based on the compar-
ative scores and relative scores

Finally, Figure 14 depicts the top ten resumes’ (candidates)
rankings with totaling scores on a comparative and relative basis.

Figure 14: Top ten resume’ rankings

8.4 Evaluation of Resume Ranking per Attribute

Table 8 reports the accuracy [61] and classification report that con-
tains a precision [63], recall [64], and F1 score [65] of the SVM
ranking algorithm which quantifies the quality of the predictions of
each of all semantic attributes.

Table 8: Evaluation metrics of the SVM ranking algorithm for each of all semantic
attributes

Semantic Attribute Accuracy Precision Recall F1-Score
1- Personal information 99.168% 0.97751 0.97162 0.97456

2- Education level 99.496% 0.98852 0.99625 0.99238
3- Technical skills 99.461% 0.99106 0.98162 0.98634

4- Professional experience 99.754% 0.99516 0.99756 0.99636
5- Personal skills 99.841% 0.98810 0.99747 0.99278

6- Awards 99.660% 0.98212 0.99108 0.98660
7- Hobbies and interest 99.332% 0.98624 0.96987 0.97805

8- Additional Qualification 99.601% 0.98980 0.96697 0.97838
9- Professional Certificate 99.344% 0.97351 0.99453 0.98402

10- Suitable age requirement 99.941% 0.99099 0.99979 0.99539
11- Career objective 99.976% 0.99984 0.99963 0.99973

12- Project Experience 99.742% 0.98223 0.99774 0.98998
13- Languages 99.964% 0.99964 0.99975 0.99969
Average score 99.652% 0.98805 0.98952 0.98878

Through the SVM algorithm performance table, we note that the
career objective attribute is higher than other attributes in accuracy,
precision, and F1-score, and the suitable age requirement attribute
is higher than other attributes in the recall. In general, the average
values of all evaluation metrics represent high performance up to
99%. The table results prove the effectiveness of using an SVM
algorithm to rank resumes for each semantic attribute separately.

9 Conclusions
This study presents a model to improve the candidate ranking and
selection process for career matching. The model consists of three
phases: firstly, the extraction of semantic information for 13 pro-
posed attributes using NLP tools; secondly, inferred of relative and
comparative descriptions by comparing every two resumes for each
attribute; and finally, the use of the ranking SVM algorithm to order
all resumes for each attribute. Implementing a comparison descrip-
tion in the candidates’ selection process has been suggested and
proven more accurate and informative. It helps to distinguish the
tiny differences between resumes. The experiment results were
analyzed using four comparison aspects: ranking based on regular
scores, comparative scores, comparative and regular scores, and
comparative and relative scores. The histogram results prove that
all three ranking methods based on comparative scores with high
unique rankings values outperform the ranking using mere regular
scores, which offers very weak resume differentiation with high
redundant rankings values and high similarities in resume scores.
Also, the ranking attained by the comparative scores with the rela-
tive scores as the basis achieves the highest accuracy of 92%. We
reported evaluation metrics of the SVM ranking algorithm with
an average accuracy of 99.652%, an average precision of 0.98805,
an average recall of 0.98952, and an average F1-score of 0.98878,
which quantifies the quality of the predictions of each of all semantic
attributes. Finally, we have obtained a list of the top ten candidates
out of 228 technical specialists’ resumes.

10 Future Work
In the future, a proposed model should consider keyword matching
for 13 attributes and focus on the semantic relations and meanings of
the resume language to account for variations in resume authoring.
We will explore additional parts that individuals may incorporate
into their resumes to enhance the evaluation and comparison process
for more effective candidate-career matching. Furthermore, we will
explore the possibility of applying the proposed methods to many
domains beyond the technological field and incorporating languages
other than English, such as Arabic. Finally, we will evolve our work
to analyze the job description document to calculate its matching
with the resume as another way different from calculating evaluation
metrics of job requirements.
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