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In recent years, the adoption of ICT education has increased in educational settings. Research
and development of educational support robots have garnered considerable interest as a
promising approach to inspire and engage students. Conventional robots provide learning
support through button operations by the learners. However, the frequent need for button
operation to request support may lead to a tedious impression on the learner and lower the
efficiency of the learning process. Therefore, in this study, we developed a Perplexion Estimation
Method that estimates the learner’s state of perplexity by analyzing their facial expressions
and provides autonomous learning support. We verified the impact of a teacher-type robot
(referred to as the proposed robot) that autonomously provides learning support by estimating
the learners’ perplexity states in joint learning with university students. The results of a subject
experiment showed that the impression of the proposed robot was not different from that of the
conventional robot. However, the proposed robot demonstrated the ability to provide optimal
support timing compared to the conventional robot. Based on these results, it is expected that the
utilization of the perplexion estimation method with teacher-type robots can create a learning
environment similar to human-to-human interaction.

1 Introduction

This paper is an extension of the one presented at SCIS [1]. In this
conference, we presented the results of the life quality and the tim-
ing of support given to the learner by a supervised robot equipped
with the proposed puzzling estimation method. In addition to these
results, this paper provides additional analytical information on the
results of subject experiments.

In recent years, the introduction of ICT education has become
increasingly active in the field of education. The introduction of ICT
education using educational big data that collects the learning status
of individual students is being promoted in order to realize ”fair,
individualized and optimized learning that leaves no one behind”
for children who have difficulty learning with other children due
to reasons such as not attending school, children with developmen-
tal disabilities, and other children who are becoming increasingly

diverse [2]. By utilizing information technology, it is possible to
provide individualized educational support. In this ICT education,
collaborative learning with robots that have a ”presence” in the real
world is shown to be effective in creating a learning environment
where people can learn from each other, as well as in stimulating
interest in learning [3]. It has also been reported that the robot’s
advise is superior to that of an on-screen agent [4]. Therefore, we
believe that educational support by robots is more effective than
on-screen agents in educational settings. For these reasons, research
and development of robots that can play an active role in educational
settings (hereinafter referred to as ”educational support robots”) has
been attracting attention in Japan and abroad [5].

Educational robots include “teacher-type robots” that instruct
learners like a teacher. The role of a supervised robot in conven-
tional research is to teach the learner how to solve a problem[6].
For example, Yoshizawa et al, proposed a supervised robot that
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switches learning support according to the number of correct an-
swers given by the learner. Experimental results showed that the
robot that switches the learning support has the potential to provide
high learning effectiveness for university students.

However, conventional supervised robots have a problem in that
they cannot autonomously provide learning support in response
to the learner’s state of being unable to solve a problem (hereafter
referred to as “perplexion”). For example, Yoshizawa et al.’s teacher-
type robot provides learning support by pressing a button of the
learner (hereinafter referred to as a ”conventional robot”). The
learner presses a button every time he/she needs learning support.

Conversely, enhancing the provision of support in learning sys-
tems is a critical focus in educational psychology research. In an
environment where learners can request unlimited support, exces-
sive use of hints [7] and search for hint patterns [8] occur regardless
of the need for support. The use of artificial intelligence techniques
has been reported to be effective in preventing these problems [9].

Therefore, the goal of this study creates a learning environment
where a teacher-type robot provides autonomous learning support
without the need for learners to press buttons, using deep learning
techniques. We believe that it is effective for a teacher-type robot to
estimate the learner’s state of perplexion and autonomously provide
learning support at the most appropriate timing, instead of providing
learning support at the push of a button by the learner. Furthermore,
when estimating the learner’s state of perplexion, it is important
to ensure that no burden is placed on the learner. We believe that
this will prevent the learner from becoming dependent on the as-
sistance and will enable smooth interaction with the robot, thereby
improving the effectiveness of the teacher-type robot on the learner.

Regarding the learner’s state estimation, Matsui has conducted
previous research on autonomous learning support through perplex-
ity state estimation [10]. Matsui’s research attempted to estimate the
learner’s mental state by combining biometric devices, back-and-
forth facial movements, and mouse movements. By using biological
signals, we can obtain a state that is closer to the learner’s raw
data, which allows us to accurately estimate the perplexion. On the
other hand, when using measurement equipment, the burden on the
learner is large, and the data obtained is likely to contain noise in the
real perplexity data. In the case of back-and-forth facial movements
and mouse movements, the influence of the learner’s posture and
thinking habits is considered to be significant. Few studies have
focused on estimating perplexion solely based on facial expression,
despite the existing research on combining it with biometric signals.

In this study, we focus on research on human facial expression
recognition [11] to provide autonomous learning support through
teacher-type robots. In particular, methods based on deep learning
have been widely used in research on facial expressions, and have
shown high performance in image recognition and image classifica-
tion Convolutional neural networks (hereafter, this is called CNN)
have been proposed [12]. However, conventional research on facial
expression recognition has focused only on the seven basic emotions
of anger, disgust, fear, happy, sad, surprise, and neutral (hereafter
referred to as the seven basic emotions), and has not focused on
perplexion.

Therefore, in this study, we constructed the proposed method by
transfer learning, using the seven basic emotion estimation meth-
ods of [13] as a base model. The proposed method is a perplexion

estimation method that classifies two classes of perplexion state
and non-perplexion state. In this study, we first extended the seven
emotion estimation method to the eight emotion estimation method,
including the perplexion state (67% recall).

Then, we conducted a subjective experiment on the impression
effect of a teacher-type robot equipped with the eight emotion esti-
mation method (hereinafter referred to as ”the eight emotion robot”
) and discovered that it elicited a similar level of the impression as
a conventional robot [14]. On the other hand, the accuracy of the
robot was not sufficient, as some subjects commented in a question-
naire that ”the timing of support is too fast” and ”the robot is noisy
when it repeatedly speaks. To solve this problem, we constructed a
proposed method to improve the estimation accuracy (88% recall).
Nevertheless, we have been unable to make a direct comparison
between the impressions and support timing of the robot equipped
with the proposed method and the eight emotion robot.

In this paper, we verify the impression effect on university
students and the support timing of joint learning with a teacher-
type robot that provides learning support autonomously (hereinafter
referred to as ”the proposed robot”) equipped with the proposed
method specialized for estimating the perplexion on a teacher-type
robot. In the experiment, we will conduct a comparison between
the proposed robot and the eight emotion robot.

TThis paper begins with a description of the proposed method
in Chapter 2. Then, in Chapter 3, we verify the impression that the
proposed robot gives to the learner and the timing of support through
experiments with participants. Chapter 4 discusses the results and
Chapter 5 summarizes them.

2 Perplexioin Estimation Method

Eight emotion estimation methods are designed to estimate the seven
basic emotions together with the state of perplexion. However, in-
cluding the estimation of the eight emotions reduces the accuracy
of the estimation. Since the primary focus during learning is to
determine whether the state is perplexed or not, estimating the eight
emotions becomes unnecessary. In this chapter, we have developed
a method for estimating perplexity using transfer learning, specifi-
cally focusing on estimating only the perplexed and non-perplexion
states.

2.1 How to collect perplexed facial expression data

Perplexed state data were collected by capturing learners’ facial
expressions (at a resolution of 1920 and 1080 pixels, 30 frames per
second) while they interacted with software related to the Technol-
ogy Passport Examination (IT Passport) or software dealing with
mathematical graphics difficulties and the Computer Aptitude Bat-
tery (CAB) [15] provided by SHL Japan. The participants in this
study were university students, and the learning software was specif-
ically designed to present them with moderately difficult problems
that required careful thinking, based on their university lectures and
high school mathematics knowledge.

The software presented a question with a hint button underneath.
Participants were informed that they could press the button as many
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times as they wanted to get pedagogical help. This facilitated the
annotation of facial expression data during puzzles.

Figure 1: Definition of perplexion

In this study, facial expression data captured within 1 second
(frames ni − 29 at 30 frames per second) before the i-th button press
(frame ni) during learning with the learning software were cate-
gorized as perplexed state data, while other facial expression data
were classified as non-perplexed state data (Fig. 1). The decision to
define facial expression data up to 1 second ago as perplexed state
data was based on the assumption that the expression of perplexity
would be prominently evident during that period. Including facial
expressions starting from 2 seconds ago may introduce variability in
the strength of the puzzled state, leading to potential errors. There-
fore, in this study, perplexed facial expressions are defined as the
facial expressions that occurred 1 second before. The non-perplexed
state is defined as the data collected from the frame immediately
following the i-th button press (frame ni+1) to the frame just before
the onset of the perplexed state at the time of the i-th button press
(frames ni+i to ni+i + 30).

2.2 Method Overview

In the field of deep learning, when the dataset available for training
is small, transfer learning [16] is often utilized to leverage features
learned by pre-existing models. In our study, in order to effectively
capture subtle changes in facial expressions such as perplexion and
non-perplexion, we employed seven basic emotion recognition mod-
els based on the FER2013 dataset as the base models (referred to as
the ”base model” in Fig. 2).

Figure 2: CNN model configuration

Specifically, we utilized the emotion recognition model using
CNN developed by O. Arriaga et al [13]. By adapting the base
model’s features to focus on facial expressions, we anticipated an en-
hancement in the accuracy of perplexion estimation. Consequently,
we constructed a dedicated model for perplexion estimation. In this
model, the final layer generates the likelihood of two classes based
on the perplexion state and the non-perplexion states. he perplexion
estimation method of this paper was constructed using only facial
expression data of college students. Therefore, the present method is
specific to college students. To construct the perplexion estimation
method, we utilized 36 face images out of the total of 52 collected in
Section 2.1 as training data for perplexion/non-perplexion states. Of
these, 26 images were used as training data (teacher data), while 10
images were kept aside for testing. Furthermore, since the method
involves the binary classification of perplexion and non-perplexion
states, we also included data from the FER2013 dataset represent-
ing other emotions into the non-perplexion data category (Table
1). Table 2 presents the number of data samples obtained from the
aforementioned datasets.

The estimation of perplexion state is performed by inputting the
face image to be estimated into a pre-trained model. The output
of the model, denoted as yc, represents the probability distribu-
tion over each class, with c indicating corresponding perplexion or
non-perplexion state.

arg max
1≤c≤2

yc = 2 (1)

Therefore, the state of perplexion is determined when the value
of the formula (1) is ”2”, while the state of non-perplexion corre-
sponds to all other cases. The process of estimating the perplexion
state, referred to as ”perplexion state estimation,” commences after
an average duration of time, denoted as x, has elapsed since the
learner requests a hint. This approach prevents erroneous recogni-
tion that may occur when detecting, for example, a furrowed brow
immediately upon the learner encountering a problem.

Table 1: Breakdown of the learning data.

breakdown
Perplexion Perplexion data collected

Non-Perplexion Basic seven emotions from FER2013
Non-Perplexion data collected

Table 2: Configuration and number of learning data

Data Name Data source Number of data
anger FER-2013 1997

disgust FER-2013 218
fear FER-2013 2048

happy FER-2013 3607
sad FER-2013 2415

surprise FER-2013 1585
neutral FER-2013 2482

non-perplexion By Section 2.1 3504
perplexion By Section 2.1 3475
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To illustrate, the perplexion state estimation initiates after 30
seconds if the average time is set to be 30s.

3 participant experiment

3.1 Robot overview

For the experiment, we utilized Tabot (Figure 3), a tablet-type robot
with a tablet serving as its head, capable of displaying agents and
expressing different facial expressions. Tabot’s body consists of 3
degrees of freedom (DOFs) in the neck, 5 DOFs in an arm, and 1
DOF in the legs, for a total of 14 DOFs that allow different body
movements.

In this experiment, as shown in Figure 3, a camera was installed
on the robot’s head to capture facial expressions during the learning
process. The camera records the student’s facial expressions as they
look at the tablet screen during the learning process. The camera
footage is regulated and processed by a processing PC. If a state of
perplexion is detected from the captured facial expression data, an
instruction is sent to Tabot via Local Area Network communication.
The camera has a resolution of 640 and 480 pixels and a frame rate
of 30 frames per second.

3.2 Learning system

Participants study using the learning system shown in Figure 4. In
the pre-training phase, subjects study, only with the learning system
installed on their PCs, while in the collaborative phase, they study
with the learning system displayed at the bottom of the tabot. The
learning system displays the screen shown in Figure 4(a) when the
subject proceeds to study. In Figure 4(a), there is a question and
a button below the question that provides a hint. We informed the
participants that they could press the button as many times as they
wanted and that they would receive a hint by pressing the button.
This makes it possible to label the facial expression data in the per-
plexoin. However, the hint button is installed only in the pre-training
phase, and is removed in the collaborative learning phase. When an
answer is given on the screen shown in Figure 4(a), the user is taken
to the screen shown in Figure 4(b). The system repeats this process
for the number of questions to reach the final screen (Figure 4(c)).

The learning system comprises two types of challenges that are
designed to involve a puzzle-like element or spark.

Figure 3: Tabot and camera

Figure 4: Learning system

These challenges consist of mathematical figure problems and
Computer Aptitude Battery (CAB) problems provided by SHL
Japan [15]. The mathematical figure problems can be effectively
tackled by utilizing auxiliary lines in the drawing process, while
the CAB problems involve identifying patterns and regularities. By
presenting these challenges that demand both inspiration and puzzle-
solving skills, we created an environment in which participants were
consistently perplexed.

Table 3: Experimental information

Item Contents

Property Undergraduate and
graduate students

The number of participants 34
Male:Female 20:14

Period
2020/9/14 1̃1/30
2021/5/6 6̃/30
2022/2/17 3̃/17

3.3 Experimental procedure

Experiments were conducted in which undergraduate and graduate
students and robots learned together. Experimental information is
summarized in the table3 below.

In the experiment, we compare two groups of teacher-type
robots equipped with different emotion recognition models. The
groups to be compared are the eight emotion group equipped
with the eight emotion estimation method and the proposed group
equipped with the perplexion estimation method.

The information for the groups is shown in Table 4. For the
proposed group, the estimated start time is set to 106 seconds after
the first press of the hint button. This is because the average time
elapsed until the first press of the hint button is 106 seconds during
the experimental period up to 2021. This experiment is divided into
three-time periods due to the number of participants. The proposal
group was conducted in 2022, and the eight emotion group was
conducted in the other dates.

The experimental procedure is shown below.

Step 1 (Pre-learning) Participants learn with a computer-based
learning system. The learning time was about 60 minutes.
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Table 4: Group information

Eight emotion group Proposed group
emotion recognition model Eight emotion estimation method Perplexion estimation method

hint provide condition When estimating the perplexion
Support frequency limitation No limit two times

hint button nothing
Estimated start time Immediately after the problem is presented After 106s

Step 2 To reduce the learning effect, we allowed a one-week inter-
val. In addition, the groups were assigned so that the number
of times, the participants pressed the hint button in the pre-
learning period would be as equal as possible.

Step 3 (Collaborative learning) Participants learned with a robot
from the group to which they were assigned. The learning
time was about 60 minutes.

Step4(Survey) Immediately after the collaborative learning the
participants answer a survey.

3.4 Evaluation index

We employed the ”Godspeed Questionnaire [17, 18],” a question-
naire methodology designed for the subjective evaluation of human-
robot interaction. One of the questionnaire items utilized in our
study was focused on assessing ”Animacy.” Additionally, we used
the questionnaire to evaluate the timing of the robot’s assistance.
We selected these evaluation indices based on their perceived sig-
nificance in the context of teacher-type robots. Previous research
suggests that users tend to be more emotionally engaged and in-
fluenced by objects exhibiting animacy [19]. Therefore, a higher
level of animacy in the robot may lead to a greater receptiveness
to advise provided by the teacher-type robot. Furthermore, the au-
tonomous timing of the robot’s assistance is crucial for creating a
more human-like learning environment. Each adjective pair in God-
speed Questionnaire was rated on a 5-point scale, and we quantified
each pair on a scale of 1 to 5, with the positive adjective side re-
ceiving a higher score. We defined the average score of six animacy
items as ”animacy” and compared it across different groups. Figure
5 illustrates the questionnaire pertaining to support timing.

Figure 5: Questionnaire on support timing

Table 5: Scoring Procedure

survey score
3 3

2 or 4 2
1 or 5 1

To analyze the evaluation results, we employed a Student’s t-
test for animacy, assuming equal population variance across the
groups. Regarding the timing of support, two types of analyses
were performed. The first analysis involved testing the population
mean when the population variance was unknown, using ”3” for
”neither” as the optimal timing criterion. The second analysis uti-
lized a Student’s t-test with the timing questionnaire as the scoring
criterion. Details of the scoring procedure can be found in Table
5. The significance level was adjusted to p < 0.0125 using the
Bonferroni correction to account for multiple comparisons, as four
tests were conducted. The tests included comparisons of animacy,
the average support timing between the eight emotion group and the
proposed group, and comparison of support timing scores.

3.5 Result

Figure 6, 7, and 8 show the mean values of lifeliness and support
timing, the mean values when scoring, and the test results. The
proposed group had higher animacy than the eight emotion group.
The test results showed no significant differences. These results
suggest that the animacy that participants felt toward the robot was
the same in each group of robots.

The support timing results for the “eight emotion group” and
the “proposed group” were both found to be early and close to the
criterion value of “3”. The statistical analysis revealed a significant
difference between the eight emotion group and an insignificant
difference between the proposed group. This indicates that the
eight emotion group was perceived as providing support too early,
while the proposed group offered support at an appropriate timing.
Moreover, employing the perplexion estimation method for support
timing could lead to optimal timing of assistance. The results of
scoring the timing of support were higher in the suggestion group
than in the eight-emotion group.

Figure 6: Result of Animacy
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Figure 7: Result of Support timing

Figure 8: Result of support timing score

The results of the test showed that there was a significant differ-
ence. Therefore, the results indicated that the proposed group was
better in support timing.

4 discussion
The experimental results indicated that there was no significant
difference in animacy, suggesting that the learners had similar im-
pressions regardless of the group they were in. However, a signifi-
cant difference was found in the support timing between the eight
emotion group and the proposed group. In the one-group test based
on the criterion value of “3”, the eight emotion group showed a
timing that was too early for the learners, while the proposed group
provided support at the optimal timing. Furthermore, a significant
difference was also found in the test when the questionnaires were
converted into scores. These differences will be discussed in the
following sections, along with the results of each questionnaire.

Animacy was higher in the proposed group than in the eight
emotion group. We believe that this may be related to the number
of speech utterances during collaborative learning. To investigate
this, we examined the number of speech utterances for six partic-
ipants in the eight emotion group and nineteen participants in the
proposed group. The average number of utterances per participant
was 29 for the eight emotion group and 0.2 for the proposed group.
These results suggest that too many speech utterances may impair
Animacy.

Figure 9: Animacy when divided by the number of support (The eight emotion
group)

To further explore this, we investigated the Animacy scores of
participants in the eight emotion group whose the number of speech
utterances exceeded the number of questions. Four out of the six
participants exceeded the number of questions, and we calculated
the average Animacy scores of these four participants and the other
two participants (Figure 9). Contrary to our expectations, Animacy
was higher for those who received more support. However, due to
the small number of participants, we cannot conclude with certainty
that there is a clear trend. One possible explanation is that repeated
utterances made the participants feel that there was a response.

In the Animacy section, there is a “responsiveness” column. The
average score of the four respondents who received more support
was 3.5, while that of the two respondents who received less support
was 2. This result also suggests that a higher number of speech
utterances may influence Animacy, as the respondents feel more
responsive. However, the average response to the questionnaire
regarding the timing of support was 1.75 when the number of times
support was high and 2 when the number was low. Based on the
open-ended responses from participants who had a high frequency
of speech utterances, some of them expressed that there were “ex-
cessive number of hints” and they felt “confused by the continuous
stream of advice”. Therefore, we believe that an excessive number
of speech utterances does not have a positive effect.

Similarly, in the proposed group, the mean score of Animacy
was calculated for four of the 19 participants for whom learning
support was confirmed and for 15 participants for whom it was not
confirmed (see Figure 10). Animacy scores were higher for the four
participants for whom learning support was confirmed. Additionally,
as in the eight emotion group, we calculated the mean score for
each “responsive” item. The mean score for the four participants
for whom learning support was confirmed was 4, and for the 15
participants for whom learning support was not confirmed, it was
3.3. Based on the analysis of the eight emotion group, we believe
that having learning support is better than not having it, but that
frequent learning support, such as continuous speech, may not give
a good impression.
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Figure 10: Animacy when divided by the number of support (The proposed group)

Figure 11: Animacy by support timing answers (eight emotion group)

Figure 12: Animacy by support timing answers (proposed group)

We believe that the timing of support is an essential factor in
autonomous support provided by a teacher-type robot. If support
is given too early, learners may feel frustrated that it is offered at a
time when they do not need it, whereas if it is provided too late, it
may cause learners to feel frustration at not receiving support and
not being able to solve problems. The experimental results showed a
significant difference between the eight emotion group and the ideal
timing of “3”. Therefore, it is thought that the participants felt that
the support was premature. However, no significant difference was
observed in the proposed group. This suggests that the support tim-
ing used in the proposed group may be the optimal timing. The test
of scoring the timing of support showed a significant difference, with
the proposed group having a higher score than the eight emotion
group, indicating that the proposed group was superior. However,
as seen in the previous data, the eight emotion group tends to talk

too much, resulting in a lower score. Similarly, the proposed group
may not have been judged as early or late because they provided
support significantly less frequently. Therefore, the results suggest
that the perplexion estimation method used to solve this problem
led to good results, as the evaluation of too many utterances was
low.

Animacy and timing results suggest that teacher-type robots that
provide appropriate timing and frequency of support can improve
Animacy. Figures 11 and 12 show the average Animacy scores
of participants who answered “3” in the questionnaire about sup-
port timing, and those who answered “other.” Three participants in
the eight emotion group and 16 participants in the proposed group
answered “3” for support timing, and in both cases, those who an-
swered “3” had higher scores. These results indicate that refining
support timing is effective in improving Animacy. To achieve this,
we believe that the accuracy of the perplexity estimation method
needs improvement. The current method has a reproducibility of
88%, but its accuracy is 67%, which is inferior to the eight emo-
tion estimation methods. We believe that improving accuracy is
necessary to provide an environment that can estimate the learner’s
perplexity more accurately without missing it.

5 Conclusion

Our study developed a deep learning-based method to estimate the
learner’s state of perplexion. We conducted experiments to compare
the performance of a robot equipped with our proposed method to a
robot equipped with the conventional eight emotion estimation meth-
ods. The results of the participant experiment revealed that there
was no significant difference in terms of animacy between the two
groups. This indicates that our proposed method provided a similar
level of animacy to the learners compared to the conventional robot.
However, when it comes to support timing, the robot equipped with
our proposed method demonstrated the ability to provide support
at the optimal timing. Furthermore, when the support timing was
scored, a significant difference was observed, indicating that the
support timing of the robot equipped with the proposed method was
better. In other words, the proposed method can potentially enable
the realization of a collaborative learning environment between a
teacher-type robot and a learner without the need for buttons. Over-
all, we believe that this study has demonstrated the potential for
realizing a collaborative learning environment between a robot and
a learner using the proposed perplexion estimation method.

In the future, our plan is to develop a robot suitable for actual
learning environments for junior high school and high school stu-
dents, and to evaluate the impression the proposed robot leaves
on learners as well as its effectiveness in supporting learning. To
achieve this, we intend to conduct participant experiments that eval-
uate both the impression of the robot and its impact on learning.
Moreover, to create a more effective learning environment for the
learners, it is essential to enhance the accuracy of the perplexion
estimation method. To achieve this, we are considering two ap-
proaches. The first approach is to fine-tune the method by training
it on the data collected from the planned experiments, so that it
can accommodate a wide range of age groups. This will enable us
to effectively support learners with youthful facial features, such
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as middle and high school students, who are expected to be actual
users of the system. The second approach is to treat the learning
data as time series data, including changes in facial expressions.
Currently, we only focus on the moments of perplexion. However,
by capturing the trends of perplexion onset, we anticipate that we
can improve the estimation accuracy to a greater extent.
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