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 An artificial neural network (ANN) computing system can be significantly influenced by its 
implementation type. The software implemented ANN can produce high accuracy output 
with slow computation time performance compared to hardware implemented ANN which 
runs at a faster computation time but with low accuracy. Normally, software 
implementation reduces the proficiency and efficiency of the model. Robot performance 
plays an important role as it needs fast response to process information that is applied with 
ANN. As a consequence, the proposed research focuses on comparison between hardware 
and software implementation multilayer perceptron (MLP) for cart follower in Field 
Programmable Logic Array (FPGA). Both of the software and hardware models produced 
the same precision where the output distance at angles -10°, 0° and 10° shows same 
percentage error. Besides that, both of the models have similar root mean square error 
(RMSE) which are 0.469, 0.479 and 0.267 at -10°, 0° and 10° respectively. The processing 
time of MLP model implemented in hardware and software are at 1.91μs and 78.06μs 
respectively. Thus, it can be concluded that hardware implementation is better than 
software implementation. 
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1. Introduction 

The concern of societies in creating a quality of life for 
everyone has become prevalent. Therefore, lots of research on 
creating infrastructures and tools to ease the daily activities of 
people are fostered. This has led to the research on designing and 
fabricating of robots. In this technological era, the world is making 
a great stride towards autonomous systems. An autonomous 
system is referred to as a system that is capable of operating in the 
real-world environment without any external controls. It can 
maintain its internal structures and processes for extended periods 
and capable to adapt toward environmental change. The overall 
architecture of the robot consists of sensors, actuators and 
intelligent processors [1]. 

Autonomous robotic vehicle is able to perform intelligent 
motion and action without guidance or tele-operator control. It is 
used for remote repair and maintenance, a motorized system for 
office and factory and even an intelligent wheelchair for the 

handicapped [2]. It is also known as a mobile robot or embedded 
robot. After a long research, the mobile robot today is smaller with 
numerous actuators and sensors controlled by inexpensive 
embedded computer system as a processor [3]. 

Visual tracking is commonly utilized in a various of robotic 
applications that need the localization of moving target like 
machine learning, human machine connection and robot 
navigation. It proposes object tracking through the literature and 
algorithm based on the particular cue observation like edges, color 
and feature templates. Each of the cues can provide reliable 
tracking under limited conditions [4]. 

Artificial neural network (ANN) is defined as an operation of 
a biological ANN system [5]. It makes the computer able to 
simulate a human in processing the data and behave intelligently 
in some ways like pattern recognition. It gathers all the information 
pattern based on the input data and produce a desired result. The 
production of ANN can be concluded as a process that gathers 
enough knowledge to produce a model with a correct sequence of 
the rules that satisfies the expected condition. 
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ANN comprises of data collection, data analysis and decision 
making with different approaches in each stage [6]. ANN can be 
used to control the physical actions of a mobile robot which enable 
it to navigate through the environment and manipulate items and 
solve other situations. The production of ANN can be 
characterized as a search process to search for the correct sequence 
of rule as control strategy with enough knowledge in a database to 
produce the termination condition [7]. 

The main purpose of this research is to perform MLP 
implementation into FPGA and evaluate the network performance. 
Therefore, the following objectives are being set to achieve the aim 
of this research: 

• To perform MLP implementation of ANN into FPGA. 

• To compare the performance of MLP implemented 
hardware and software in FPGA. 

 The embedded MLP data in FPGA is only used as a tool to 
implement the operating system of Cart Follower using the FPGA. 
So, any data from the MLP is only used as a reference. The 
research mainly focuses on data comparison between MLP 
hardware and software implementation in FPGA. Thus, an analysis 
on both type of implementations will be obtained and discussed. 

2. Literature review 

2.1. Mobile robot 

There are several mobile robot-based localization methods 
present which can be roughly divided into 2 general classes. The 
first class is without its local position information. It keeps track of 
the robot’s position to enable localization. The second class is with 
its local position information. It uses the global position estimate 
to enable localization. For the mobile robot in the second class, it 
is normally equipped with GPS for localization and estimate the 
distance (indoor positioning tracking) [8]. For the mobile robot in 
the first class, it can be described as following to keep track or 
follow object. Examples of the robot are leader following, human 
following, line or path following and sound following. The method 
to achieve the task of following might vary in the hardware or 
sensor used. Ghandour et al. [9] came out with a collision 
avoidance mobile robot based on human interaction. Kinect sensor 
with motion identification became an interface for humans to 
interact with. The robot will navigate directly to the target if there 
is no human around for interaction process. 

CMUcam used as a tracking sensor contributed to a successful 
autonomous mobile robot. The taken value of camera’s field of 
view (FOV) with several details from other sensors gathered as 
well to establish the robust tracking system [10-13]. 

Leader following robot is mobile robot that follows the 
command of the leader robot. It can be used as an active signal 
positioning machine to discover and track the leader position [14]. 
The leader robot works together with all its following robots to 
move the box. AI follower forces will synchronize with the 
direction of the force applied by the one leader robot although there 
is no communication between the follower robots [15]. 

 Human following robot has an ability to coordinate the human 
motion in a populated, continuously changing, natural 
environment. For Prassler model, Velocity Obstacle approach is 

applied for motion planning amongst moving obstacles. Besides, 
the model also tracks the virtual target to manipulate the direction 
and velocity of the robot’s movement according to the person it 
follows [16]. For ApriAttenda model by Yoshimi, it uses the image 
processing to define region of interest. Then it recognizes the 
texture and color of the subject. The specific person is then 
detected from the specification and the human position is 
calculated. Stereo vision with systemizing visual and motion 
control helps to grab the details on the distance to each features 
like color, targeted speed and point for a stable tracking in many 
situations [17]. Line or path following robot is route-based 
following robot. It uses line tracking method with the implemented 
Infrared Ray (IR) sensors. The IR sensors was set up and 
distributed according to its position and informing the line location 
to maneuver the navigation [18]. 

Another type of following robot is sound following. It can 
detect the presence of human based on specific sound frequency. 
Luo et al proposed a mobile assistive companion robot that used 
laser and vision sensor to follow the aimed person. The robot was 
made up of a laser range finder, a tracking camera and a 
microphone. It contains lot of sound source recording system to 
perform an interaction with human. This function is useful to 
detect the user if the robot lost its tracking path. The microphone’s 
function was to grab the sound wave in time delay of arrival 
(TDOA). The laser finder was used to detect the lower part of 
human and the camera was used to track the upper part of human 
[19]. 

The optimization of ANN with the trajectory tracking control 
system proposed lead to enhancement of orientation and motion 
control of autonomous vehicle's performance. The trained 
evaluator manages to acknowledge both linear and nonlinear 
systems behavior due to ANN structure that allows complex 
variables mapping [20]. In an instance, the increment of the system 
performance is only temporarily boosted for a certain time. 

2.2. FPGA cart follower 
Field Programmable Gate Arrays (FPGA) are advanced 

microprocessor created to be programmed by the user [21]. It 
contains a sets of configurable logic blocks (CLB), multiplexers, 
look table and flip flops. CLB provides physical support for the 
program downloaded on FPGA [22]. Hence, it supports the 
sequential functions and complex computations [23]. ANN 
implementation in FPGA is possible as it preserves the parallel 
architecture of the neurons in a layer and offers flexibility in 
reconfiguration. FPGA maintains high gate density which is 
needed to utilize the parallel computation in an ANN [22]. Most of 
ANN are implemented in software. A project, “Investigation on 
MLP ANN Using FPGA for Autonomous Cart Follower System” 
[24]. This project shows that the hardware floating-point 
acceleration block increases the logic element resource utilization. 
This project focuses more on the system on chip (SOC) design but 
not on hardware implementation. Software configuration has the 
advantage of being easy to implement but with poor performance. 
Hardware configuration is generally more complex to be 
implemented but with better performance. 

2.3. Artificial neural network 

  ANN ideas came from computer programs engineered to 
mimic how human brain thinking and making a decision [25]. 
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ANN is one of the main tools used in machine learning. A simple 
neuron made up of three layers, which are the input layer, hidden 
layer, and output layer [26]. Figure 1 shows an ANN MLP model. 

• Input layer: This layer is responsible for receiving signals, 
information (data), and features from the external environment.  

• Hidden layer: These layers will extract patterns in neurons 
and analyzing the processor system. It transforms the data from the 
input layer to the output layer as a final product. 

 • Output layer: This layer is responsible for creating the final 
outputs, which the processed neurons in the hidden layer. 

 There are two main procedures in design ANN which are 
forward process and backward process. Feedforward ANN is 
known as data-driven. It defines the number of layers, the number 
of neurons in each layer, what kind of training method and 
activation function are selected, and then passes input data through 
the network. Backpropagation ANN is known as goal-driven. It 
defines the loss function to calculate the gap between the 
prediction value and the labelled values. It looks for the minimum 
value of the error function in weight space using gradient descent 
[27]. The weights will get updated to optimum weights. One feed 
forward and back propagation process can be called as one epoch 
and a trained ANN model need hundreds or thousands of epochs. 

 
Figure 1: ANN MLP model 

2.4. Hardware ANN FPGA implementation 

Wibowo et al. [28] presented of the hardware implementation 
ANN algorithm in FPGA to solve reconfigurable computing (RC) 
issues. Speed and space are two main factors to be considered on 
performing parallel processing method. The processing speed rely 
on time taken by the route and logic gates meanwhile space rely 
on FPGAs component utilization. The ANN can be illustrated as a 
proportional graph composed of multiple edges. It functions as a 
communicator to send information to other parts through weighted 
connections. The FPGA has reached a successful penetration in 
various domains. The improvement could be made by adding 
activation function components to further increased the processing 
speed. 

Gaikwad et al. [29] proposed a hardware implemented FPGA 
for military equipment that uses an MLP algorithm to perform 
classification tasks. Parallel MLP computation was implemented 
to reach enhanced hardware design. The evaluation of the overall 
system has been made by UCI dataset with 20 samples. The 
training, validation and testing process was held on 10 different 
MLP models. The time taken for classification was 270 ns and 

used 120 mW of power. The result shows that the performance 
efficiency was better than other hardware MLP implementation in 
FPGA in term of processing time. 

Zeng et al. [30] presented a worldwide embedded hardware 
implementation ANN to balance the parallel connected current 
suppression. The focusing part is on control execution and 
strategy. The ANN was adapted with PID controller to yield the 
characteristics of the current suppression. It can be refined 
automatically to control the PID parameters based on various real 
world feedbacks and fit with linear and non-linear current. The 
analysis on ANN-PID shows that there was 0.023% of mean error 
in current control and the performance was increased up to 5.5 
times as the load expanded. 

2.5. Software ANN FPGA implementation 

Jia et al. [31] proposed a mixed gas online detector instrument 
based on ANN algorithm in FPGA software implementation to 
detect natural gases. The proposed method can simply 
acknowledge the concentration of three different gases that are 
mixed together and separate them individually by back-
propagation (BP) MLP ANN technique. The gases compositions 
were measured by infrared gas sensors due to its long life and fast 
response. FPGA has an advantage in solving parallel computation 
in a small size with quick response. The BP MLP ANN technique 
was attached with FPGA. The results show that the three gases 
maximum error were reduced from 0.64% to 0.27, 1.02% to 0.32 
and 1.34% to 0.42% respectively. The response time taken for the 
proposed method to separate three gases completely is about half 
minute. 

Cedano et al. [32] came out with a configurable architecture for 
ANN with FPGA in an SOC implementation. They used 
Multilayer Feedforward NN (MFNN) to produce the transfer 
functions. This architecture depends on memory blocks, 
multiplexers and single perceptron that enable the information 
collecting process. Extended kalman filter has been used to obtain 
the best weight values for the MFNN. The function blocks in the 
FPGA for configuring the MFNN was controlled with SOC 
microprocessor. The result shows that the generalization of root 
mean square error (RMSE) obtained for uncertain inputs was -
32.82 dB. However, the desired resources by a custom 
implementation were directly proportional to the MFNN size. 

3. Proposed methodology 
3.1. Overall scheme 

The beginning of the project started with literature review on 
previous researchers. This showed ANN embedded systems. After 
that, the proposed MLP algorithm was presented to obtain the best 
weights and biases throughout the network. For instance, the 
model for activation function was proposed to enable the learning 
process of complex mappings between the inputs and response 
variables. The sequences were proceeded with software and 
hardware implementation after the model was tested. The proposed 
model was then simulated with MATLAB. Debugging was done 
if the output is not close to the targeted output. At the last, an 
analysis was carried out on both software and hardware 
implementation model in FPGA and the performance for both 
implementations were then compared. Figure 2 shows the general 
flow chart of the research. 
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Figure 2: General flow chart of the research 

3.2. Data acquisition 

The color code (CC) will vary according to x and y axis. The 
CC has been placed at 30cm from ground level as it was the desired 
position for tracking camera of cart follower. CMUcam5 will 
illustrate the cart meanwhile the targeted illustrated by CC from 
20cm to 69cm. The perpendicular distance is variate for each 
centimeter. In addition, angle of the CC has been chosen as 
manipulated variable to determine the movement of the CC to the 
right and left. Figure 3 shows the experimental set up of data 
collection. The step size for the angle is 5o. Table 3 shows the range 
of angles according to the distance. Each manipulation of distance 
and angle between the camera and color pattern obtained a 
different set of raw data. These raw data were used to train the 
model of the ANN in order to generate the weights and biases used 
to predict the output distance and angle. 

 
Figure 3: Experimental setup for data acquisition 

3.3. Data training 

The proposed model made up of three layers. They are input, 
hidden and output layer. Backpropagation MLP is used to update 
the overall system. Weights and biases are improved until ideal 
value has been reached. Cost function is used to figure out the 
expected output and pathway to enhance the weights and biases. 
The RMSE value is reduced throughout the training processes. The 
gradient function is decided from MLP which associated with 
reverse computation and plays an important role in balancing the 
weights and biases. The output for the MLP system can be shown 
by dot product Y=W.X where Y is the final output, W is weight 

and X is a vector. The system will efficiently worked if the weights 
are ideal and the training is well converged. 

3.4. Simulation of MLP model 

After the weights and biases have been obtained, the entire 
model was simulated to evaluate the model endurance. Raw data 
was directly fed into the input block as well as to the ANN function 
block and creating the desired output of distance and angle. An 
evaluation of the system reliability has been made from the output 
for error test analysis. Figure 4 shows the Simulink block diagram 
for the MLP model. 

 
Figure 4: Simulink for the MLP model 

3.5. Hardware implementation of ANN in FPGA 

The hardware implementation was performed by using Verilog 
HDL language. Each implemented block represents as a CLB. The 
blocks are separated into branches due to multi-operation point of 
IP block. There are two output blocks due to two final output 
desired by the designed model. Figure 5 shows the MLP model 
block diagram. 

The multi-cylce of IP block foating point can run in parallel. 
The sequential state operation relying on the start and done signal. 
Both start and done pins of the block indicate as the start and end 
of arithmetic computations respectively. If all of the IP block start 
signal simultaneously, it is considered parallel while programming 
to use done signal after to feed to other IP block can consider 
sequential. Single HDL code compilation can contain multiple 
start and done signal. Figure 6 shows the IP block for multi cycle 
floating point used for various float number computation in FPGA. 
10 hidden layer networks were being fed into the output layer due 
to 10 hidden neurons (HN) used. Figure 7 illustrate the overall 
layer of the HN output block diagram. 

 
Figure 5: MLP model block diagram 
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Figure 6: IP block for multi cycle floating point 

 
Figure 7: FPGA HN layer block diagram for one output neuron 

3.6. Software implementation of ANN in FPGA 

The system consist of a clock to sample data, a NIOS 2 
processor was used to grab the C Code program, an on-chip 
memory was used to store the program and a JTAG interface was 
used as debugger. The C code was compiled and run in SOC RAM 
in FPGA. The SOC system shown in Figure 8 is modelled after the 
FPGA to execute the C code of the ANN program. 

 
Figure 8: SOC system for software implementation 

3.7. Comparison analysis of performance between hardware and 
software implementation MLP model 

There are a few analysis done upon the completion of the 
FPGA model. The system reliability was relied on the output 
precision. The simulated output is compared with the real data to 
get the percentage error. Hence, the reliability of the proposed 
system can be evaluated. Equation (1) shows the calculation of 
percentage error: 

%𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = |𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑|
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑥𝑥 100% (1) 

The system efficiency for both of hardware and software 
implementation was computed in MATLAB. After that, the 
expected output from both of the implementations were compared 
to inspect the system precision.  

An additional analysis for determination of the reliability of the 
model was carried out using RMSE calculated from output data of 
the simulation. The purpose of the RMSE analysis on the model is 
to compare the regression between output from model in software 
implementation and hardware implementation of the MLP. By 
using this method, more accurate evaluation for the reliability of 
the system can be established. The formula of the RMSE is as 
equation (2): 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �∑ (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 (2) 

The execution time for both types of implementation were 
evaluated in ModelSim testbench interface to compare the 
performance. The execution time for hardware model was 
evaluated from the beginning of input signal to the MLP network 
up to the output signal at output layer meanwhile the software 
model was evaluated from the signal function to end of execution 
line in the instruction coding. 

Table 1: Part of acquisition data 

Distance  
(cm)  

Angle 
(o) 

X 
(pixel) 

Y 
(pixel) 

Width 
(pixel) 

Height 
(pixel) 

 
20 

-10 133 93 200 111 
0 163 93 208 112 

10 193 92 202 111 
 

30 
-10 126 94 144 81 
0 161 94 151 82 

10 197 92 147 81 
 

40 
-10 125 103 108 59 
0 162 102 113 60 

10 200 100 109 59 
 

50 
-10 123 103 88 47 
0 161 102 91 48 

10 200 100 88 47 
 

60 
-10 122 98 75 41 
0 162 96 78 41 

10 202 95 76 40 
4. Results and discussions 
4.1. Data acquisition 

The sets of data taken from Pixy CMUcam5 camera are 
distance, angle x-coordinate, y-coordinate, width and height. The 
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area was internally calculated from width and height. Table 1 
shows some parts of the acquisition data which are then used for 
further analysis in this research. 

4.2. Weight and biases of MLP data training 

Each neuron mapping produced single weight. As 10HNs 
present in the network, 10 weights generated and mapped to single 
output neuron. The total weights created were 20 since two output 
desired by the proposed design. Afterwards, two biases were 
created for each output neurons. Table 2 presents the generated 
weights and biases from the hidden to output layer of the network. 

Table 2: Weights and biases generated from hidden to output layer 

Output of HN Distance  
weights 

Angle  
weights 

1st input 0.3574 0.6727 
2nd input 1.1827 0.0759 
3rd input -0.3486 0.1218 
4th input -0.9544 -0.2467 
5th input -0.6976 -0.8491 
6th input -0.8869 0.3532 
7th input -0.5178 0.7513 
8th input 0.5719 -0.3702 
9th input 0.5328 -0.4183 

10th input 0.8046 -0.0626 
Bias 0.5993 0.2710 

 

4.3. Simulation of MLP model 

All output distance obtained from the MATLAB Simulink 
simulation showed no significant differences as the outputs 
resemble closely to each other with less than 3. By considering that 
the difference between the percentage error is low, practically it is 
absolutely normal and acceptable considering that the factors 
affecting the model in real world is taken into account in the 
simulation. Even though, an ideal case of equivalent percentage 
error for each data is impossible to be obtained as there will still be 
the linearity factor that affect the training process. Then, at three 
different angles of -10°, 0° and 10°, RMSE of 0.469, 0.479 and 
0.267 respectively were successfully obtained. Similar to the case 
of non-equivalent percentage error produced, it is probably caused 
by linearity factor during raw data training where the training 
software is not linear and consistent. During initial training of raw 
data, random numbers are assigned as weight and bias to each 
neuron. Each cycle of repetitive training will constantly update 
these random numbers to predict the closest targeted output.  

There are slight differences between calculated RMSE and 
percentage error for each output data due to short training time. 
The improvement could be made if the training is carried out 
rapidly on the data and will enhance the predicted output more 
accurately. Nevertheless, the percentage error and RMSE 
evaluation is only used as a reference to determine the reliability 
of the model developed. As stated in the scope, ANN and data 
training is only used as a tool to implementing the operating system 
of Cart Follower using the FPGA. As the training is done using 
MATLAB software, a Simulink simulation was performed to 
examine the reliability of the model before implementing it into 
the FPGA. Therefore, the percentage error from Table 3 as well as 

the RMSE calculated are used only as a reference where they have 
successfully proved that the model developed is fully functional 
and reliable. The actual distance was the directly measured 
distance meanwhile simulated distance was obtained by ANN 
computations. 

Table 3: Data from MLP model for angle -10o, 0o, 10o 

Angle 
(o) 

Actual 
distance 

(cm) 

Simulated 
distance 

(cm) 

Percentage 
error (%) 

RMSE 

 
 

-10 

20 19.48 2.65  
 

0.469 
30 29.53 1.57 
40 39.98 0.05 
50 49.95 0.12 
60 59.24 1.28 

 
 

0 

20 19.76 1.20  
 

0.479 
30 29.16 2.80 
40 40.04 0.10 
50 50.18 0.36 
60 60.59 0.98 

 
 

10 

20 19.86 0.75  
 

0.267 
30 30.02 0.07 
40 40.37 0.92 
50 49.72 0.70 
60 60.27 0.45 

 

4.4. Hardware implementation of ANN in FPGA 

The execution time of hardware implemented model running 
at 1.91μs outperform the software implemented model. The reason 
behind was hardware implemented model is running in parallel 
meanwhile the software implemented model that is running in 
series. Figure 9 shows MLP hardware implemented model 
simulated in the ModelSim testbench. 

 

 
Figure 9: Hardware implemented model simulated using SOC system FPGA 

4.5. Software implementation of ANN in FPGA 

As the program code stops at address 20080h in the on-chip 
memory, the time is calculated from the start exert of reset bit to 
the address where the program code ends. Cursor 2 indicates the 
time reset start to exert while cursor 1 shows the time at address 
20080h of the memory. Execution time is calculated from start of 
reset bit to the address 20080h where the code ends. The 
performance showed that it operated at 79.048532μs. Figure 10 
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shows the result of the software implemented model simulated 
using SOC system FPGA. 

 
Figure 10: Software implemented model simulated using SOC system FPGA 

4.6. Comparison analysis of performance between hardware and 
software implementation MLP model 

The RMSE value for hardware and software implemented 
model are same at angle -10°, 0° and 10° as shown in Table 4. Past 
researchers presented with the deficiency of hardware 
implemented model precision since the floating point 
implementation was complex. A sign number is introduced to 
counter this problems. The usage of floating point can give an 
impact in increasing the efficiency of ANN MLP algorithm. As the 
hardware implemented model included the IP block floating point, 
the precision of the hardware can be said as same as software in 
terms of tracking performance of ANN with CC.  

The execution time of hardware implemented model is at 
1.91μs meanwhile software implemented model is at 78.06μs. This 
shows that performance of hardware is better than the software 
implemented. The reason behind was the software implemented 
model is running in sequential meanwhile hardware implemented 
model running in parallel. The software implemented model itself 
can only run in sequentially due to fetching of C code program that 
only has single lane to process data. It can be run in parallel but 
with aid of hardware implemented model. Table 4 presents the 
comparison between the hardware and software MLP model. 

Table 4: Comparison between hardware and software MLP model 

Implementation Hardware Software 
RMSE at angle -10o 0.469 0.469 
RMSE at angle 0o 0.479 0.479 
RMSE at angle 10o 0.267 0.267 
Execution time (µs) 1.91 79.05 

5. Conclusions 
In a nutshell, the objectives set for this research met the target. 

The hardware and software implementation in FPGA was 
performed with Verilog HDL. Floating point method was used in 
dealing with arithmetic calculation. The RMSE values for each 
angle of -10°, 0° and 10° show that the hardware implemented 
model was able to track the CC at high precision as software 
implemented model. The output distance produced from both of 
implementation appeared to possess an equal percentage error. 
Besides that, both the hardware and software implemented models 
at angles -10°, 0° and 10° also showed similar RMSE which are 
0.469, 0.479 and 0.267 respectively. It has been proved that 
hardware implemented model is reliable as the software 
implemented model in term of target accuracy. This suited the 
first objective expectations. 

The evaluation of execution time performance of both models 
show that hardware implementation model performed better than 
software implementation. The hardware and software 
implemented model operated at an execution time of 1.91μs and 
79.05μs respectively. It is proven that model runs in parallel 
exhibited better performance than sequential. Therefore, the 
second objective is achieved. 

The future development of this project can be enhanced by 
online training in FPGA. The application of this project can be 
applied to outdoor environment for various usage. The tracking 
system can be further developed with various AI systems like 
genetic algorithm, fuzzy or differential evolution for obtaining 
more comparison of FPGA controlled cart systems. 
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