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 The presence of atmospheric hazards in confined space can contribute towards atmospheric 
hazards accidents that threaten the worker safety and industry progress. To avoid this, the 
environment needs to be observed. The air sample can be monitored using the integration 
of electronic nose (e-nose) and mobile robot. Current technology to monitor the 
atmospheric hazards is applied before entering confined spaces called pre-entry by using 
a gas detector. This work aims to develop an instrument to assist workers during pre-entry 
for atmosphere testing. The developed instrument using specific sensor arrays which were 
identified based on main hazardous gasses effective value. The instrument utilizes 
multivariate statistical analysis that is Principal Component Analysis (PCA) for 
discriminate the different concentrations of gases. The Support Vector Machine (SVM) and 
Artificial Neural Network (ANN) that is Radial Basis Function Neural Network (RBFNN) 
are used to classify the acquired data from the air sample. This will increase the instrument 
capability while the portability will minimize the size and operational complexity as well as 
increase user friendliness. The instrument was successfully developed, tested and 
calibrated using fixed concentrations of gases samples. The results proved that the 
developed instrument is able to discriminate an air sample using PCA with total variation 
for 99.42%, while the classifier success rate for SVM and RBFNN indicates at 99.28% for 
train performance and 98.33% for test performance. This will contribute significantly to 
acquiring a new and alternative method of using the instrument for monitoring the 
atmospheric hazards in confined space. 
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1. Introduction  

This paper is an extension of work originally presented in IEEE 
13th International Colloquium on Signal Processing & Its 
Applications (CSPA 2017) in title of Electronic Nose Purging 
Technique for Confined Space Application [1]. A confined space 
is large enough for workers to enter and perform work. It has a 
limited means of entry or exit and is not designed for continuous 
occupancy because it’s could contribute towards atmospheric 
hazard accidents. Accidents do happen sometime in these areas 
and usually involve human fatalities or death. The Occupational 
Safety and Health Administration (OSHA) and National Institute 
of Occupational Safety and Health (NIOSH) state that the presence 
of atmospheric hazards in confined space are serious 
environmental problem that threatens the industry operation and 
safety of the workers [2]. 

The hazards in confined spaces can be classified into two 
categories which are physical hazards and atmospheric hazards [3]. 
The physical hazards can be visualized and avoided by taking 
initial safety precautions. The example of physical hazards 
includes unstable materials, moving parts of machinery, falling 
objects, a slippery surface and noise. Atmospheric hazards are 
more dangerous compared to physical hazards as they are unseen 
and come from oxygen deficiencies, hazardous gases, dust and 
welding fumes. The hazardous gases can interfere with the human 
body’s ability to transport and utilize oxygen as well as cause 
negative toxicological effects. Usually the atmospheric testing in 
confined space is carried out during pre-entry by authorised person 
using gas detectors. The atmospheric hazards are rated into three 
stages which are High, Moderate and Low. 

The atmospheric hazards workers are exposed to in confined 
spaces normally involve oxygen (O2) too low or high or the 
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presence of flammable and toxic gases [4]. The main flammable 
gas is methane (CH4) while the toxic gases include hydrogen 
sulphide (H2S) and carbon monoxide (CO).  Before workers enter 
the confined space, a pre-entry for atmospheric testing is 
conducted by the authorised person for safety requirement. The 
atmospheric hazard conditions must be monitored before and 
while workers perform their activities inside the area. The hazards 
can cause serious health problems or death to the workers if not 
monitored properly [5]. 

At present, the pre-entry for atmospheric testing is done by 
using a direct-reading gas detector that need to carry by the tester 
towards specific location [3]. The worker (tester) is exposed with 
the atmospheric hazards directly during pre-entry testing activity 
is carried out. Even do, there are multi gas detector in the market, 
but the acquired measured data still not reliable due to the purging 
system that cause low repeatability [6]. The detector also shows 
the real time measurement at specific location only which not 
represent the whole confined space environment. Therefore, there 
is a need for a system like e-nose that is able to measure the 
hazardous gases and predicts the atmospheric hazards in confined 
space with high accuracy and repeatability [7]. 

An electronic nose (e-nose) is an instrument which comprises 
an array of electronic chemical sensors with partial sensitivity, an 
appropriate pattern recognition system and capable of recognising 
simple or complex odours [8]. Development of this instrument 
over the past decades is significant for its possible applications and 
achievements [9]. The application includes food quality assurance, 
work safety, medical diagnosis, plant disease detection and 
environmental monitoring [10]. An e-nose has shown a good 
potential for detecting and monitoring atmospheric hazards present 
in the confined space which could contribute to deadly accidents. 
A good e-nose must be able to produce the same pattern for a 
sample on the same array to maintain its repeatability [7]. 

The main aim of this work is to develop an instrument to assist 
workers during pre-entry for atmosphere testing in confined space 
(i.e. hospital mechanical room) and which address the following: 

i. To investigate and identify the atmospheric hazards main 
hazardous gases. 

ii. To design and fabricate e-nose system with multimodal sensor 
detection. 

iii. To integrate the system with optimum self-purging. 

iv. To test and validate the functionality of fabricate system in 
laboratory and field environment. 

2. Atmospheric Hazards 

The atmospheric hazards can only be detected by sense of 
smell. The main atmospheric hazards in confined space are 
oxygen (too much or too little), flammable and toxic atmosphere 
[4]. 

2.1. Oxygen Atmosphere 

The normal air in the atmosphere is approximately composed 
of 21% oxygen and 79% nitrogen [4]. The oxygen deficiency in 
confined space may happen when metals rust, combustion engines 
run for a period time is replaced by other gases (i.e. welding gases) 

or used by micro-organisms (i.e. fermentation vessels). The 
enriched or over limit of oxygen in confined space is also 
dangerous in that it increases the risk of fire or explosion. 
Materials would quickly and easily burn when there is a high level 
of oxygen. Table 1 shows the potential effects of oxygen deficient 
and enriched atmospheres [11]. 

Table 1: Potential effect of oxygen enriched and deficient in atmosphere 

Oxygen content Effects and symptoms 
> 23.5% Oxygen enriched, extreme fire hazard 
20.9% Oxygen concentration in normal air 
19.5% Minimum permissible oxygen level 

15% to 19% 

Decreased ability to work strenuously may 
impair coordination and may cause early 

symptoms for persons of coronary, pulmonary 
or circulatory problems 

10% to 14% Respiration further increases in rate and depth, 
poor judgment, blue lips 

8% to 10% Mental failure, fainting, unconsciousness, 
ashen face, nausea and vomiting. 

6% to 8% 
Recovery still possible after four to five 

minutes. 50% fatal after six minutes. Fatal 
after eight minutes 

4% to 6% Coma in 40 seconds, convulsions, respiration 
ceases, death 

2.2. Flammable Atmosphere 

Three elements that termed the fire triangle are necessary for 
a fire or explosion to occur in confined spaces which are oxygen, 
flammable material (gas or fuel) and source of ignition (spark or 
flame). 

For flammable material, Figure 1 illustrates the relationship 
between Lower Explosive Limit (L.E.L) and Upper Explosive 
Limit (U.E.L). The ignition sources of fire may start from open 
flames, welding arcs, lightning, sparks from metal impact, arcing 
of electrical motor or a chemical reaction [4]. Several industrial 
processes that generate static charge such as steam cleaning, 
purging and ventilation also have potential of fire hazards.  

 
Figure 1: Lower Explosive Limit (L.E.L) and Upper Explosive Limit 

(U.E.L) 

The L.E.L is the critical point at which ignition or explosion 
occurs [11]. Once the L.E.L is reached, the danger of a fire or 
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explosion is continuous all the way to U.E.L. For example the 
L.E.L of methane (CH4) is 5% by volume and the U.E.L is 15% 
by volume. When a confined space reaches 2.5% of methane by 
volume this would be equal to 50% L.E.L which means that 5% 
methane by volume would be 100% L.E.L.  Between 5 to 15% by 
volume, a spark could cause an explosion. Different gases have 
different percentage by volume concentrations to reach 100% 
L.E.L. 

2.3. Toxic Atmosphere 

The main toxic gases in confined space are carbon monoxide 
(CO) and hydrogen sulphide (H2S) [4]. It may leak from products 
that are stored due to improper procedure or poor ventilation. The 
activities inside the area such as welding, painting, scraping and 
sanding may produce the toxic gases. The toxic fumes produced 
from nearby activities may flow and accumulate inside the area. 

Workers expose to toxic gases in the atmosphere may be 
injured or killed by the gas. At certain concentrations, some toxic 
gases become too dangerous. At such levels, even a brief exposure 
can cause permanent health effects such as brain, heart and lung 
damage or the substance may render workers unconscious so that 
they cannot escape from the confined space. The Life-Threating 
Effects of carbon monoxide and hydrogen sulphide are listed in 
Table 2 and Table 3 respectively [11]. 

Table 2: Effect of carbon monoxide exposed period 

Exposure (ppm) Time Effects and symptoms 
35 8 hour Permissible Exposure Level 

200 3 hour Slight headache, discomfort 
400 2 hour Headache, discomfort 
600 1 hour Headache, discomfort 

1000 to 2000 2 hour Confusion, discomfort 
2000 to 2500 30 minutes Unconsciousness 

4000 > 1 hour Fatal 

Table 3: Effect of hydrogen sulphide exposed period 

Exposure (ppm) Time Effects and symptoms 
10 8 hour Permissible exposure level 

50 to 100 1 hour Mild eye and respiratory 
irritation 

200 to 300 1 hour Marked eye and respiratory 
irritation 

500 to 700 ½ to 1 hour Unconsciousness, fatal 
> 1000 1 minutes Unconsciousness, fatal 

3. Fundamental of Electronic Nose System 

3.1. Electronic Nose 

The e-nose as a device to mimic the discrimination of the 
mammalian olfactory system for smell is introduced in 1982 [12]. 
Initially the instrument used three different Metal Oxide 
Semiconductor (MOS) gas sensors to identify several chemical 
volatile compounds by using the response steady state signals. 
Then Gardner [13], described the e-nose development comprise of: 
(1) a matrix sensor to simulate the receptors of the human olfactory 
bulb, (2) a data processing unit that performs the same function as 
the olfactory bulb and (3) a pattern recognition system that would 
recognize the olfactory patterns of the substance being tested, 
which is a function performed by the brain in the human olfactory 
system. Figure 2 shows the similarity between human olfactory 
system and the e-nose system. 

 
Figure 2: Similarity between human olfactory system and e-nose system 

3.2. Sample Handling 

The sample handling is a process to deliver the air sample to 
the sensor array. In the detection process, a sensor chamber is used 
to locate the sensor array where it interacts with the air sample. The 
data processing unit and pattern recognition algorithm will process 
the acquired data and classify them accordingly. The standard e-
nose operating procedure includes determination of sample 
preparation and sampling method. The sample preparation 
procedure is determined by the type of sampling either static or 
dynamic method [14]. 

For static sampling, the sensor array and the sample is located 
at the same place in the chamber. The reading of sensor array is 
taken from the sample after the headspace in the chamber is 
homogenised. For dynamic sampling, the sensor array and the 
sample are at different or separate locations. The chamber is 
designed to locate a set of sensor arrays in one cavity and the 
sample is delivered into another cavity in order to be exposed to 
the sensors. This is also known as the Odour Capturing Module 
(OCM). The static sampling method is suitable to implement at a 
laboratory and not practical for outdoor use, while OCM is suitable 
to implement in both environments. However, the OCM must be 
purged to clean the chamber cavity after every sampling process to 
ensure sensor stability and repeatability for the next sampling 
process to produce consistent output readings [15]. 

Sample handling is a critical step affecting analysis by e-noses. 
The quality of the analysis can be greatly improved by adopting an 
appropriate sampling technique. To introduce the volatile 
compounds present in the headspace (HS) of the sample into the e-
noses detection system, several sampling techniques have been 
used [16]. Various types of systems have been developed and are 
used to gather an air sample for analysis such an electric air pump 
which is used to suck the outside air sample into the sensor 
chamber [17]. A tube connected to a dedicated pump is generally 
used to direct the air sample into the e-nose. Other than that, the 
air sample delivery system was designed to provide seamless 
control over the operation by using a fan [18]. 

3.3. Sensor Chamber 

A sensor chamber is used to accommodate the sensor array’s 
interaction with the air sample. The chamber must be properly 
developed for optimum sensor response measurement. The design 
will emphasize optimum sensor response, stability, reproducibility 
and repeatability [19]. The air sample flow inside the chamber 
should be homogenous with low velocity to minimise the 
recirculating zones and stagnant volume [7]. This homogenous 
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flow is to ensure that the sensor arrays are exposed simultaneously 
to the air sample for optimum response measurement. The sensors 
positions in the chamber can be either in a series or parallel to the 
air sample. The different sensors position from the chamber inlet 
will cause a time shift in each sensor response to the air sample. 
Since the distance between the sensors is small, so the time shift 
effect can be ignored [20]. 

The symmetric structure will enable sensor arrays to respond 
simultaneously to the incoming air sample. However, this structure 
size is quite large to accommodate the sensor arrays in one area. 
The chamber development must focus on the structure geometry, 
material selection, type of flow and sensors position which will 
optimise its performance.  The geometry of the chamber should be 
symmetrical to enable the air sample to be exposed to the sensor 
arrays efficiently. The flow of air sample is usually characterized 
using dimensionless ratio known as Reynolds number (Re). The 
Re is a measure of the kinetic forces to the viscous forces in a 
flowing fluid. The Navier-Stokes formula shown in Equation 1 is 
used to solve for air sample flow characteristics [21]. 

Re duρ µ=  (1) 

Where, 

• ρ = density of the fluid (kg/m3) 

• d = hydraulic diameter (m)  

• u = fluid mean velocity (m/s) 

• µ = dynamic viscosity of the fluid (kg/ms) 

3.4. Gas Sensor 

The gas sensor is used by the e-nose to interact with the air 
sample inside the sensor chamber. The interaction will cause a 
change in certain chemical and physical properties known as 
sensor responses that will convert into electrical signal. These 
sensor responses will be acquired by a laptop computer that links 
wirelessly with the e-nose to be used by an off-line signal 
processing method. The instrument sensors sensitivity should be 
suitable with the application’s volatile compounds [12]. The 
sensors are also selected based on their characteristics which 
include fast response, stability, reproducibility and reversibility. 

The principles of gas sensors are optical, thermal, 
electrochemical and gravimetric [22]. Most e-nose devices use 
electrochemical sensors to detect chemical substances to response. 
The operating principles are based on changes in the conductivity 
of sensing material by either adsorption or absorption of the 
gaseous molecules. The sensor conductivity depends on the 
material used and is relative to the sample concentration. The gas 
sensors performance is measured by several criteria and their 
behaviour include sensitivity, selectivity, stability, detection limit, 
responses time, recovery time, life cycle and operating temperature 
[23]. All these criteria are very important to take into consideration 
during the selection of the gas sensors. The MOS gas sensor was 
widely use selected based on its stable response in performance. 

3.5. Microcontroller System 

The e-nose normally uses an embedded controller which is a 
microcontroller with embedded software for operation, data 
acquisition and classification [24]. The control and system 

software is embedded in the instrument memory that may perform 
concurrently during operation. A microcontroller is a component 
that is used to control the sampling process for acquiring the sensor 
response signals to be processed by a personal or laptop computer 
[25]. The microcontroller has good processing capabilities and a 
flexible interface to the instrument’s components which make it 
the ideal choice as the controller. The microcontroller memories 
are RAM, Flash ROM and EEPROM. The Flash ROM memory is 
where the program is stored, also called program memory. RAM 
is used for the temporary data during run-time. The EEPROM is 
used for data memory that needs to be retained during power 
failure. This microcontroller memories ability makes it suitable for 
e-nose operation that consist multimodal sensor to send the signals 
concurrently.  

 Currently, the dsPIC33 microcontroller type from Microchip 
Technology Inc. as the embedded controller was used in e-nose 
system development [26]. The microcontroller was designed using 
Surface Mounted Technology (SMT) component to improve the 
performance by reducing the signal to noise ratio (SNR). The 
microcontroller also converts the acquired analogue signal to 
digital by using an on-board Analogue-to-Digital Converter 
(ADC). 

3.6. Signal Conditioning 

 The e-nose signal conditioning frame work as shown in Figure 
3 consists of an interface circuit, conditioning circuit and filter 
[27]. The interface circuit measures the sensor responses and 
converts it into output voltage that varies with conductive change 
in the sensing element [28].  A conditioning circuit is used to buffer 
and amplify the signal to suit the microcontroller requirement. A 
voltage follower is used as a buffer to isolate the signal and as 
impedance matching of the sensors output. The noise is removed 
from the signal by using a passive Low Pass Filter (LPF) because 
it is good for removing a small amount of high frequency noise (>2 
kHz). 

 
Figure 3: The signal conditioning frame work 

3.7. Data Processing 

 The e-nose will produce a time-series sensor response 
corresponding to the air sample. The sensor response as data also 
depends on ambient air, temperature and humidity. The process 
consists of pre-processing, dimension reduction, pattern 
recognition and results as shown in Figure 4. 

 
Figure 4: Electronic nose data processing block diagram 

 The chemo-metric processing technique that relates 
mathematical and statistical is used to extract the relevant 
information from the data [29]. This method uses multivariate 
analysis to discriminate the data simultaneously. The process uses 
either a statistical or biological classification method approach to 
classify or cluster the data qualitatively or quasi quantitatively. The 
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analysis methods are divided into parametric, non-parametric, 
supervised and unsupervised [30]. A parametric pattern is when 
the data are Gaussian and the distribution feature is normal. 
Supervised method develops a classification model using known 
data while unsupervised method uses unknown data for the 
development. 

3.8. Pre-processing 

 The e-nose raw data is highly susceptible to noise, uncertain 
value, and inconsistency pattern. The quality of the data affects the 
classification model result. The data needs to be pre-processed to 
improve its quality which will in turn improve the classification 
process [31]. The process is critical for data processing that 
involves preparation and transformation of the initial raw data. 

3.9. Feature Selection 

 The e-nose time series acquired data consists of dynamic or 
transient and steady state sensor response [32]. Figure 5 shows the 
transient and steady state sensor response. Feature selection is used 
to select a certain region of the sensor response that contains 
relevant sample information. Most of the e-noses extract the steady 
state region from the sensor response for the pattern recognition 
process. 

 
Figure 5: The transient and steady state sensor response 

3.10. Baseline Manipulation 

 The baseline manipulation is a method that is based on the 
difference of the sensor response value between reference and 
sample [33]. The reference normally is the ambient air or nitrogen 
gas. Four baseline manipulation methods are commonly employed 
which are difference, relative, fractional and logarithm. The 
difference method is a widely used by directly subtracts the 
baseline and can be used to eliminate additive drift from the sensor 
response. Relative manipulation divides by the baseline, removing 
multiplicative drift and generating a dimensionless response. 
Fractional manipulation subtracts and divides by the baseline, 
generating dimensionless and normalized responses. The 
advantages of these processes will enhance the quality of data 
which contains the relevant sample information. 

3.11. Normality Test 
 The procedure in assessing a sample of data has a normal 
distribution are graphical methods (histogram, boxplots and Q-
plots), numerical methods (skewness and kurtosis indeces) and 
normality test [34].  A normality test is a statistical process used to 
determine if a sample or any group of data fits a normal distribution 
or not to determine suitable types of data analysis. 

 A normality test can be performed mathematically for example 
the Shapiro-Wilk (SW), Kolmogorov- Smirnov (KS) or Anderson-
Darling (AD) test [34]. The power of test method proportionally 
increased with sample size and level but was still low for a small 
sample. The Kolmogorov- Smirnov test is the best with high 
sensitivity in rejecting null hypothesis [35]. The Shapiro-Wilk is 
suggested being to be used for a normality test, but Kolmogorov- 
Smirnov is popular [36]. 

 Basically the data skewness and outlier’s features indicate non-
normality distribution. The data non-normality distribution needs 
to be transforming in order to process using the parametric 
classification method [35]. But the alteration on the original non-
normality data will create curvilinear relationships that will 
complicate the interpretation. The data should us a non-parametric 
classification method when the distribution is not normal. 

3.12. Multivariate Statistical Analysis 
 The Multivariate Statistical Analysis is used to discriminate 
and classifier sample. It build discriminate and classifier models. 
Some of the multivariate analysis techniques are Principal 
Component Analysis (PCA) for discriminate and Support Vector 
Machine (SVM) for classifier. This technique is described in the 
following sub section. 

3.13. Principal Component Analysis 
The PCA is a dimension-reduction tool that can be used to 

reduce a large set of variables to a small set that still contains most 
of the information in the large set. The PCA will transform the 
number of original data with correlated variables (number of 
sensors) into uncorrelated variables (Principal Components, PC) 
and loadings or weight of each original variable of variance 
percentage. 

Traditionally, PCA is performed on a square symmetric matrix. 
It can be a pure sum of squares and cross product (SSCP) matrix, 
covariance matrix (scaled sums of squares and cross products) or 
correlation matrix (sums of squares and cross products from 
standardized data). The SSCP and covariance do not differ, since 
these objects only differ in a global scaling factor. A correlation 
matrix is used if the variances of individual variants differ much or 
if the units of measurement of the individual variants differ. 
Basically, PCA can be represented in five steps [37]: 

i. Normalize the data by subtracting the mean 
ii. Calculate the covariance matrix 
iii. Calculate the eigenvectors and eigenvalues of the 

covariance matrix 
iv. Choose components and form a feature vector  
v.  Derive the new data set 

 The PCA result is shown by a two-dimensional (2D) or three-
dimensional (3D) graphical plot that contains the original data’s 
important information and shows the PC percentage and group 
cluster which is being analysed visually. The PCA is used as the 
dimension reduction technique as it is the most widely used in e-
nose data analysis. 

3.14. Support Vector Machine 

The SVM is a supervised learning model that is based on 
statistical learning theory for data classification and regression 
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[38]. The SVM training used data with known class when 
designing a linear classifier hyper plane model for separate group. 
SVM is targeting clear maximum margins between the hyper plane 
and closest training. In addition, the SVM optimized classification 
decision function is based on structural risk minimization in order 
to avoid over fitting.  

In more complicated for non-linear cases, SVMs employ the 
kernel trick where a positive definite kernel function is used to map 
the input data into a high dimensional transformed feature space 
and this method regularly used by the e-nose community that used 
multisensory system [39]. The SVM mathematical modelling and 
algorithm can be referring in [40]. Although SVMs were initially 
developed for solving two-class problems, but it is also can be 
easily adapted to tackle multiclass problems. The two common 
techniques consist of: 

i. One per class (OPC). This method is also known as “one 
against others”. OPC is simple and results in reasonable 
performance. K SVM classifiers are trained, each of 
which separates one class from the other (K−1) classes. 
For each measurement, x, to be classified, K SVM 
decision outputs fk(x), 1 ≤ k ≤ K are obtained. The class 
of measurement x, j, is determined as fj(x)/fk(x) > 1 for 
(1 ≤ k ≤ K) / = j. 

ii. Pairwise coupling (PWC). This method is also known as 
“one against one”. This method trains (1/2)K(K−1) 
binary SVM classifiers. To classify a measurement, PWC 
combines the scores of these (1/2)K(K−1) classifiers. 
Each of the (1/2)K(K−1) binary SVM classifiers provides 
a partial decision for classifying a measurement. There 
are different methods of combining the obtained classifier 
and the most common is a simple voting scheme. When 
classifying a new instance each one of the base classifiers 
casts a vote for one of the two classes used in its training. 

Since SVM does not require any estimation of statistical 
distributions of classes to accomplish the classification task, the 
application is widely used in many fields. For examples, the 
classifier performance is excellent in determination of green tea 
quality grades [41] and identification of selected features on 
Mexican coffee [42].  

3.15. Artificial Neural Network 

 The non-linear e-nose sensor responses have to be converted to 
linear before they are classified using linear classifier methods. 
However, high volume of data from complex instrument’s sensor 
responses is difficult to produce an efficient classification model.  
The Artificial Neural Network (ANN) has good learning, 
generalization and noise tolerance that is suitable for the e-nose 
non-linear data [43]. It has the ability to learn the complex 
interaction between the array of sensors and the air sample [44]. 
The network's ability to compensate the moderately sensitive 
sensors towards the air sample has improved the classification 
success rate.  

 The ANN is a mathematic model in which the nodes are 
interconnected with each other with weights and biases to form the 
network architecture. The architecture depends on the 
mathematical analysis of task criteria. The common network 
structure uses fully connected three-layer architecture models 

which are made of input, hidden and output nodes. Figure 6 shows 
that an ANN model consists of the input layer, hidden layer and 
output layer. 

 
Figure 6: Basic neuron model showing the components and connections 

Each neuron has a few weighted inputs and finally generates 
one output. The output is a function on these weighted inputs. 
Various types of functions can be used to calculate the output in a 
neuron. One type of neuron is called a perceptron which takes a 
vector of real-valued inputs and calculates a linear combination of 
these inputs. It outputs 1 if the result is greater than some threshold 
and -1 otherwise. Given inputs x1...xn, this perceptron function is 
shown in Equation 2 till Equation 5: 

1 1 2 2 0
1

1, ...
0( ..... )

1,
n n

n

if w x w x w x w
x x

Otherwise
+ + + ≥

= −  
(2) 

Where, 

• w0 : a threshold 

• wi  : real-valued constant weights 

• xn, : inputs 

 

An unthresholded perceptron is a linear unit, whose output is: 

0( ) .x w x=  
(3) 

Where, 

• w̅: weights vector 

• x̅: inputs vector. 

 

Another commonly used neuron is sigmoid unit, whose output is: 

0 ( . )g w x=  
(4) 

Where, 

• g: sigmoid function 

 

The logistic form of sigmoid function is:  

1( )
1 yg y

e−=
+

 (5) 

 A sigmoid unit is equal to a perceptron. Firstly, it calculates the 
linear combination of its inputs and then applies a threshold to the 
result. However, this threshold is continuous comparing with a 
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perceptron with a discontinuous threshold. The output of sigmoid 
function is between 0 and 1 (or between -1 and 1) and increases 
monotonically with its inputs. The sigmoid unit maps a very large 
input domain (-∞,∞) onto a small range of outputs (0,1) or (-1,1). 

 A particular transfer function is chosen to satisfy some 
specification of the problem that the model is attempting to solve 
[45]. During training, the model learns from the input neuron and 
gradually adjusts its weight to reflect the desire outputs [46]. The 
network model is tested by using the randomised unused testing 
data. The process uses the unknown data to test the network’s 
generalisation ability of the classification model. The performance 
of the network model is given by the Equation 6. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝑠𝑠𝐶𝐶𝐶𝐶𝑠𝑠𝐶𝐶𝐶𝐶 𝑟𝑟𝐶𝐶𝐶𝐶𝑠𝑠 =
𝐶𝐶𝐶𝐶𝑟𝑟𝑟𝑟𝑠𝑠𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑐𝑐 𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶

𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶
× 100 (6) 

 Types of ANNs refer to the model learning methods: 
supervised, unsupervised and reinforcement. These include 
Multilayer Feed-Forward Perceptron (MLP), Fuzzy ARTmaps, 
Kohonen’s Self-Organizing Maps (SOMs), Probabilistic Neural 
Network (PNN) and Radial Basis Function Neural Network 
(RBFNN). The MLP, PNN and RBFNN are supervised types of 
classifiers that are normally used for e-nose applications [47]. The 
classification results using RBFNN is the most stable with a high 
classification success rate [48]. 

3.16. Radial Basis Function Neural Network 

The RBFNN consists of three layers includes input layer, 
hidden layer and output layer. The method approximation 
capabilities are based on the superposition of local models of the 
response system. The output layer only computes a linear 
combination of the activation of the neurons in the hidden layer. 
The input output multivariate relationship is given by using 
Equation 7 and also can be written in matrix form in [49]: 

1 1
( ) (|| ||)

K N

ij mj i m ij
f i

y x w G x c b e
= =

= − + +∑∑  (7) 

Where, 

• yij is i,j-th element of the output matrix YN,K 

• N is the number of observations (data) 

• K is the number of outputs in the RBFNN (or responses)  

• If denote M as the number of hidden neurons (or the RBF canter’s), wmj is 
m,j-th element of the weight matrix WM+1,K, m = 1, 2, …, M 

• M+1 is the number of hidden neurons add bias (b)  

• XNM is the input patterns 

• cm is the square centroids matrix M x M 

• ENK is the matrix of residuals of eij 

• YNK(x)=dij is the process output 

  

 The activation of every neuron depends on the distance of the 
input vector to the prototype represented by the radial basis 
function and neuron parameter. The radial activation function 
network provides a nonlinear method of interpolating between 
numbers of different areas, time-series estimation and 
classification. The method always converges at the same point 
when trained with the orthogonal least squares algorithm. The 

advantage of the classifier is that the network has no local minima 
problem [50]. 

4. Electronic Nose Development 

4.1. System Structure 

The e-nose system structure includes the sensing module, 
signal conditioning, microcontroller and embedded software. The 
instrument peripherals (i.e. an air pump, keypad, graphical Liquid 
Crystal Display (LCD), purging system, power supply and 
wireless Radio Frequency (RF) communication are controlled by 
the microcontroller) as shown by Figure 7. 

 
Figure 7: The e-nose block diagram 

4.2. Sensing Module 

The sensing module consists of sensor arrays for gas detection 
and a sensor chamber to locate the sensor arrays. Each gas sensor 
should have a different sensitivity profile over a range of hazardous 
gases for the confined space application. The process had selected 
suitable sensors with varying sensitivity to generate the responses 
known as smell prints. The process had reduced the instrument 
size, cost of the sensors, power consumption and will increase 
classification performance. 

The gas sensors performance is measured by several criteria 
such as sensitivity, selectivity, stability, detection limit, response 
time, recovery time, life cycle and operating temperature [23]. All 
these criteria are very important to consider during selection of the 
gas sensors. The developed e-nose sensing module used four 
selected MOS gas sensors that are normally and widely used for 
environmental monitoring [51]. The sensors were selected based 
on each sensor varying sensitivity and selectivity that generated a 
smell print profile corresponding to the air sample. The selections 
were based on the confined space main hazardous gases effective 
value with different sensitivity manufactured by Figaro Inc. and 
Synkera Technologies Inc. as listed in Table 4. The sensors are 
able to detect main hazardous gases effective value to effect human 
for oxygen at between 0-30%, carbon monoxide at 35 ppm, 
hydrogen sulphide at 20 ppm and methane 5%. For monitoring the 
environmental conditions, the temperature and humidity sensor 
(SHT75) from Sensirion company was also located under the 
developed instrument due to its characteristics and ability (refer to 
appendix A). The sensor uses two wires through Serial Peripheral 
Interface (SPI) communication to communicate with the 
embedded controller. 
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Table 4: E-nose sensors selection 

Category Target 
Parameter Sensor 

Sensitivity 

(ppm) 

Sensitivity 

(%) 

Operating 
Temperature 

(°C) 

Oxygen Oxygen Sk-
25F - 0 to 30 -10 to 50  

Toxic 
Carbon 

Monoxide 
TGS 
2442 

30 to 
1000 -  -10 to 50 

Hydrogen 
Sulphide 

PN 
714 1 to 100 -  -10 to 50 

Flammable Methane TGS 
2612 - 1 to 25  -10 to 40 

The e-nose sensor chamber was designed and simulated using 
Computational Fluid Dynamic (CFD) SolidWorks version 2012 
software. The SolidWorks software was used to create the Three 
Dimensional (3D) model of the chamber structure. Then the CFD 
was used to simulate and analyze for optimum air sample flow 
inside the chamber cavity to expose to the sensors. The analysis 
was based on the pressure, velocity and Reynolds (Re) number that 
were generated during the simulation.  

The simulation finding was used to enhance the sample flow 
optimization, structure geometry, material and reduce the chamber 
dead zone [52]. The geometry should be symmetrical for efficient 
sample flow inside the chamber cavity. The simulation analyzed 
the best sensor position between series and parallel chamber design 
for optimum sample flow exposure to the sensor array and the 
series type was chosen shown in Figure 8. 

 
(a) 

 
(b) 

Figure 8: (a) Isometric and (b) explode view for chamber design 

4.3. Signal Conditioning Board 

 The e-nose MOS gas sensors were attached to the signal 
conditioning board. The board is used to enhance the sensor 
responses signal suitable for the data acquisition by the 
microcontroller. The unit consists of the interface circuit, 
amplifier, filter and Analogue-to-Digital Converter (ADC) as 
shown in Figure 9. 

 
Figure 9: The signal conditioning block diagram 

 The interface circuit will measure the sensor responses and 
convert it into a constant current circuit. The sensor heater was 
used to increase the sensor temperature to around 300oC and the 
heater circuit is including in the sensor.  The sensor response was 
calculated by using Equation 8. 

C RL
s L

RL

V V
R R

V
−

= ×
 

(8) 

Where, 

• Rs is the sensor resistance or responses 

• Vc or Vcc is the circuit voltage 

• VRL is the voltage load resistor or voltage output (Vout) 

• RL is the load resistor 

The RL value used to limit the sensor output voltage and VRL 
up to five volts. The RL were using 10 KΩ with 1% accuracy to 
enable the output voltage range suitable for the microcontroller. 
The signals from sensors are in analogue form and voltage divider 
rule are applied to the signal conditioning circuit. The sensor 
principle is impedance with low range (refer to appendix A) and 
the MCP602 Integrated Circuits (IC) unity gain voltage follower 
from Microchip Technology Inc. was used as the signal amplifier. 
The amplifiers high input and low output with good impedance 
matching will minimise the loading effects to the microcontroller 
ADC.  

 A passive Low Pass Filter (LPF) was used to filter the sensor 
responses signal from unwanted noise. The passive filter was used 
because of its fewer components and low noise as compared to 
active filter. The cut off frequency was calculated by Equation 9. 
The LPF was designed to allow frequencies below 2 KHz to pass, 
while blocking frequencies above it. 

1
2

fc
RCπ

=
 

(9) 

Where, 

• fc is the cut off frequency 

• R is the resistor value 

• C is the capacitor value 

  

 Two signal conditioning circuit boards were designed and 
developed for sensors located at the left and right of the sensor 
chamber. The circuit boards were designed using Power Logic 
software. Then it was converted into a schematic diagram for the 
board etching process by using Power PCB software. Then both 
signal conditioning board is etching for components placement 
through soldering process. The developed sensing module includes 
sensor chamber and signal conditioning board. The left side board 
is for carbon monoxide and methane while oxygen and hydrogen 
sulphide sensors are on the right. 

4.4. Controller Board 

 The controller Printed Circuit Board (PCB) was also designed 
using Power Logic and Power PCB software. The fabrication is as 
shown in Figure 10. The PCB main component uses Surface 
Mount Technology (SMT). The electronic components were laid 
out on a two-layer plated through hole PCB. All the ICs were 
decoupled to ground with capacitors to reduce noise from the 
circuits. The ground plane tracks at the bottom layer were kept to 
a minimum to reduce the signal to Noise Ratio (SNR). The 
acquired data is transmitting through Zigbee wireless Radio 
Frequency (RF) communication. 
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Figure 10: The controller board front and back view 

4.5. Microcontroller 
The e-nose system controls and data processing use the 

microcontroller with embedded software. The dsPIC33 
microcontroller from Microchip Technology Inc. was selected 
because its 40 MIPS is good for high processing speed and its 16-
bit data bus is suitable for the instrument operation in real time. 
The microprocessor flash memory is 256 KB and 30 KB for RAM 
are large enough and capable of handling the data acquisition 
operation and system control at the same time. 

 Furthermore, the dsPIC33’s built-in 12-bit ADC conversion 
speed is capable of simultaneously sampling from all the analogue 
sensor responses signal. The digitized data is stored inside the 
microcontroller flash memory and sent to laptop computer which 
is linked through Zigbee wireless RF communication during the 
data acquisition process. The output digital signals are expressed 
in numbers ranging from 0 to 4095 and sensors voltage output is 
calculated by Equation 10. 

5
4096out

ADCV ×
=

 
(10) 

4.6. Wireless Communication 
The e-nose wireless communication was developed using 

Zigbee (MRF24J40MC) module from Microchip Technology Inc. 
based on 2.4 Gigahertz (GHz) IEEE Std. 802.15.4™. This module 
has been chosen as a medium for communication because its 
communication range can reach up to 4000 feet and the 
temperature range is at -40 ° C to + 85 ° C which are suitable for 
confined space applications. It is also popular because its miniature 
size, simple circuit and low power. The Zigbee module has a 50Ω 
Ultra Miniature Coaxial (U.FL) connector to connect to an external 
2.4 GHz antenna. The module interfaces to the microcontrollers 
through a four wire Serial Peripheral interface (SPI), interrupt, 
wake, reset, power and ground as shown in Figure 11.  

 
Figure 11: Wireless Zigbee (MRF24J40MC) module block diagram 

4.7. Input and Output Devices 
The e-nose main controller board was interfaced with a four-

button keypad as the input device. The input is used as the user 
interface to select the instrument program menu. A 128x64 
character graphic Liquid Crystal Display (LCD) from Topway 
Displays brand was selected as the instrument display unit 
(output). The LCD is used to display several instrument attributes 
such as operation, data acquisition and utilities. 

4.8. Purging System 
The sampling system will deliver the air sample to flow into 

the sensor chamber. The system is essential to ensure that all 
sensors are exposed to the air sample effectively during the sniff 
cycle. For this confined space application the e-nose has a self-
purging function to ensure that the sensor chamber is purged 
accordingly [1]. 

 Figure 12 shows a pneumatic system that has been designed as 
the e-nose self-purging system. The system has a 3-way solenoid 
electro-valve that was placed between instrument inlet and sensor 
chamber. During sniff cycle the electro-valve would allow the air 
sample from the confined space atmosphere to flow into the sensor 
chamber through channel one. While during purging cycle, the 
electro-valve would allow filtered air through the carbon filter to 
purge the sensor chamber cavity through channel two. The system 
is programmed and controlled by the instrument’s microcontroller. 

 
Figure 12: The e-nose purging system 

4.9. Power Unit 
 The e-nose system uses a single 12 volt lead acid battery as the 
power supply. The power supply is used for the air pumps, electro-
valve, signal conditioning boards and main controller board. The 
PCB consists of two unit voltage regulators (LM2575) used to 
provide 5 volts of power for the sensor measuring circuits, 
amplifiers, analogue multiplexer and relay. 

4.10. Enclosure 
 The enclosure or casing for the e-nose was selected based on 
space for component placement and the material used. The plastic 
enclosure was used because of its non-flammable properties when 
exposed to high temperatures. It also did not interfere with data 
acquisition during the sniff operation. Figure 13 shows the 
enclosure with dimension of 22cm (L) x 30cm (W) x 14cm (H) and 
the instrument’s complete hardware development. 
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Figure 13: E-nose enclosure and hardware development 

4.11. Software Development 
 The e-nose embedded software is used to integrate hardware to 
enable the instrument operate as a system. The acquired data 
transferred wirelessly from the instrument to a laptop computer 
that is received and displayed through Graphical User Interface 
(GUI). The data is processed and classified using an off-line 
method by utilizing MATLAB software. 

4.12. Embedded Control Software 
 The e-nose embedded software has been developed on the 
laptop computer using dsPIC33 C compiler version 8.0 from 
Microchip Technology Inc. The compiler was bundled inside the 
MPLAB Integrated Development Environment (IDE). The menu 
driven program contains the instrument control, data acquisition, 
communication and utilities. 

4.13. Graphical User Interface 
 A Graphic User Interface (GUI) was developed using Visual 
Basic 6.0 (VB6) software on a windows 7 platform. The GUI is 
used for receiving and recording the sensors output digital signal 
that is transmitted wirelessly by the e-nose to laptop computer. The 
GUI will display the sensor digital output signal that is plotted in a 
single bar graph according to their concentrations as shown in 
Figure 14. The instrument sensor digital output signals that are 
displayed by the GUI in real time are saved as a text file. 

 
Figure 14: Graphic User Interface (GUI) for sensor responses 

4.14. Converting ADC Data to parts per million 

 The developed GUI is also able to convert the e-nose sensor 
digital output signal as data in ADC value to parts per million 
(ppm) and percentage correspond to the air sample concentration. 
Based on the e-nose MOS gas sensors data sheet, the MOS gas 
sensors have a linear correlation between the sensor responses and 
air sample concentration. The sensor response gradient (m) and 
constant value (k) that intersect at x = 1 was calculated using 
Equation 11 and Equation 12. 

(log )
(log )

ym
x

∆
=
∆  

(11) 

m

yk
x

=
 

(12) 

Where, 

• m is the gradient 

• y is the sensors response (Ω) value 

• x is the sample concentrations (ppm) value 

• k is the intersection point at axis x=1 

 Based on the calculated value of the sensor response gradient 
and constant value, the sensor digital output signal in ppm value, x 
can be calculated by using Equation 13. 

log( )
[ ]

10

y
k

mx =  

(13) 

 For the flammable gas (i.e. methane), the sensor digital output 
signal is measure in percentages by using Equation 14. The 
developed GUI for the instrument sensors digital output signal 
conversion is shown in Figure 15. 

% 10000
ppmx

x =
 

(14) 

Where, 

• x% is the sample concentrations in percentage  

• xppm is the sample concentrations in ppm 

 
Figure 15: Graphic User Interface (GUI) for data conversion 

5. Experimental Setup 
 The e-nose was tested in laboratory and field environments. 
This process will ensure the instrument functionality, performance 
and reliability were satisfied. The first experiment was conducted 
to test the performance of the purging system. After that, the 
instrument was calibrated to test its response to various air sample 
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concentrations.  Lastly the instrument was tested in a hospital 
confined space (i.e. mechanical room) for field atmospheric 
hazards monitoring. 

5.1. System Setup 
 Dynamic headspace technique was used for the e-nose 
sampling process. The instrument system setup was set according 
to the parameters listed in Table 5. 

Table 5: The e-nose system setup parameter 

Operation Time (s) Air pump Electro-
valve 

Switch on e-nose and run GUI 30 OFF OFF 
Sensors pre-heat period 90 OFF OFF 

Purge cycle 60 ON ON 
Holding period after purge cycle 30 OFF OFF 

Sniff cycle 30 ON OFF 
Holding period after sniff cycle 

for data acquisition  200 OFF OFF 

Based on the system setup parameters, the e-nose uses the 
dynamic headspace sampling method includes “purge”, “sniff” 
and “hold”. The method will hold the air sample in sensor chamber 
to enhance the e-nose sensitivity. The setup parameter values were 
based on the selected sensors characteristics. The data acquisition 
experiment procedures are as follows:- 

i. Switch on the e-nose and run the GUI on a laptop 
computer to test the communication.  

ii. Pre-heat the instrument sensors to ensure the MOS gas 
sensors reach the optimum operation temperature. 

iii. Activate the self-purging procedure (purge cycle) by 
activating the 3-way solenoid electro-valve channel two. 
This would allow the ambient air to flow through the 
active carbon filter by using the air pump. The clear 
reference air will flow into the sensor chamber and flush 
out the previous air sample. Then the instrument will 
remain idle for about 30 seconds to allow sensors 
response to return to its basic value.   

iv. Sniff cycle, the 3-way solenoid electro-valve channel one 
is activated for the instrument expose to the air sample. 
The headspace air sample will flow into the sensor 
chamber by using the same air pump.  

v. The air sample will be held in chamber for 200 seconds 
that will expose the sensors for optimum interaction and 
sensor response reach steady state.  

vi. The steady state sensor response data is transfer 
wirelessly through the Zigbee module to a laptop 
computer that is displayed and saved by the GUI. The 
GUI will record 200 data at one data per second baud rate 
based on the sensor’s response. 

vii. Repeat steps (iii) to (vi) for another nine times that will 
generate 2000 data which is used for the data processing. 

5.2. Purging Testing 
The e-nose self-purging test experiment was conducted at the 

biomaterials laboratory, School of Mechatronics Engineering, 
Universiti Malaysia Perlis (UniMAP). The laboratory temperature 
was 25°C with 75% Relative Humidity. The room temperature and 
humidity was continually observed and recorded. 

The experiment sampling process used the instrument system 
setup as explained in section 5.1. This experiment was conducted 

to test its ability to flush out the air sample from the sensor chamber 
enabling gas sensor responses return to its basic value. The 
experiment had to follow the data acquisition procedure.  

 Initially the instrument purge cycle operation experiments 
were activated using laboratory ambient air as the reference. Then 
the instrument purge cycle was repeated by using the self-purging 
system which is activated by the three-way solenoid electro-valve 
channel two. This allows the ambient air to flow through the active 
carbon filter. The reference air will flow into the sensor chamber 
and enables sensors response to return to their basic value. Both 
purging method sensor responses are analyzed for their 
performance. 

5.3. System Calibration and Validation 

E-nose calibration and validation experiments were conducted 
also at the same laboratory. The laboratory temperature was 25°C 
with 75% Relative Humidity. The room temperature and humidity 
was continually observed and recorded. 

The experiments were conducted in laboratory in a fume hood 
because it will absorb any leaking of the hazardous gases as shown 
in Figure 16. The e-nose sampling process involves two gas 
sampled cylinders with different concentration as listed in Table 6. 
The experiment sampling process used the e-nose system setup as 
explained in section 5.1. The experiment had to follow the data 
acquisition procedure. 

 
Figure 16: The e-nose calibration and validation testing 

Table 6: The component and concentrations for gas cylinder one and gas cylinder 
two 

Components 
Concentrations 

Cylinder 1 Cylinder 2 

Hydrogen sulphide 
(H2S) 10 ppm 

< 1 ppm Carbon monoxide (CO) 50 ppm 
Methane (CH4) 2.5 % 
Oxygen (O2) 18.0 % 20.8% 

The gas in cylinder one which contains oxygen, hydrogen 
sulphide, carbon monoxide and methane used for the calibration 
while cylinder two which contains air with zero grades (<1 ppm) 
were used for the validation.  

 Initially, the experiments were conducted by using gas from 
cylinder one (a mixing of hydrogen sulphide, carbon monoxide, 
methane and oxygen) as the sample to identify and calculate the 
calibration value. Then the experiments were repeated by using gas 
cylinder two which contain air with zero grades. The experiments 
were used to verify the e-nose ability to responses with lowest 
concentration of air sample. 
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 E-nose performance was validated with an Altair 5X Multi Gas 
Detector from MSA brand which is able to detect hydrogen 
sulphide, carbon monoxide, methane and oxygen [53]. The 
instrument temperature and humidity measurement value were 
also validated by using the Humidity Alert Detector from Extech 
as shown in Figure 17. 

 

(a) 

 

(b) 

Figure 17: (a) Altair 5X Multi Gas Detector and (b) Humidity Alert detector 

 Initially both gas cylinders were used as air samples for the gas 
detector. The validate instrument measurement was used as the 
reference value. Then the experiments were conducted for the 
instrument using both gas cylinders. The different measurement 
values between the instrument and validate instrument which are 
known as percentage error (%error) by using Equation 15 were 
adjusted to be less than 10% by modifying the embedded 
instrument data acquisition program [53]. The experiments were 
repeated to 10 times for the instrument and validate instrument 
using both gas cylinders for validation process. 

Experimental value Reference value% 100
Reference valueError

−
= ×  (15) 

Where, 

• %Error is percentage error value 

• Experimental value is e-nose sensor responses data  

• Reference value is validate instruments data 

 E-nose temperature and humidity measurement values were 
also compared with the commercial temperature and humidity 
meter. The different measurement values were also adjusted to less 
than 10% by modifying the embedded instrument data acquisition 
program. The experiments were also repeated for the instrument to 
validate the temperature and humidity measurements values. 

5.4. Field Environment Testing 

E-nose field environment experiment was conducted in a 
confined space (i.e. mechanical room) at the Hospital Sultanah 
Bahiyah, Alor Setar, Kedah. There are two set generators placed 
in the mechanical room to generate electricity when electricity is 
suddenly cut off in the hospital building. This room is potentially 
exposed to the atmospheric hazards when there is a leak at the 
generator that uses diesel fuel to operate. During the operation, the 
carbon monoxide gas will release and oxygen level became limit 
because eliminate by this gas. 

This mechanical room is also chosen because of its appropriate 
area and the distance that allows wireless communication devices 
to function fully without losing any data. The room size was 20m 
(L) x 10m (W) x 5m (H) and the room average temperature was 
31°C with 63% Relative Humidity. This room temperature and 
humidity condition has no effect to the sensors ability in term of 
drift response and sensitivity changes after calibration experiment 
testing were done based on the sensors operating temperature. The 
room temperature and humidity were continually observed and 
recorded.  

Four locations, ambient (outside room), location one, location 
two and location three were selected for data acquisition. The 
purpose of these locations was to prove the ability of the 
instrument to be able to classify the concentration of gas according 
to their location. The experiment started with data acquisition at 
outside room as reference air, followed by location one, two and 
lastly at location three. The generator and data acquisition location 
in the mechanical room are illustrated in Figure 18. The 
experiment sampling process used the e-nose system setup as 
explained in section 5.1. 

 
Figure 18: Data acquisition locations in mechanical room 

6. Results and Discussion 

6.1. Purging Testing 
 This section discusses the data analysis for the purging testing 
to compare reading between normal ambient air and the filtered 
ambient air. The analysis utilised the statistical multivariate 
technique to discriminate between two different samples. 

 E-nose sensor responses were a time series waveforms profile. 
The sensor responses purging cycle using laboratory ambient air 
and ambient air through an active carbon filter are shown in Figure 
19 and Figure 20 respectively. The reference air flows into the 
sensor chamber and enables the sensor responses to return to their 
basic values. 

The average for 10 times readings from sensor responses between 
the ambient air and filtered ambient air are listed in Table 7. The 
readings show that sensor responses for the ambient air through the 
active carbon filter is lower than ambient air without filter. This 
means that the active carbon filter is able to flush out the air sample 
from the sensor chamber better to enabling gas sensor responses 
return to its basic value and become stabilized during purge cycle. 
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Figure 19: Sensor responses for ambient air 

 

Figure 20: Sensor responses for ambient air through active carbon filter 

Table 7: Average sensor responses for purging testing 

Parameter 
Methane 

(ADC 
value) 

Carbon 
monoxide 

(ADC 
value) 

Oxygen 
 (ADC 
value) 

Hydrogen 
sulphide 

(ADC 
value) 

Ambient air 150 950 140 350 
Active 

carbon filter 100 850 10 250 

The PCA used the correlation matrix method because for all 
samples, the sensor responses data variances were completely 
different so the data variances were standardized. Figure 21 shows 
the PCA score plot for instrument purging testing.  

 Consists of six total principal component’s (PC) that represent 
number of instrument sensors and a 2D-PCA score plot was used 
because the first two PC variation accounted for 99.43% (PC1 was 
91.21% and PC2 was 8.22%) of the total data more than 90% 
which contain useful information [54]. The plot shows that data for 
ambient air and ambient air through an active carbon filter are 
successfully discriminate into two groups. This shows that the 
proposed self-purging system capability is successful in providing 
reference air for the instrument purge cycle operation. 

6.2. Calibration and Validation 

 This section discusses the data analysis for the calibration 
process by calculating the calibration value. The validation 
between developed instrument and validated instrument is to 
verify its detection performance and reliability. 

 Sensor responses for the e-nose calibration which used gas 
cylinder one and gas cylinder two are shown in Figure 22 and 

Figure 23. The plotted graph shows that the different detection 
reading between both gas cylinders. The feature selection process 
was applied to the raw data and 100 steady state responses were 
select for both gas cylinders detection. 

 
Figure 21: PCA score plot for purging testing 

 
Figure 22: Sensor responses for gas exposure from cylinder one 

 
Figure 23: Sensor responses for gas exposure from cylinder two 

 The calibration value is the different reading between the e-
nose average sniff and the commercial detector as a validated 
instrument. The percentage error (%Error) calculation for 
instrument sensors when exposed to the concentrations of gas 
cylinder one is shown in Table 8. The instrument sniff reading was 
2.03% for methane, 46.83 ppm for carbon monoxide, 18.68% for 
oxygen, 6.68 ppm for hydrogen sulphide, 26.40°C for temperature 
and 74.20% Relative Humidity for humidity sensors. The different 
values between instrument sniff and validate instrument shown by 
the methane is 0.47%, carbon monoxide is 3.17 ppm, oxygen is 
0.12%, hydrogen sulphide is 3.32 ppm, temperature is 0.40°C and 
humidity is 0.20% Relative Humidity.  
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 Results from these different values are used as the calibration 
values for each sensor when performing the next detections. The 
percentage error was than calculated and it shows 18.80% for 
methane, 6.34% for carbon monoxide, 0.63% for oxygen, 33.20% 
for hydrogen sulphide, 1.53% for temperature and 0.27% for 
humidity sensors. 

Table 8: Calibration value and percentage error calculation before calibration 

 
Methan

e 
(%) 

Carbon 
Monoxid

e 
(ppm) 

Oxyge
n 

(%) 

Hydroge
n 

Sulphide 
(ppm) 

Temperatur
e (°C) 

Humidit
y 

(%RH) 

E-nose 
sniff 

2.03 
±0.08 

46.83 
±0.12 

18.68 
±0.02 

6.68 
±0.93 

26.40 
±0.36 

74.20 
±0.24 

Altair 5x 2.50 50.00 18.80 10.00 - - 
Humidity 

Alert - - - - 26.00 74.00 

Calibratio
n 

value 
0.47 3.17 0.12 3.32 0.40 0.20 

Percentage 
error (%) 18.80 6.34 0.63 33.20 1.53 0.27 

 The same sampling method process is performed, but this time 
by adding the calibration value for the instrument sensors when 
exposing them to the concentrations of gas in cylinder one. The 
result is shown in Table 9. The different readings between 
instrument sniff and validate instrument shown by the methane is 
0.04%, carbon monoxide is 1.18 ppm, oxygen is 0.24%, hydrogen 
sulphide is 0.50 ppm, temperature is 0.60°C and humidity is 0.40% 
Relative Humidity. The percentage error was then calculated and 
it shows 1.60% for methane, 0.36% for carbon monoxide, 0.21% 
for oxygen, 5.00% for hydrogen sulphide, 2.22% for temperature 
and 0.80% for humidity sensors. Since the percentage error is 
decreased to less than 5.00% which is within the standard total 
difference allowed (less than 10%), the results were considered as 
valid and acceptable [55]. This proved that the instrument is trusted 
and ready for real field environment testing. 

Table 9: Calibration value and percentage error calculation after calibration 

 
Methan

e 
(%) 

Carbon 
Monoxid

e 
(ppm) 

Oxyge
n 

(%) 

Hydroge
n 

Sulphide 
(ppm) 

Temperatur
e (°C) 

Humidit
y 

(%RH) 

Average, 
sniff 

2.46 
±0.09 

49.82 
±0.11 

18.76 
±0.03 

9.50 
±0.86 

26.40 
±0.30 

75.60 
±0.21 

Altair 5x 2.50 50.00 
 18.80 10.00 - - 

Humidity 
Alert - - - - 27.00 75.00 

Calibratio
n 

value 
0.04 1.18 0.24 0.50 0.60 0.40 

Percentage 
error (%) 1.60 0.36 0.21 5.00 2.22 0.80 

Table 10: Results of e-nose sensors ability in lowest responses 

 
Methan

e 
(%) 

Carbon 
Monoxid

e 
(ppm) 

Oxyge
n 

(%) 

Hydroge
n 

Sulphide 
(ppm) 

Temperatur
e (°C) 

Humidit
y 

(%RH) 

Average, 
sniff 

0.20 
±0.04 

0.76 
±0.43 

20.94 
±0.09 

0.30 
±0.07 

26.40 
±0.13 

73.20 
±0.16 

Altair 5x 0.00 0.00 20.80 0.00 - - 
Humidit
y Alert II - - - - 26.00 73.00 

Table 10 shows the average lowest sniff readings for the 
instrument sensors during exposure to gas cylinder two. The 
lowest reading shown by the methane sensor is 0.20%, carbon 

monoxide sensor is 0.76 ppm and hydrogen sulphide sensor is 
0.30 ppm. The commercial gas detector readings are also recorded 
to validate and to prove that the concentrations from the gas 
sample that have been used are trusted and reliable. The results 
proved that the instrument sensors are able and functioning well 
to response less than one ppm when exposed to the air with zero 
grades. 

6.3. Field Environment Testing 
 This section discusses the data analysis for the field 
environment testing to test the instrument performance in real 
confined space. The analysis utilised the statistical multivariate 
and the ANN techniques. 

 The sensor responses for e-nose field environment testing at 
location one, two, three and four. Figure 24 shows the instrument 
sensor responses for location one air sample which consists of a 
dynamic slope response (transient) and steady state response. The 
data is pre-processed to enhance its suitability for the analysis. 
Feature selection is used to extract 100 steady state sensor 
responses in a 100 second sampling rate for pattern recognition 
purpose. Figure 25 shows instrument sensor responses after the 
feature selection process. The same feature selection process 
applied to other samples which are location two, three and four. 

 
Figure 24: Location one sensor responses in field environment testing 

 
Figure 25: Location one feature selection in field environment testing 

 Differential baseline manipulation method was used for the air 
sample data. The baseline data is the different between the 
reference air and sample data. The process purpose is to remove 
the outliers and compensate the disturbance effect. This will 
enhance the data quality and improve sensitivity. Figure 26 shows 
the instrument baseline manipulation for the location one air 
sample. 
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Figure 26: Location one baseline manipulation in field environment testing 

A normality test was used to investigate the acquired data 
distribution pattern. The tests used Anderson-Darling (AD), 
Shapiro-Wilk (SW) and Kolmogorov-Smirnov (KS) methods. The 
hypothesis for the normality tests was set as: 

Null hypothesis, H0: Data is normal 

Alternative hypothesis, H1: Data is not normal 

 The significance level (alpha, α) for AD, SW and KS method 
was set at 0.05. The results shown in Table 11 indicate that the 
probability value (p-value) was less than α value for all three 
normality test methods. As the p-value is less than α, so it will 
reject the H0. Thus, the acquired data distribution is not normal and 
the appropriate method chosen for this data is non-parametric 
classification analysis. 

Table 11: Normality test for AD, SW and KS in field environment testing 

 AD SW KS 
Ambient <0.005 <0.010 <0.010 

Location one <0.005 <0.010 <0.010 
Location two <0.005 <0.010 <0.010 

Location three <0.005 <0.010 <0.010 

 The PCA score plot for field environment testing was shown 
in Figure 27. Consists of six total PC’s that represent number of 
instrument sensors and a 2D PCA score plot was used because the 
first two PC’s variables was 99.42% (PC1 was 97.01% and PC2 
was 2.41%) which contain most of the useful information 54. The 
plot shows that the sample data were clustered into four groups: 
ambient, location one, location two and location three. The plot 
indicates the instrument field environment testing’s ability to 
differentiate air samples at different locations. 

 
Figure 27: PCA score plot for field environment testing 

The SVM is a statistical multivariate analysis method that used 
to test the developed instrument’s capability. The methods robust 
features are suitable for analysing the sample data. The analysis 

was conducted to differentiate and classify the samples between 
ambient (Amb), location one (L1), location two (L2) and location 
three (L3). 

The SVM method used 400 sample data inputs, with 100 
acquired from each of the four samples. The train class was set at 
70% (280 data) while test class was set at 30% (120 data). The 
SVM utilised the linear kernel function with prediction speed at 
9400 obs/sec, training time at 2.88 sec, automatic kernel scale, box 
constraint at level one and the multiclass method was one versus 
one.  

 The instrument in field environment test classification success 
rate is shown by the confusion matrix with 99.28% for train 
performance and 98.33% for test performance as shown in Table 
12. The results indicate that the instrument is successfully being 
developed and has a high classification success rate in classifying 
the samples. 

Table 12: SVM confusion matrix for e-nose field environment testing 

Train Performance Test Performance 

Clas
s 

 Train Class 

Clas
s 

 Target Class 

 Am
b L1 L2 L3  Am

b L1 L2 L3 

Am
b 69 1 0 0 Am

b 29 1 0 0 

L1 1 6
9 0 0 L1 1 2

9 0 0 

L2 0 0 7
0 0 L2 0 0 3

0 0 

L3 0 0 0 7
0 L3 0 0 0 3

0 
Success 

rate 99.28% Success 
rate 98.33% 

Table 13: RBFNN confusion matrix for e-nose field environment testing 

Train Performance Test Performance 

Class 

 Train Class 

Class 

 Target Class 

 L1 L2 L3 L3  Amb L1 L2 L3 

Amb 69 1 0 0 Amb 29 1 0 0 

L1 1 69 0 0 L2 1 29 0 0 

L2 0 0 70 0 L3 0 0 30 0 

L3 0 0 0 70 L4 0 0 0 30 

Success rate  99.28% Success rate 98.33% 

The RBFNN analysis used 400 sample data inputs, with 100 
acquired from each of the four samples. The network used 70% 
(280 data) of the data for training and the remaining 30% (120 
data) for testing. The three-layer feed-forward classification model 
used six input nodes which corresponds to the instrument sensors 
includes four MOS sensors, temperature and humidity sensor. The 
optimum hidden layer neuron also is set to four by using trial and 
error method. Four neurons were used as the output in sequences 
of 0001, 0010, 0100 and 1000 to help process the input which 
implemented the full classifications. 
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 Table 13 shows the RBFNN classification confusion matrix for 
the instruments filed environment testing. The instrument 
classification success rate for classifying four different samples is 
99.28% for train performance and 98.33% for test performance. 
The RBFNN classification result indicates that the instrument is 
successfully developed and functions accordingly. 

7. Conclusion 
This work has successfully developed portable e-nose for 

confined space application. The statistical multivariate analysis 
and ANN were used to model the air sample in providing potential 
solutions for the specific confined space application. The major 
achievement and contributions are summarised. 

This work has successfully investigated and identified the 
atmospheric hazards main hazardous gases (i.e. oxygen, carbon 
monoxide, hydrogen sulphide and methane) that could contribute 
to confined space atmospheric accidents. The e-nose sensing 
module development was based on the main hazardous gases for 
confined space application. 

The e-nose system was successfully fabricated with 
multimodal sensor detection. The instrument was able to function 
effectively in providing sample assessment. The instrument’s key 
features are its portability, ease of operation and effectiveness for 
use in confined space application.  

The e-nose system was successfully integrated with optimum 
self-purging. The instrument’s self-purging system is able to 
supply the lowest sensors responses with filtered ambient air for 
the instrument purging cycle which is important for repeatability.   

The e-nose was successfully tested its functionality in the 
laboratory environment through calibration and validation process 
using validated instruments includes Altair 5x Multi Gas Detector 
for concentrations of gases and Humidity Alert meter for 
temperature and humidity. The 5% percentage error readings 
between instrument and validated instruments proved its 
capabilities.  

 The e-nose was successfully tested in a real confined space 
environment (i.e. mechanical room) at Hospital Sultanah Bahiyah 
(HSB), Alor Setar, Kedah. The instrument is capable of 
recognising the concentrations of hazardous gasses at specific 
locations by discriminated using PCA with a total variation of 
99.42%. While the classifiers success rate for SVM and RBFNN 
indicates of 99.28% for train performance and 98.33% for test 
performance. The instrument is able to display the atmospheric 
hazards concentrations in the room which is important during pre-
entry testing. 

 Finally, based on the achievement of this research work, it is 
clear that the development of e-nose is able to compete existing 
devices to accurately and consistently measure atmospheric 
hazards in confine space applications. 

8. Future Work 
In order to enhance the instrument capabilities, a number of 

improvements need to be considered for future work. Firstly, 
improve the data conversion programming from GUI to embedded 
system. Secondly, improve the wireless communication distance 
suitable for a confined space that has a large area. It will ensure a 
smooth data acquisition process and prevent any data loss.  

Thirdly, integrate the acquired data to send into an Internet of 
Things (IoT) system for real-time remote monitoring.  Finally, 
integrate the instrument with a mobile robot for ease manoeuvring 
to various locations in the confined space [56]. This can eliminate 
an authorised person from entering into the confined space during 
pre-entry atmospheric testing. The mobile robot should have a 
complete system with a remote control and charge-coupled device 
(CCD) camera for any obstacle avoidance. 
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