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 Probabilities topic models are active research area in text mining, machine learning, 
information retrieval, etc. Most of the current statistical topic modeling methods, such as 
Probabilistic Latent Semantic Analysis (pLSA) and Latent Dirichlet Allocation (LDA). They 
are used to build models from unstructured text and produce a term-based representation 
to describe a topic by choosing single words from multinomial word distribution. There are 
two main weaknesses. First, popular or common words are different topics, often causing 
ambiguity for understanding the topics; Second, lack of consistent semantics for single 
words to be represented correctly. To address these problems, this paper proposes a model 
(A Two-Phase Method for Constructing Topic Model, TPMTM) that combines statistical 
modeling (LDA) with frequent pattern mining and produces better presentations of rich 
topics and semantics. Empirical evaluation shows that the results of the proposed model 
are better than LDA. 
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1. Introduction 

Topic models are Bayesian statistical models that are 
structured in accordance with a hidden theme, usually called 
unstructured data in a set of textual documents, topics with 
multiple distributions of words. Due to a collection of unstructured 
text documents, the topic model assumes that the collection of 
documents (corpus) has a certain number of hidden topics and that 
each document contains more than one topic in different sizes. 
Researchers have developed several topic models such as Latent 
Semantic Indexing (LSA) [1], Probability Latent Semantic 
Analysis (PLSA) [2] and Latent Dirichlet Allocation (LDA) [3]. 
Topic modeling automatically selects topics from the text and 
identifies topics over time [4], explores the connection between 
topics[ 5], supervised the topics [6], recommendation [7], and so 
on. 

LDA or unsupervised generation probabilistic methods for 
modeling the document collection (corpus), is the most commonly 
used topic modeling method. The LDA, each document can be 
described as a probabilistic distribution for latent topics, and that 
the topic distribution of all documents is distributed a common 
Dirichlet prior. Within each topic in the LDA model is described 
as a probabilistic distribution over-represented as a probabilistic 
distribution of words and words distributions of topics distribute 

the same Dirichlet prior. Each latent topic in the LDA model is also 
distributions of topics distribute a common Dirichlet prior as well. 
A corpus D consists of M documents, with document d having Nd 
words (d ∈{1,..., M}), LDA models D as stated in the following 
process[8]. 

LDA concludes the following generative process for each 
document w in a D corpus: 

1. Choose N ∼ Poisson (ξ). 

2. Choose θ ∼Dir (α). 

3. For each of the N words wn: 

(a) Choose a topic zn∼ Multinomial (θ). 

(b) Choose a word wn from p(wn|zn.β), a multinomial 
probability conditioned on the topic Zn. 

The discovered variables are words in documents although 
others are hidden variables (θ and ϕ) and hyperparameters (β and 
α).To provide hyperparameters and hidden variables, the 
probability of discovered data D and maximized as follows: 

𝑝𝑝 (D|α,β)=
 ∏ ∫𝑝𝑝(𝜃𝜃𝑑𝑑𝑀𝑀

𝑑𝑑=1 |𝛼𝛼)�∏ ∑ 𝑝𝑝(𝑧𝑧𝑑𝑑𝑑𝑑|𝜃𝜃𝑑𝑑𝑧𝑧𝑑𝑑𝑑𝑑
𝑁𝑁𝑑𝑑
𝑛𝑛=1 )𝑝𝑝(𝜔𝜔𝑑𝑑𝑑𝑑|𝑧𝑧𝑑𝑑𝑑𝑑,𝛽𝛽)�𝑑𝑑𝜃𝜃𝑑𝑑    (1) 

The LDA model has three levels of the representation. In 
corpus level, there are two parameters (α and β) that are involved 
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in the process of building a corpus. Document-level variables are 
the variables θd, which are sampled once per document. Finally, 
word-level variables zd,n and wd,n are the variables that are collected 
for each word in each document. The current statistical topic 
modeling techniques make multinomial distributions in words to 
represent topics in a given collection of texts. For example, Table 
1 displays a sample of multinomial distributions used to describe 
the three themes of a scientific collection of publications. 

Table 1: A Sample of Topic Presentation on AAAI Dataset 

TopicId Words 
7 problem, result,order ,solver, present 
12 algorithm,show, state,find,result 
18 behavior ,system ,agent, develop ,result 

  From the above results in Table1, a sample of word 
distributions used to present three themes of a scientific paper 
collection of AAAI dataset. The term "result" is a general term and 
very general term in showing research papers in all different fields. 
The general words cause ambiguous to the topic presentation. So, 
a new model is required to solve these problems. The new method 
should take higher special representations and explore latent 
associations under multinomial word distributions. 

The LDA and other topic models are portions of the better field 
of probabilistic modeling. Generative probabilistic topic modeling 
is a method for unsupervised classification of documents, by 
modeling each document as a mix of themes and each theme as a 
mix of words. But there exist the problems of word uncertainty and 
semantic integrity [8].  

Text mining is a technique that supports users' assets effective 
information from a variety of digital documents. Most text mining 
methods are keyword-based strategies that need single words to 
show the documents. Based on the theory that the phrase may have 
more linguistic meaning than the keyword, strategies for using 
phrases instead of keywords are also suggested. However, surveys 
have shown that phrase-based techniques are not always better 
than keyword-based techniques [9, 10]. Many strategies in the field 
of data mining are used in patterns to mine useful documents that 
yield encouraging results [11, 12]. 

 Topic modeling provides a convenient way to analyze large 
classified text collections while extracting interesting features to 
express collections in text mining.  Thus, it advances the proposed 
model to improve the accuracy and relevance of the topic's 
representations by using the techniques of text mining, especially 
frequent itemset mining techniques.  

In this model, Latent Dirichlet Allocation (LDA) is integrated 
into data mining techniques and achieves successful accuracy for 
the collection documents (corpus). The proposed model is 
composed of two phases: 1) LDA is applied to accomplish first 
topic models and 2) the frequent itemset (pattern) mining method 
is applied to obtain further particular patterns to produce topics of 
the document collections. Furthermore, the frequent itemsets 
(patterns) often explain information about the structure of the 
relationship between words that provide topics that are 
understandable, relevant and broad. 

 

2. Related Work 

Probabilistic topic modeling is expanded to capture more 
interesting features [13], but they show topics through the 
distribution of multinomial words. The papers [14, 15] are a 
widespread way to express the linguistic meaning of the topics as 
mentioned in the introduction. The authors [16] show a way to 
calculate the similarities between given themes and a known 
hierarchy then select the most grant labels to show the topics. But, 
the weakness of existing methods is that they are strictly limited 
to resource candidates and are limited to linguistic coverage. The 
proposed model is a work extension originally presented at 16th 
IEEE/ACIS International Conference on Computer and 
Information Science, [17]. This paper [18] discusses the topic-
related model phrase by Markov dependencies in word order 
based on LDA structure, related to this paper.  The results 
provided on [19, 20, 21] show that the topics described by the 
phrases are easier to interpret than their LDA. But phrases may 
contribute low-level events in documents, which cannot be 
accomplished with efficient retrieval performance.  

3. Phase1: Topic Presentation Propagation Using LDA 

The Latent Dirichlet Allocation is an algorithm that 
automatically detects the themes that are present in the collection 
of documents. At the LDA, each document can be viewed as a mix 
of different topics. The LDA provides the topic using word 
distribution and representation of the document using the topic 
distribution. The description of the topic means which words are 
important to which the topic and representation of the document in 
which topics are important in the documents [22-26]. 

 Let D = {d1, d2, ..., dM} be a corpus. Each document is 
considered as a mixture of themes and each theme can be defined 
as a distribution over frozen vocabulary words composed of 
documents using (1). In general, the proposed model has 
θ=∅1,∅2, … ,∅𝑉𝑉  for all topics.  

Example results of LDA, the topic presentation is shown in 
Table 2. At document level, table 3 shows LDA’s example results, 
document representation and Table 4 also shows word-topic 
assignments results of LDA’s example. 

Table 2: Topic representations – probability distribution over words 

Topic θ 

∅7 problem:1
3
 , result: 4

12
 ,order: 2

12
 ,solver 2

12
, present : 2

12
 

∅12 algorithm 2
15

,show : 4
15

, state: 1
3
,find: 2

15
,result : 2

15
 

∅18 behavior : 4
15

,system : 2
15

,agent : 1
15

, develop: 2
15

 , result: 2
15

 

 LDA contributions are the representation of the topic that uses 
the word distribution that the words are important to what the topic 
matter is, and the representation of the document by distributing 
the topic which themes are important for a particular document. 
These representations are used for obtaining information, 
document classification, text mining, machine learning, etc. 
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Table 3: Document representation-probability distribution over topics 

Document 𝒛𝒛𝟕𝟕 𝒛𝒛𝟏𝟏𝟏𝟏 𝒛𝒛𝟏𝟏𝟏𝟏 
𝑑𝑑7 0.385 0.123 0.108 
𝑑𝑑12 0.464 0.118 0.073 
𝑑𝑑18 0.305 0.11 0.098 

 Then, specified topics also indicate which words are important 
in which topics, similar to the representation on the subject. The 
proposed model performs word-topic emphasis on the LDA for 
more precise or more specific topic presentation for a given corpus. 

4. Phase2: Topic Presentation Expansion 

Words with high probability in topic distributions are selected 
to represent topics in most LDA based applications. For example, 
the top 5 words for the 3 topics, as shown in Table 2, are: problem, 
result, order ,solver, present for topic 7, algorithm, show, state, find, 
result for topic 12 and behavior ,system ,agent, develop ,result for 
topic 18. So, they are likely to represent the general concepts or 
common concepts of the three topics and can not describe the three 
topics that are noteworthy. Furthermore, the words in 
representations on the topics formed by the LDA are individual 
single words. Single words provide very little information about 
relationships between words and very limited language definitions 
to make the topic matter clear. 

 In this section, we propose a method based on frequent 
patterns (itemset) mining techniques, detailed in the following sub-
sections, aimed at reducing the above-mentioned problems. 

4.1. Frequent Itemsets based on LDA 

The frequent itemset mining is the method of mining data in a 
set of items or words in large data sets. These patterns are usually 
described in various forms such as frequent itemsets, sequential 
patterns, or substructures.  

In this paper, the proposed model uses frequent itemsets. 
Typical itemset generally indicates that a set of items often 
happens together in a transaction dataset. The methods of using 
frequent itemsets are categorized into three basic skills: horizontal 
data format, vertical data format, and expected database strategy.  

We use the vertical data format in the mine frequent itemsets 
in this paper and believe that frequent pattern mining based 
representation can be more meaningful and more accurate to 
describe topics. In addition, frequent pattern based representations 
contain structural information that shows the relationship between 
the words. 

Create Transactional Dataset: The aim of the proposed 
frequent pattern-based method is to discover related words (i.e., 
frequent itemsets) from the words assigned by LDA to the topics. 
From this purpose, we build a set of words from each word-topic 
assignment instead of using the order of words, because, for 
frequent pattern mining, the frequency of a word within a 
transaction is less important. A topical document transaction is a 
set of words without any duplicates. Let D={d1,d2,…,dM}be the 
original document collection, the transactional dataset for topic Zj 
is defined as Tj .  

For the topics in D, we can develop V transactional datasets. 
An example of the transactional datasets is described in Table 5, 
made from the example in Table 4. 

 Generate Frequent Pattern-based Representation: The basic 
idea of the proposed method is to reduce frequent itemsets 
generated from each transactional dataset  Tj to represent Zj. Here 
the frequent items in each transactional dataset are taken. Then 
documents associated with each item are converted into the 
vertical format and a number of documents containing each item 
are counted. Items are sorted according to their number of hits (i.e. 
number of documents of each item). Removing noise items that the 
number of hits is greater than the user provided threshold. If 
document-set is a subset of another documents-sets in each 
transactional dataset then items are merged into enhanced frequent 
itemsets. For example, w1:d1d2:3, w2:d1d3:2, w3:d1d4:3, w1:d2d3:2, 
w8:d1d2d3:2, w7:d1d2d4:3 can be compressed as the enhanced 
frequent itemsets w1,w2,w8:d1d2d3:2, w1,w3, w7:d1d2d4:3 (format - 
"items" : "document" : "topic (transactional dataset)" ). Such 
meaningless itemsets may harm document filtering tasks using 
frequent itemsets because it has duplicates the same frequent 
itemsets. So, we can regard the proposed method as lossless 
compression because we can cover all the removed frequent 
itemsets with the exact topic and it can effectively filter out the 
redundant itemsets. Finally, frequent itemsets in each transactional 
dataset are reconstructed. ("itemset" and ''pattern" are 
interchangeable in this thesis). Frequent itemsets are the most 
widely used patterns created from transactional datasets to 
illustrate useful or interesting patterns. The main idea of the 
proposed frequent itemset method is to use of frequent patterns 
generated from each transactional dataset to represent topic Zj. For 
a given minimal support threshold δ, and itemset p in Tj is frequent 
if supp (p) >= δ where supp(p) is the support of p where the number 
of transactions containing p. Take T7 as an example, which is the 
transactional dataset for topic Z7. For a minimal support threshold 
δ = 2, all the frequent itemsets generated from are given in Table 
6. Patterns represent words related to specific and recognizable 
meanings. 

Table 6: The Frequent Itemsets Explored from T7 

Frequent Patterns minimal support threshold δ 
<result> 3 
<algorithm,show,state,find> 2 

5. Evaluation 

We made experiments to evaluate the performance of the 
proposed method. In this section, we show the results of the 
evaluation. 

5.1. Datasets 

Two datasets are used in experiments, containing abstracts of 
papers published in the AAAI from 2013 to 2014 and NSF from 
1990 to 2003. The two datasets contain 548 and 129000   abstracts. 
The abstracts are obtained from UCI Machine Learning 
Repository (http://archive.ics.uci.edu/ml) and by using Porter's 
stemmer in Java 
(http://www.tartarus.org/~martin/PorterStemmer). 
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Table 4: Word-topic Assignments 

Document 
𝒛𝒛𝟕𝟕 𝒛𝒛𝟏𝟏𝟏𝟏 𝒛𝒛𝟏𝟏𝟏𝟏 

Proportion 
of Topic Terms Proportion of 

Topic Terms Proportion of 
Topic Terms 

𝑑𝑑7 0.385 
problem, result, 

order ,solver, 
present 

0.123 algorithm ,state, 
find ,algorithm 0.108 behavior , 

system ,agent 

𝑑𝑑12 0.464 algorithm,show, 
state,find,result 0.118 spars ,distribute ,fin

d 0.073 class, complex 

𝑑𝑑18 0.305 algorithm,show, 
state,find,result 0.11 algorithm, state 0.098 behavior, 

system ,system 

Table 5:  Transactional datasets

Document 
𝒛𝒛𝟕𝟕(T7) 𝒛𝒛𝟏𝟏𝟏𝟏(T12) 𝒛𝒛𝟏𝟏𝟏𝟏(T18) 

Proportion of 
Topic Terms Proportion of 

Topic Terms Proportion of 
Topic Terms 

𝑑𝑑7 0.385 
problem, result, 
order ,solver, 

present 
0.123 algorithm,state, 

find 0.108 behavior , 
system ,agent 

𝑑𝑑12 0.464 algorithm,show, 
state,find,result 0.118 spars,distribute, 

find 0.073 class, complex 

𝑑𝑑18 0.305 algorithm,show, 
state,find,result 0.11 algorithm,state 0.098 behavior, system 

5.2. Settings 

 Firstly, we are preparing datasets from the UCI Machine 
Learning Repository and preprocessing of all documents by 
removing stop and stemming words.  

Secondly, we apply the LDA model to construct a topic 
model with V = 20 topics for each data collection, using the 
MALLET topic modeling toolkit 
(http://mallet.cs.umass.edu//index.php). Our experiments show 
that an inadequate number of topics will mainly lead to abundant 
expanded patterns in the topic model. We run Gibbs sampling for 
1000 iterations, the LDA hyperparameters are α = 50 / V and β = 
0.01.  

Thirdly, topical transaction datasets for optimizing topic 
representations are developed.  

Finally, frequent itemsets based on topic representations 
using the proposed method presented in Section 4 are developed. 
We used 10% of the documents for testing purpose and trained 
the resting model at 90%.  

5.3. Baseline Model 

In order to compare the suggested method, the LDA chose 
the baseline model in the experiments. Examples of the results of 
the two models (the LDA model and the frequent itemset based 
on model) are shown in Table 7. The top 10 terms or frequently 
itemsets in each of the topic presentations produced by two 
models are shown in Table 7. 

 

Table 7: Topic Presentations of All Models Using the AAAI Dataset 

Topic8 Topic4 
LDA Frequent itemsets LDA Frequent  itemsets 
change 
system 
data  
unsupervise 
input  
compact  
benefit  
superior  
state  
trust  

algorithm,method 
gener  
differ 
propos  
mani  
consid  
effici  
sever,train 
imag  
target,problem 
  

parallel 
semant 
complex 
algorithm 
mathemat 
condit 
represent 
tool 
regular 
improve 
  

markov  
agent  
popular,demonstre 
analyze,learn 
design  
relationship,topic 
tempor  
recommend,exploit 
adapt  
time 
  

5.4. Results 

The objective of the proposed approach and other current 
topic modeling methodologies is to show the topics of a collection 
of documents as specific potential. For existing topic modeling 
methods and the proposed methodology, the topic representations 
are word distributions or patterns with probabilities. The more 
specific selected words or patterns are in the representation of the 
topic, the more precise representation of the topic matter becomes. 
The performance of the proposed method is evaluated by the use 
of information entropy. The higher the entropy, the more the 
proposed model is disordered.   

Table 8: Comparison of All Models in Information Entropy Using a collection of 
documents of AAAI and NSF 

Datasets Latent Dirichlet   
Allocation 

Frequent Itemsets 
(patterns) 

AAAI 4.86159  2.68171 
NSF 28.3747 20.7532 
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From the above results in Table 8, the suggested method 
based on frequent itemsets has lower entropy rates than the 
baseline model. Thus, it can make more exact presentations of the 
topics of a corpus. 

6. Conclusion 

This paper proposes a model to produce more discriminative 
and semantic rich representations for modeling topics in a given 
collection of documents. The main contribution of this paper is 
the novel approach of incorporating the pattern mining method 
and topic modeling method (Latent Dirichlet Allocation) to 
produce representations based on the pattern for modeling the 
topics. The test results show that representations based on patterns 
are more specific than representations developed by the Latent 
Dirichlet Allocation. In the future, we will examine the structure 
of the patterns and discover the relationship between words that 
represent topics at a more granular level.  
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