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 Face Recognition (FR) is considered as a heavily studied topic in computer vision field. The 
capability to automatically identify and authenticate human's faces using real-time images 
is an important aspect in surveillance, security, and other related domains. There are 
separate applications that help in identifying individuals at specific locations which help in 
detecting intruders. The real-time recognition is mandatory for surveillance purposes. A 
number of machine learning methods along with classifiers are used for the recognition of 
faces. Existing Machine Learning (ML) methods are failed to achieve optimal performance 
due to their inability to accurately extract the features from the face image, and enhancing 
system’s recognition accuracy system becomes very difficult task. Majority of designed FR 
systems has two major steps: extraction of feature and classifier. Accurate FR system is still 
a challenge, primarily due to the higher computational time and separate feature extraction. 
In general, for various applications using images, deep learning algorithms are mostly 
recommended for solving these problems because it performs combined feature extraction 
and classification task. Deep learning algorithm reduces the computation time and enhances 
the recognition accuracy because of automatic extraction of feature. The major novelty of 
the work is to design a new VGG-16 with Transfer Learning algorithm for face recognition 
by varying active layers with three levels (3, 4, and 7).  It also designs the Convolutional 
Neural Network (CNN) for FR system. The proposed work introduced a new Real Time Face 
Recognition (RTFR) system. The process is broken into three major steps: (1) database 
collection, (2) FR to identify particular persons and (3) Performance evaluation. For the 
first step, the system collects 1056 faces in real time for 24 persons using a camera with 
resolution of 112*92. Second step, efficient RTFR algorithm is then used to recognize faces 
with a known database.  Here two different deep learning algorithms such as CNN and VGG-
16 with Transfer Learning are introduced for RTFR system. This proposed system is 
implemented using Keras. Thirdly the performance of these two classifiers is measured using 
of precision, recall, F1-score, accuracy and k-fold cross validation. From results it 
concludes that proposed algorithm produces higher accuracy results of 99.37%, whereas 
the other existing classifiers such as VGG3, VGG7, and CNN gives the accuracy results of 
75.71%, 96.53%, and 69.09% values respectively. 
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1. Introduction 

In recent years, an active research area is Face Recognition 
(FR) technology because of technology’s potential in commercial 
use and law enforcement as well as rise in security demands [1]. 
The issues and developments in face recognition have been 
alluring a lot of scientists working in computer vision, pattern 
recognition, and biometrics domain. Various face recognition 

algorithms are used in diverse applications like indexing and 
video compression that comes under the domain of biometrics. 
Face recognition concepts can be used in classifying multimedia 
content and to help in the quick searching of materials that 
interests the end user. A comprehensive face recognition 
mechanism can be of assistance in domains like surveillance and 
forensic sciences. It can also be used in the areas of law 
enforcement and to authenticate security and banking systems. In 
addition to that, it also gives control and preferential access to 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Showkat Ahmad Dar, showkatme2009@gmail.com 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 956-964 (2021) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

 

https://dx.doi.org/10.25046/aj0602109  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj0602109


S.A. Dar et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 956-964 (2021) 

www.astesj.com   957 

secured areas and authorized users. The issues in face recognition 
have garnered even more significance after the spike in terrorism 
in the recent years. It largely decreases the need for passwords and 
can offer enhanced security. For this, FR should be used with 
additional security mechanisms.  

In spite of facial recognition's rapid growth and acclaim as a 
critical authentication mechanism, the algorithms used for facial 
recognition have not been developed significantly. It has been 
close to two decades since facial recognition has come to the fore 
but a comprehensive system that is capable of producing positive 
results in real-time conditions has not been developed yet. The 
Face Recognition Vendor Test (FRVT) test carried out by 
National Institute of Standards and Technology (NIST) is 
demonstrated that modern face recognition mechanisms will not 
be able to perform optimally under certain circumstances.  

Modern FR systems intended for complex environments has 
attracted a huge attention in recent years. FR systems that are 
automated is a developing technology that has garnered a lot of 
interest. There are a number of conventional algorithms that are 
used in developing color images and still-face images. The data 
complexity is increased in color images as the pixels are mapped 
to a high-dimensional space. This significantly decreases the 
accuracy and processing efficiency of FR [2].  

There are four stages in FR technology namely, classification, 
representation (extraction of facial feature), alignment and 
detection [3]. Feature representation technique used for extracting 
features is the major challenge of FR system. For a specified 
biometric trait, representations are done using better techniques. 
In image classification, highly important step is feature extraction. 
Highly important information is retained in feature extraction, 
which is used in classification. Feature extraction methods 
improved FR accuracy slowly.  

FR systems are reported with failures or unstable 
performance often with different false rates in real-world 
environment due to technical insufficiency. Making it formal and 
complete use of its performance is being yet a final solution. In 
the recent years, it has been inferred that deep learning works a 
lot better for face recognition [4]. For classification and feature 
extraction, processing unit’s multiple layer cascading is used in 
deep learning techniques. Facial image’s very high recognition 
rate is achieved by this. 

The proposed study processes color images to recognize and 
detect faces with a good deal of accuracy in a real-time scenario. 
This work aims to apply pre-trained Convolutional Neural 
Network (CNN) with VGG-16 algorithm for FR and classification 
accuracy using analysis. These methods have been used for 
enhancing recognition accuracy. Most relevant challenge for such 
a system is recognition and feature extraction. A system has been 
proposed here that makes use of deep learning techniques to 
extract features. System uses deep learning to recognize faces in 
an accurate manner. The proposed system will be capable of 
recognizing more number of faces which can be used for 
searching suspects as the errors are reduced significantly.  

2. Literature Review  

FR has become a popular topic of research recently due to 
increases in demand for security. Highly attractive biometric 

technology is FR and its accuracy is highly enhanced using recent 
advancements in technology. According to Deep Learning (DL) 
and Machine Learning (ML) techniques, FR techniques are 
performed. 

In [5] proposed Haar classifier that made use of a surveillance 
camera for face recognition. The system had four sequential steps 
that included (1) real-time image training (2) face recognition 
with the help of Haar-classifier (3) comparing the real-time 
images having images that were captured from camera (4) 
generation of the result as per the comparison. Haar is used to 
detect the faces in a robust manner in real-time scenarios. Face 
detection uses an algorithm called as Haar cascading. A system 
called as Aadhar has been adopted by India for recognizing the 
citizens. If this is used as a database for the citizens, a local citizen 
and a foreigner can be easily recognized. This information can be 
eventually used for identifying if the person is a criminal or not.  
The major advantage of this work is to apply this system to 
citizenship database. This has less computational cost, better 
discriminatory power and high recognition precision. Least 
processing is required by main features in small images for 
training Haar wavelets. If number of features becomes more it 
requires increased computation time for FR system. It is left as 
scope of the work.  

In [6] proposed a Local Binary Pattern (LBP) for identifying 
faces. This was used along with other image processing methods 
like Histogram Equalization (HE), Bilateral Filter, Contrast 
Adjustment and Image Blending to improve overall system 
accuracy. The LBP codes are improved here due to which the 
performance of the system is enhanced. The major advantage of 
this work is that it is reliable, robust and accurate. In real-life 
setting, this may be used as an attendance management system. 
But this solution limits only the noise. In facial recognition, mask 
faces and occlusion issues are not addressed by this system. But, 
in future, this work can be extended for addressing these issues. 

For face feature extraction, combination of Local Binary 
Pattern (LBP) and Histograms of Oriented Gradients (HOG) 
descriptors [7]. Low computation power is required by these 
descriptors. For face classification, Random Forest (RF) classifier 
based accurate and latest methods are applied. Under a controlled 
environment, from video broadcast, identification and verification 
of one or more person can be done accurately using this proposed 
algorithm. For FR system. Still there is a need to have separate 
feature extraction technique.  

For facial expression recognition, a real-time system is 
presented [8]. Student’s 8 basic facial expressions can be 
recognized using this proposed system and expressions includes 
natural, surprise, sad, nervous, happy, feat, disgust and anger 
inside E-learning environment. Proposed system’s efficiency is 
tested by using Support Vector Machine (SVM), k-Nearest 
Neighbor (k-NN) classifiers and their results are compared. 
Techniques used in this study for recognizing facial expressions 
includes SVM and k-NN classifiers for expression recognition, 
feature selection based on  Principal Component Analysis (PCA), 
feature extraction based on Gabor Feature approach, Viola-Jones 
technique based face detection. In a real-time system, for facial 
expression recognition, it can be used. However the k-NN and 
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SVM classifier needs more time complete the FR process due to 
feature extraction and feature selection steps. 

For addressing partial face images irrespective of its size, 
Fully Convolutional Network (FCN) with Sparse Representation 
Classification (SRC) [9] and it is termed as Dynamic Feature 
Matching (DFM). For optimizing FCN, introduced a sliding loss 
based on DFM. Between subject’s face image and face patch, an 
intra-variation is reduced for enhancing DFM performance. For 
other visual recognition tasks like partial person re-identification, 
this technique can be extended very easily. This solution limits 
the noise alone and image count is also restricted.  

For suppressing unreliable local features from occluded 
regions, a fuzzy max-pooling scheme [10]. On every subclass, 
automatic weighting is done for enhancing robustness in final 
average-pooling. While dealing with data sufficiency and 
occlusion problem simultaneously, better performance 
enhancement is shown by this technique, which is a major 
advantage of this technique. Every subclass is treated as an 
individual classifier, where ensemble late fusion framework is 
used for obtaining final decision. Remarkable enhancement in 
performance can be achieved as shown in results. 

Under various conditions, for face recognition, a framework 
called Optimized Symmetric Partial Face graph (OSPE) [11]. For 
instance, light variation, facial expression; occluded faces are 
used in their experimentation. Partial facial data are introduced for 
enhancing recognition rate as shown in their experimental results. 
Local spatial information is not explored fully in these techniques, 
which is a major drawback of it.  

For dealing with FR, a Principal Component Analysis (PCA) 
technique based on patch [12]. Total scatter is computed for 
computing divided patches correlation directly. For feature 
extraction, projection matrix is obtained by optimizing projected 
samples total scatter. Nearest Neighbor (NN) classifier is used at 
last. For this large sized covariance matrix, eigenvectors 
evaluation consumes more time.  

For real time face recognition, a LBP  [13]. The image of the 
face is represented by using information about the texture and 
shape. For representing the face comprehensively, the facial area 
is divided into different sections. LBP histograms are then 
extorted which are combined to a single histogram. Facial 
recognition is then using the Nearest Neighbor (NN) classifier. 
The validation of the algorithm is carried out by devising a 
prototype model that makes use of the raspberry Pi single-board 
computer, Matrix Laboratory (MATLAB). The results indicate 
that LBP algorithm’s recognition rate is relatively higher when 
compared to other approaches.  

In [14], four various algorithms are combined with Discrete 
Wavelet Transform (DWT). Algorithm includes Convolutional 
Neural Network (CNN), Linear Discriminant Analysis (LDA) 
Eigen vector, PCA Eigen vector and Principal Component 
Analysis (PCA) error vector. Then Fuzzy system and detection 
probability’s entropy are used for combining these four results. 
Database diversity and image defines the recognition accuracy as 
indicated in results. For best case, 93.34% recognition rate and for 
worst case, 89.56% recognition rate are provided by this 
technique. This technique is better than other techniques, where 

individual technique is implemented on specific images set. In 
human face recognition, illumination impact is ignored, which is 
a only limitation in this work. 

All these techniques, reviewed don’t completely address 
issues affecting facial recognition accuracy like feature extraction 
and noise variation. Unfortunately, the processing time and 
training period for these algorithms are considerably large. In the 
recent times, Face Recognition (FR) techniques have been 
replaced by deep learning. Deep learning has been observed to 
perform better for large datasets. On the contrary, traditional ML 
algorithms at an optimum level with comparatively smaller 
datasets. In conventional ML algorithms, a difficulty needs to be 
broken down into individual steps. FR based on CNN is trained 
with large datasets and has attained a high level of accuracy. The 
increased use of deep learning has accelerated the research 
involved in FR. Recently, with deep learning emergence, 
impressive results are achieved in face recognition. In computer 
vision applications, most popular deep neural network is CNN and 
it has automatic visual feature extraction which is a major 
advantage [15]. 

For recognizing face images, Support Vector Machine (SVM) 
and Convolutional Neural Network (CNN) [16]. For 
automatically acquiring remarkable features, CNN is utilized as 
feature extractor. Using ancillary data, CNN pre-training is 
proposed at first and updated weights are computed. Target 
dataset is used for training CNN, which extracts highly hidden 
facial features. At last, for recognizing all classes, proposed a 
SVM classifier. With high accuracy, face images are recognized 
using SVM where facial features extracted from CNN are given 
as an input. In experimentation, for pre-training, images in Casia-
Webfaces database are used and to test and train, used the Facial 
Recognition Technology (FERET) database. With less training 
time and high recognition rate, efficiency is demonstrated in 
experimentation results. Moreover, it is highly difficult to acquire 
some facial features manually from face images. But, effective 
facial features are automatically extracted using CNN. With more 
optimization techniques, deeper CNN based training time and 
recognition rate’s balance point are computed and larger dataset 
is left as scope of this work. 

A modified CNN architecture [17], where two normalization 
operations are added to two layers. Batch normalization is used as 
a normalization operation and network is accelerated using this. 
Distinctive face features are extracted using CNN architecture and 
in CNN’s fully connected layer, faces are classified using Softmax 
classifier. With better recognition results, face recognition 
performance is enhanced using this proposed technique as shown 
in experiment part and it uses Georgia Tech Database. 

A novel technique based on CNN [18] which is termed as 
Deep Coupled ResNet (DCR) model. It consists of two branch 
networks and trunk network. For face images with various 
resolutions, discriminative features are extracted using trunk 
network. High-Resolution (HR) images are transformed using 
two branch networks and targeted Low Resolution (LR) images 
are also transformed using this. 

Pre-trained CNN’s performance [19] with multi-class 
Support Vector Machine (SVM) classifier and for performing 
classification, AlexNet model based transfer learning 
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performance is also proposed. An excellent performance is 
achieved using hybrid deep learning as shown in results when 
compared with other techniques of face verification. 

For facial recognition, CNN and Multi-Layer Perceptron 
(MLP) [20]. For performing facial recognition, it is a system 
based on open code deep-learning. For fiducial point embedding 
and extraction, deep learning techniques are used. For 
classification task, SVM is used. In inference and training, it has 
fast performance. For facial features detection, 0.12103 error rate 
is achieved using this system, which is pretty close for state of the 
art algorithms and for face recognition, it has 0.05. In real-time, it 
can run.  

In [21] proposed a CNN for facial recognition that has been 
implemented on the embedded GPU system. The method uses 
facial recognition based on CNN along with face tracking and 
deep CNN facial recognition algorithm. The results have 
indicated that the system is capable of recognizing different faces. 
An estimated 8 faces can be recognized simultaneously within a 
span of 0.23 seconds. The recognition rate has been above 83.67%. 
As a result, processing time is enhanced and for real-time multiple 
face recognition, it can be used with acceptable recognition rate. 

For face recognition, a Pyramid-Based Scale-Invariant - 
CNN model (PSI-CNN) [22]. From image, untrained features are 
extracted using PSI-CNN model and with original feature maps, 
these features are fused. With respect to matching accuracy, 
experimentation results are shown and it outperforms model 
derived from VGG-Face model. Stable performance is maintained 
using PSI-CNN during the experimentation with low-resolution 
images which are acquired from CCTV cameras. Robust 
performance is exhibited with image quality and resolution 
change. 

For regressing facial landmark coordinates, at CNN’s 
intermediate layers [23]. In specific poses and appearances, for 
regressing facial landmark coordinates, specialized architecture is 
designed in novel CNN architecture. For every specialized sub-
networks, for providing sufficient training examples, designed a 
data augmentation techniques and it address training data’s 
shortage specifically in extreme profile poses. On true positive 
detected faces, accuracy is reflected by this. At last, trained and 
code models are made publicly available using project webpage, 
for promoting results reproducibility.  

Using CNN, real-time face recognition system’s evaluation 
[24]. Standard AT&T datasets is used for performing proposed 
design’s initial evaluation and for designing a real-time system, 
same can be extended. For enhancing and assessing proposed 
system’s recognition accuracy, CNN parameters tuning are used. 
For enhancing system performance, systematic technique for 
tuning parameters is proposed. From the review it concludes that 
the deep learning algorithms give lesser computation time and 
more recognition accuracy than the other methods.   

The VGG16 based multi-level information fusion model [25]. 
On fully connected neural network, enhancement is proposed. 
Computation time is reduced using this technique. In calculation 
and propagation process, some useful feature information are lost 
in CNN model. This work enhances model to be a convolution 
calculation’s multi-level information fusion and discarded feature 

information are also recovered and it enhances image’s 
recognition rate. Network is divided into five groups using VGG 
and they are combined as a convolution sequence. The main 
advantage here is the representational efficiency. Face recognition 
can be attained using 128 bytes per face. 

3. Proposed Methodology 

The proposed system is broken into three major steps: (1) 
database collection, (2) face recognition to identify particular 
persons, and (3) Performance evaluation. For the first step, the 
system collects the faces in real time. In the database consists of 
24 different persons are in the form of 1056 images having the 
resolution of 112*92; Olivetti Dataset is also used for 
implementation.  In second step, Convolutional Neural Network 
(CNN) and VGG-16 Deep Convolutional Neural Network 
(DCNN) are introduced for improving recognition accuracy. 
Finally results evaluation of these two classifiers is measured 
using precision, F1-score, recall and accuracy. These classifiers 
recognize faces in real-time with high accuracy. The recognition 
building blocks are shown in the Figure 1. 

 
Figure 1: Face Recognition Building Blocks 

3.1. Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is attracted image 
processing application’s attraction [26, 27, 28] and it is also used 
for feature extraction capacity from real-time facial images. 
General CNN model which is used for real time facial recognition 
has been illustrated in Figure 2. The CNN architecture has three 
major layers: Convolutional, Fully Connected, and Pooling Layer. 
The initial layer, facial image samples are given as input. Then in 
convolution layer, real time face images are converted into facial 
feature vectors via the kernel with filters=5.  It is followed by 
ReLU activation function for recognition as well as maximum 
pooling layer. Next in line comes the full connection layer 
followed by the output layer.  

CNN’s basic building blocks are explained as follows:  

Input layer- This layer has image’s raw input having width 
112, height 92, depth 3. 

Convolution Layer – In CNN, a matrix called as the kernel 
is passed over the input real time face matrix with size of (112*92) 
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to devise a feature map for subsequent layer. Mathematical 
operation termed as the convolution is executed via sliding Kernel 
size (3*3) over input real time face matrix. On each of the 
locations, real time face matrix multiplication is carried out and 
adds result set onto final feature map.  For example, let use 
consider a 2-Dimensional kernel filter (K=5, 3*3), and a 2-
Dimensional real time facial input image, I. This layer computes 
output volume via computing dot product between all filters and 
facial image. Output volume is computed using this layer via 
computing dot product between facial image and all filters. In this 
layer, filters are used to produce output volume with 112x 92 x 5 
dimension. 

 
Figure 2: Convolutional Neural Networks Architecture 

In layer l, assume Inlas neurons input and as neurons output 
Opl . Every neuron’s activation function and input are used for 
computing every neurons output. Layer number is represented as 
l, for instance, for first layer l=1 and for last layer, l=-1. Row 
number is expressed as i and column number is represented as j. 
Three-dimensional matrix is produced by CNN’ every Inl 
andOpl layers data structures, while one dimensional vector is 
produced by every layer Inl and Opl in FC. 

Assume layer 𝑙𝑙 ’s weight as 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑙𝑙 and bias as 𝑏𝑏𝑏𝑏𝑗𝑗𝑙𝑙 . FC last 
layer’s weight is represented as 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖−1 and bias is represented 
as𝑏𝑏𝑏𝑏𝑗𝑗−1 . If layer l is pooling or convolutional layer, pooling 
windows or convolutional kernel’s size is represented as 
𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙 × 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙. If layer l is fully-connected layer, neurons count is 
given by𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙. In layer l, neurons every input value is represented 
as 𝐼𝐼𝑛𝑛𝑚𝑚𝑚𝑚𝑙𝑙 . For convolution computation, 
convolution(𝑂𝑂𝑝𝑝𝑙𝑙– 1 ,𝑤𝑤𝑤𝑤𝑙𝑙  ,𝑚𝑚,𝑛𝑛) function is used. Previous layer’s 
output is given by 𝑂𝑂𝑝𝑝𝑙𝑙– 1 . Between layer l ( Inl ))’s input and 
previous layer (𝑂𝑂𝑝𝑝𝑙𝑙– 1)’s output, weights matrix is given by 𝑤𝑤𝑤𝑤𝑙𝑙. 
Layer l’s bias is given by 𝑏𝑏𝑏𝑏𝑙𝑙 . The convolutional layer (Inl)’s 
input is computed as, 

𝐼𝐼𝑛𝑛𝑚𝑚𝑚𝑚𝑙𝑙 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑂𝑂𝑂𝑂𝑙𝑙−1,𝑤𝑤𝑒𝑒𝑙𝑙,𝑚𝑚,𝑛𝑛) + 𝑏𝑏𝑎𝑎𝑙𝑙 =
∑ ∑ �𝑂𝑂𝑂𝑂𝑚𝑚+𝑖𝑖,𝑛𝑛+𝑗𝑗

𝑙𝑙−1 .𝑤𝑤𝑒𝑒𝑖𝑖,𝑗𝑗𝑙𝑙 + 𝑏𝑏𝑎𝑎𝑙𝑙�𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙−1
𝑗𝑗=0

𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙−1
𝑖𝑖=0  (1) 

The convolutional layer l (𝑂𝑂𝑝𝑝𝑚𝑚𝑚𝑚𝑙𝑙 )’s output is calculated 
as equation (2), where, sigmoid () is activation function 

𝑂𝑂𝑝𝑝𝑚𝑚𝑚𝑚𝑙𝑙 = 𝐹𝐹(𝑛𝑛𝑛𝑛𝑡𝑡𝑚𝑚𝑚𝑚𝑙𝑙 ) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑛𝑛𝑛𝑛𝑡𝑡𝑚𝑚𝑚𝑚𝑙𝑙 ) = 1

1+𝑒𝑒−𝐼𝐼𝑛𝑛𝑚𝑚𝑚𝑚
𝑙𝑙  (2) 

Non-linear activation functions (ReLU) –Once the kernel 
filter is formed then the next step is to perform FR system. A node 
that comes next to the convolutional layer is called as activation 
function.  The Rectified Linear Unit (ReLU) can be considered as 
piecewise linear function which is given as output, if it is positive, 
or else the output will be given as zero. Total 5 filters for this layer 
will get output volume 112x 92 x 5 dimension. The expression of 
ReLu function is R(z)=max(0,z) the function and its derivative 
image are shown in Figure 3. 

 
Figure 3: RELU Activation Function 

Pooling Layer– In covnets, pooling layer is inserted 
periodically and its major objective are, minimization of volume 
size, making fast computation, reducing memory and prevention 
of overfitting. With stride 2 and 2*2 filters, this work uses a max 
pool. For face images recognition, resultant volume will have 
56x46x5 dimension. Face matrix’s average pooling is represented 
as pool(x) function. Expression (3) gives formula used for 
computing pool(x). Pooling window size is represented as 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙. 

𝑦𝑦𝑖𝑖𝑖𝑖 = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑥𝑥, 𝑖𝑖, 𝑗𝑗) =
∑ ∑ 𝑥𝑥

𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙×(𝑖𝑖−1)+𝑚𝑚,𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙×(𝑗𝑗−1)+𝑛𝑛
𝑙𝑙−1𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙

𝑛𝑛=1
𝑠𝑠𝑠𝑠𝑧𝑧𝑒𝑒𝑙𝑙
𝑚𝑚=1

𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙×𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙
 (3) 

As indicated in expression (3), previous layer (𝑂𝑂𝑝𝑝𝑙𝑙−1  )’s 
output forms base for pooling layer 𝑂𝑂𝑝𝑝𝑙𝑙’s output. In other words, 
previous layer (𝑂𝑂𝑝𝑝𝑙𝑙−1 )’s output will be equal topooling layer l 
(netl)’s input. As mentioned in above definition, last FC layer’s 
input is represented as 𝑡𝑡−1 , first FC layer’s input is represented 
as 𝑛𝑛𝑛𝑛𝑡𝑡−2, layer before FC’s input (pooling layer’s last layer) is 
represented as 𝑛𝑛𝑛𝑛𝑡𝑡−3. 

Fully Connected Layer (FC)- Fully Connected (FC) Layer 
indicates that every node in initial layer is connected with next 
layer’s every node. It computes class scores of facial images and 
outputs 1-D array of size equal to classes count via softmax 
function .The CNN model that was proposed was trained with 5 
epochs,  batch size=32 and using Adam optimizer (adaptive 
moment estimation). Specify optimizer’s learning rate is set at 
0.001. The forward propagation’s result is𝑦𝑦�𝑛𝑛, which is formulated 
in equation (4) to equation (6). 

𝐼𝐼𝑛𝑛𝑗𝑗−1 = ∑ �𝑂𝑂𝑝𝑝𝑖𝑖−2.𝑤𝑤𝑒𝑒𝑖𝑖𝑖𝑖−1 + 𝑏𝑏𝑎𝑎−1�, 𝑗𝑗 = 1, … 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒−1𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒−2
𝑚𝑚=1  (4) 

𝑂𝑂𝑂𝑂𝑗𝑗−1 = 𝐹𝐹�𝐼𝐼𝑛𝑛𝑗𝑗−1� = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆�𝐼𝐼𝑛𝑛𝑗𝑗−1� = 1

1+𝑒𝑒
−𝐼𝐼𝑛𝑛𝑗𝑗

−1 (5) 

𝑦𝑦�𝑛𝑛 = 𝑂𝑂𝑝𝑝−1                                          (6) 

The CNN’s pseudocodeis listed in Algorithm 1. 

Algorithm 1: Training Algorithm of CNN 

Input: 𝑡𝑡𝑡𝑡𝑥𝑥 , 𝑡𝑡𝑡𝑡𝑦𝑦  is considered as the features and labels of 
training facial images set 
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𝑡𝑡𝑡𝑡𝑥𝑥, 𝑡𝑡𝑡𝑡𝑦𝑦 is considered as the features and labels of testing 
facial images set. 

Output:𝑤𝑤𝑒𝑒𝑖𝑖,𝑗𝑗𝑙𝑙 , 𝑏𝑏𝑎𝑎𝑗𝑗𝑙𝑙 weights and bias of convolution and 
pooling layers respectively  

𝑤𝑤𝑒𝑒𝑗𝑗𝑗𝑗 , 𝑏𝑏𝑏𝑏𝑗𝑗𝑗𝑗 weights and bias of Fully Connected (FC) layer 
respectively 

Required parameters: 𝑀𝑀𝑀𝑀𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  Maximum number of 
iterations to complete face recognition task,  

Error: when the training error is less than error , the training 
is finished , 𝜂𝜂: learning rate of the classifier 

Initialization work:  

t: t is the current iteration  which is initialized as t=1 before 
training loop, L(t): L(t) is the Mean Square Error (MSE) at 
iteration t,  𝐿𝐿(𝑡𝑡) is initialized as 𝐿𝐿(1) = 1 ≥ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
Begin 
Set the required parameters and complete the initialization 
work 
While 𝑡𝑡 < 𝑀𝑀𝑀𝑀𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖&𝐿𝐿(𝑡𝑡) > 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
For all 𝑡𝑡𝑡𝑡𝑥𝑥 
𝑡𝑡𝑡𝑡𝑟𝑟  (Recognition  label of training set 𝑡𝑡𝑡𝑡𝑥𝑥 and compute 
calculation from equation (1-6) 
End for 

Lt is recalculated as 𝐿𝐿(𝑡𝑡) = 1
2
∑ �𝑡𝑡𝑡𝑡𝑟𝑟(𝑛𝑛) − 𝑡𝑡𝑡𝑡𝑦𝑦(𝑛𝑛)�

2
𝑁𝑁
𝑛𝑛=1 , N is 

the total images count in dataset 
Increment t=t+1 
End 
    

 
3.2. VGG-16 Deep Convolutional Neural Network (DCNN) with 

Transfer Learning  

VGG16 is considered to be a CNN model that enhances 
the AlexNet by making replacements of the large kernel-sized 
filters [29] having various 3×3 kernel-sized filters sequentially. 
VGG-16 proposed method has four major building blocks namely 
Softmax classifier, FC-layer, convolution module and attention 
module.  

 
Figure 4: Block Diagram of the Proposed Attention-Based VGG-16 for Face 

Recognition  

3.2.1. Attention Module 

In facial image’s feature’s relationship are captured using this 
module. On input tensor, average pooling and max pooling are 
performed and in this technique, VGG-16 technique’s 4th pooling 
layer is formed using this. For performing 7 × 7 filter size (f)’s 
convolution, max pooled 2D tensor is concatenated with every 
other layer via sigmoid function (σ). Figure 4 shows attention 
module’s high level diagram. Expression (7) gives concatenated 
resultant tensor (𝑀𝑀𝑠𝑠(𝐹𝐹)). 

𝑀𝑀𝑠𝑠(𝐹𝐹) = 𝜎𝜎(𝑓𝑓7×7[𝐹𝐹𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚])                        (7) 

where 𝐹𝐹𝑎𝑎𝑎𝑎𝑎𝑎𝑠𝑠 ∈ ℝ1×𝐻𝐻×𝑊𝑊  gives 2D tensors achieved using max 
pooling operation on input tensor F. Here tensor’s height is 
represented as H and width is represented as W.  

3.2.2. Convolutional Module 

Convolution module is used which is VGG-16 model’s 4th 
pooling layer. Facial image’s features are captured using scale-
invariant convolution module. From midlevel layer, extracted the 
features which are highly needed for real time facial images. For 
real time facial images, features from other layers like low or high 
are not appropriate as images are neither more specific nor more 
general. Thus, attention module is given with 4th pooling layer as 
first input. Then, that module’s result is concatenated using 4th 
pooling layer. 

3.3.3.  Fully Connected (FC)-Layers 

For representing concatenated features derived from 
convolution and attention block are converted as one-dimensional 
(1D) features using fully connected layers. It has three layers 
namely, dense, dropout and flatten as illustrated in Figure 4. 
Dropout is fixed as 0.5 and dense layer is limited to 24. 

3.3.4.  Softmax Classifier  

From FC layer, features are extracted for classification and 
for facial image’s final recognition, softmax layer is used. The 
unit number is defined by categories count in softmax layer, 
which is a last dense layer. According to classification, probability 
score’s multinomial distribution is produced at softmax layer 
output. This distribution’s output is given by, 

𝑃𝑃(𝑎𝑎 = 𝑐𝑐|𝑏𝑏) = 𝑒𝑒𝑏𝑏𝑘𝑘

∑ 𝑒𝑒𝑏𝑏𝑗𝑗𝑗𝑗
                                 (8) 

where b probabilities that are retrieved from softmax layer and c 
represents facial image recognition dataset class used in proposed 
method. Table 1 gives proposed model’s architecture details. Here, 
units in final dense layer (softmax layer) varies from one dataset 
to another based on categories count. ReLu activation function is 
applied in all layers except last one. 

Table 1: VGG16 Proposed Model’s Architecture 

Layer (Type) Output shape 

VGG-16 model 90×110×5 

conv2d_6 (Conv2D) layer            90×110×5 

max_pooling2d_6(MaxPooling2) layer            45×55×5 
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conv2d_7 (Conv2D)            layer            43×53×5 

max_pooling2d_7 (MaxPooling2 (None, 21, 26, 5)          21×26×5 

flatten_3 (Flatten) 2730 

dense_3 (Dense)   24 

Total params: 65,914 

Trainable params: 65,914 

Non-trainable params: 0 

4. Results and Discussion  

This section evaluates facial recognitions method’s 
performance. Real time database consists of 1056 images each of 
size 112*92.Olivetti database [30], dataset has 400 images with 
grayscale 64×64 pixels. For every person, there are 10 images so 
there is 40 persons (target) which make it 40×100 equals 400 rows 
of data. A confusion matrix needs to be computed for each class 
𝑔𝑔𝑖𝑖 ∈ 𝐺𝐺 = {1, … ,𝐾𝐾},  in such a way that the ith confusion matrix 
assumes class 𝑔𝑔𝑖𝑖 as the positive class and the remaining 
classes 𝑔𝑔𝑗𝑗 with 𝑗𝑗 ≠ 𝑖𝑖 as negative class. As each confusion matrix 
pools together the entire observations labelled with a separate 
class apart from 𝑔𝑔𝑖𝑖as the negative class, this method increases the 
number of true negatives. This gives us: 

• “True Positive (TN)” for event values that are correctly 
analyzed. 

• “False Positive (FP)” for event values that are incorrectly 
analyzed. 

• “True Negative (TN)” for no-event values that are correctly 
analyzed. 

“False Negative (FN)” for no-event values that are incorrectly 
analyzed 

Let us𝑇𝑇𝑃𝑃𝑖𝑖 ,𝑇𝑇𝑁𝑁𝑖𝑖 ,𝐹𝐹𝑃𝑃𝑖𝑖  and 𝐹𝐹𝑁𝑁𝑖𝑖 to indicate the true positives 
respectively, false negatives, true negatives, false positives, in the 
confusion matrix associated with the ithclass. Let their call here be 
indicated by R and precision by P. 

Micro average pools the performance over the least possible 
unit (the overall facial images): 

𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ 𝑇𝑇𝑃𝑃𝑖𝑖

|𝐺𝐺|
𝑖𝑖=1

∑ 𝑇𝑇𝑃𝑃𝑖𝑖
|𝐺𝐺|
𝑖𝑖=1 +𝐹𝐹𝑃𝑃𝑖𝑖

                                 (9) 

𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ 𝑇𝑇𝑃𝑃𝑖𝑖

|𝐺𝐺|
𝑖𝑖=1

∑ 𝑇𝑇𝑃𝑃𝑖𝑖
|𝐺𝐺|
𝑖𝑖=1 +𝐹𝐹𝑁𝑁𝑖𝑖

                              (10) 

The micro-averaged precision, 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , and recall, 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , 
give rise to the micro F1-score: 

𝐹𝐹1𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 2. 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚.𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚+𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

                          (11) 

Given that a classifier gets a large𝐹𝐹1𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, it denotes that it 
performs exceedingly well. Here, micro-average may not be 
sensitive to the overall predictive performance. Due to this, the 
micro-average can be misleading when there is an imbalance in 
the class distribution. 

Macro average averages over bigger groups and over the 
performance of individual classes than observations: 

𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 1
|𝐺𝐺|
∑ 𝑇𝑇𝑃𝑃𝑖𝑖/

|𝐺𝐺|
𝑖𝑖=1 𝑇𝑇𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑃𝑃𝑖𝑖                     (12) 

𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 1
|𝐺𝐺|
∑ 𝑇𝑇𝑃𝑃𝑖𝑖/

|𝐺𝐺|
𝑖𝑖=1 𝑇𝑇𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑁𝑁𝑖𝑖                    (13) 

The recall and macro-averaged precision leads to the macro 
F1-score: 

𝐹𝐹1𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 2. 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚.𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚+𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

                         (14) 

If 𝐹𝐹1𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 has a bigger value, it points out to the fact that a 
classifier is able to perform well for each of the individual class. 

Multi-class accuracy is termed as the average of the correct 
predictions: 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 1
𝑁𝑁
∑ ∑ 𝐼𝐼(𝑔𝑔(𝑥𝑥) = 𝑔𝑔�𝑥𝑥:𝑔𝑔(𝑥𝑥)=𝑘𝑘

|𝐺𝐺|
𝑘𝑘=1 (𝑥𝑥))       (13) 

where I is defined as the indicator function, which returns 1 when 
there is a match between the classes and 0 otherwise. For 
significance testing, cross-validation is a statistical method used 
for estimating skill of classifiers. k-fold cross validation is a 
procedure used for estimating skill of model on new data. The 
value for k is fixed as 10, value that is found using 
experimentation to generally result in model skill estimate with 
low bias modest variance. 

Table 2: Benchmark Datasets Results Comparison of Metrics Vs. Classifiers 

Metrics  Dataset
s  kNN 

SV
M CNN 

VGG
3 

VGG
7 

VGG1
6 

Macro 
Average-
Precision 
(%) 

Real 
Time 
face  

65.0
0 

70.0
0 

72.0
0 78.00 97.00 99.00 

Olivetti  
72.0

0 
76.0

0 
79.0

0 83.00 85.00 90.00 
Macro 
Average-
Recall 
(%) 

Real 
Time 
face  

67.0
0 

71.0
0 

74.0
0 80.00 97.00 99.00 

Olivetti  
75.0

0 
78.0

0 
82.0

0 87.00 88.00 92.00 
Macro 
Average-
F1-score 
(%) 

Real 
Time 
face  

66.0
0 

70.5
0 

73.0
0 79.00 97.00 99.00 

Olivetti  
73.5

0 
77.0

0 
80.5

0 85.00 86.50 91.00 
Accuracy 
(%) 

Real 
Time 
face  

64.0
0 

67.0
0 

69.0
9 75.71 96.53 99.37 

Olivetti  
75.0

0 
80.0

0 
84.0

0 88.00 90.00 94.00 
K-fold 
cross 
validatio
n 
Accuracy 
(%) 

Real 
Time 
face  

65.2
3 

67.8
6 

70.4
8 76.94 97.23 99.52 

Olivetti  
76.1

0 
81.2

4 
84.9

0 88.66 91.81 95.18 

Figure 5 shows the macro average-precision results 
comparison of six different classifiers like kNN, SVM, CNN, 
VGG3, VGG7, and VGG16 with two datasets. The proposed 
VGG16 classifier gives higher macro-average precision results of 
99%,  the other methods such as kNN, SVM, CNN, VGG3, VGG7 
gives 65%, 70%, 72%, 78%,  and 97% in real time dataset. The 
proposed VGG16 classifier gives higher macro-average precision 
results of 34%, 29%, 27%, 21% and 2% for kNN, SVM, CNN, 
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VGG3, and VGG7 methods respectively in real time dataset (See 
Table 2). It can be concluded that VGG16 gives higher macro 
average-precision, since the proposed work 16 sequential layers 
are used for recognition.  

 
Figure 5: Macro Average-Precision Results Comparison vs. Classifiers  

 
Figure 6: Macro Average-Recall Results Comparison vs. Classifiers  

 
Figure 7 : Macro Average-F1-Score Results Comparison vs. Classifiers  

Figure 6 shows macro average-recall results comparison of 
six different classifiers like kNN, SVM, CNN, VGG3, VGG7, and 
VGG16 with two datasets. The proposed VGG16 classifier gives 
higher macro-average recall results of 99%,  the other methods 
such as kNN, SVM, CNN, VGG3, VGG7 gives 67%, 71%, 74%, 
80%,  and 97% in real time dataset. The proposed VGG16 
classifier gives higher macro-average recall results of 32%, 28%, 

25%, 19% and 2% for kNN, SVM, CNN, VGG3, and VGG7 
methods respectively in real time dataset (See Table 2).  

Macro average-F1-score results comparison of four different 
classifiers such of six different classifiers such as kNN, SVM, 
CNN, VGG3, VGG7, and VGG16 with two datasets are shown in 
the figure 7.The proposed VGG16 classifier gives higher macro-
average F1-score results of 99%, the other methods such as kNN, 
SVM, CNN, VGG3, VGG7 gives 66%, 70.5%, 73%, 79%, and 
97% in real time dataset. The proposed VGG16 classifier gives 
higher macro-average F1-score results of 33%, 28.5%, 26%, 20% 
and 2% for kNN, SVM, CNN, VGG3, and VGG7 methods 
respectively in real time dataset (See Table 2). On VGG16 based 
transfer leaning, for getting better results, proposed model is 
applied with both datasets. 

 

Figure 8: Accuracy Results Comparison VS. Classifiers  

Figure 8 shows the accuracy results comparison of six 
different classifiers such as kNN, SVM, CNN, VGG3, VGG7, and 
VGG16 with two datasets. The proposed VGG16 classifier gives 
higher accuracy results of 99.37%,  the other methods such as 
kNN, SVM, CNN, VGG3, VGG7 gives 64%, 67%, 69.09%, 
75.71%,  and 96.53% in real time dataset. The proposed VGG16 
classifier gives higher accuracy results of 35.37%, 32.37%, 
30.28%, 23.66% and 2.84% for kNN, SVM, CNN, VGG3, and 
VGG7 methods respectively in real time dataset (See Table 2). On 
VGG16 based transfer leaning, for getting better results, proposed 
model is applied with both datasets. The proposed classifier 
achieved a very high facial image’s recognition rate which 
approaches human recognition rate. 

5. Conclusion and future work 

The term Biometrics defines individual’s DNA along with 
other aspects like their facial features, geometry of the hands etc. 
In addition to that, the behavioral aspects like hand signatures, 
tone of voice and keystrokes are also taken into consideration. In 
many circumstances, the recognition of face is becoming more 
accepted and acclaimed in bio-metric based technologies. This 
helps in measuring an individual's natural data. This work puts 
forth a real time face recognition using classification methods. 
The proposed system contains three major steps that include (1) 
collection of facial images (2) comparison of trained real time face 
images via two classifiers such as CNN and VGG16 with transfer 
learning (3) Results comparison with respect to the metrics like 
recall, accuracy, precision, F1-score, and precision. The CNN and 
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VGG16 classifiers recognize faces in real-time with higher 
accuracy. Both of the classifiers are performed in sequential 
manner. For VGG16 model is performed based on the transfer 
learning. Transfer learning intends to extract information from a 
number of sources tasks and applies it to target task. So VGG16 
gives improved accuracy than the CNN classifier. Classifiers are 
implemented with 1056 face images of24 different persons. The 
proposed system can successfully recognize 24 different person 
faces which are which could be useful in searching suspects as its 
accuracy is much higher than other methods. The proposed 
VGG16 classifier gives higher values of 99% of macro-average 
precision, 99% of macro-average recall, 99% of macro-average 
f1-score and 99.37% accuracy results for real time face images. 
The major limitation of this work is that it ignores illumination 
impact in human face recognition which is left as scope of the 
future work. In future, in various human face sections, this 
concept can be applied for detecting facial expression for more 
security. 
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