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 Fiber-Wireless (FiWi) network is an integration of fiber optic and wireless connections in 
the same network. It is one of the best solutions to overcome rapid increment of Internet 
users and bandwidth-hungry services. To facilitate fundamental knowledge and further 
understanding on FiWi for students and researchers at the university level, this article 
proposes the development of a fast integration and scalable FiWi router testbed using 
Raspberry Pis as the embedded system-based hardware for lab-scale experiments. The 
performance of the router testbed in terms of end-to-end delay and throughput for upstream 
and downstream are evaluated. The delay values comply with IEEE 802.15.4 routing 
scheme. The performance of the router testbed is compared with the industrial grade off-
the-shelf router in terms of throughput for each network. A testbed stress test is conducted 
by sending two data traffics simultaneously, and the performance test is repeated for 
Wireless-Fiber-Wireless and Fiber-Wireless-Fiber network architecture. The results show 
the proposed router testbed is scalable, flexible, and capable of fast integration. 

Keywords:  
Raspberry Pi 
Fiber-Wireless Network 
FiWi Router 
Educational Module 

 

 

1. Introduction   

This paper is an extension of work originally presented in 2020 
IEEE 8th International Conference on Photonics (ICP) [1]. 
However, in that work, fiber connection alone would not be able 
to accommodate all connections, especially to mobile and smart 
devices that are rapidly increasing. Furthermore, the demand for 
Internet and leased line bandwidth are growing continuously at 
more than 20% per year due to more video streaming, cloud 
computing, social media and mobile data delivery [2]. By 2020, 
the bandwidth demand will continue to grow due to an 
enhancement of video quality such as 8K Ultra High Definition 
(UHD) and increasing number of user subscriptions. Because of 
that, the estimated traffic in terms of mobile data and fixed systems 
will be 2600 times more than the traffic in 2010 [2]. This growth 
is accelerated by the new type of communication services such as 
device-to-device (D2D) and machine-to-machine (M2M) [3]. 
Therefore, to ensure users experience are at the same level of 
Quality of Service (QoS) regardless the time and location while the 

demand is increasing, Fiber-Wireless (FiWi) deployment has 
become a necessity because it can cover a large area and support 
large number of users. According to [4], FiWi is still an ongoing 
study and there are plenty of rooms for improvement. 

It is important to equip fundamental knowledge and further 
understanding on FiWi for students and researchers at the 
university level. Therefore, to facilitate this, it is essential to have 
a scalable FiWi testbed with fast integration capability, which is 
proposed in this article. FiWi network is a combination of fiber and 
wireless connection in the same network [5, 6] to provide fixed and 
mobile services [7-11]. A typical FiWi network consists of high-
capacity passive optical network (PON) as backhaul comprising of 
Optical Line Terminal (OLT) and multiple Optical Network Units 
(ONU), connected to a cluster of wireless front end routers [12]. 
ONU is integrated with a wireless gateway that provides wide-area 
connectivity to users. At the optical backhaul, the OLT at the 
central office (CO) forms a root connected to the optical backbone 
via fiber link to provide cloud computing services. ONU is 
connected to the OLT via 1 : N (N = 32, 64) splitter to form a leaf-
shaped nodes. The CO is responsible to manage the information 
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transmission between mobile devices with ONUs and acts as a 
gateway to other networks [13]. In the wireless end of FiWi 
network, mobile devices such as smart phones [14, 15], virtual 
reality (VR) glasses [16], smart watches and other Internet of 
Things (IoT) devices [16-18] have access to the Internet either via 
ONU or multi-hop wireless mesh network. Based on a study by 
[19], one of the advantages of FiWi is that it provides high speed 
optical backhaul for a wireless mesh network. In [20] stated that 
the network has a broadband access where it uses wide range of 
frequencies enabling a large number of data to communicate 
simultaneously. Whereas, mobile backhaul combines reliability 
and capacity of Ethernet-based optical backhaul with the wide 
range of coverage and flexibility of Ethernet-based wireless 
devices. By utilizing the efficacy of both optical fiber and wireless, 
a fast speed and low cost of service areas can be achieved [21]. It 
provides cost effectiveness, robustness, flexibility, high capacity, 
reliability and self-organization compared to fiber or wireless 
connection alone [22-24] Another advantage of having FiWi 
network is the combination of fiber optic and radio access 
technologies in multi-tier Radio Access Network (RAN) [2]. 

Radio access technologies will be used to deliver wireless 
services with high capacity, high link speed, and low latency [25]. 
The multi-tier RAN will improve the cell edge performance for 
mobile fronthaul and backhaul, resource sharing, and 
centralization of multiple standards with different frequency bands 
and modulation formats. FiWi network is a promising technology 
to support high demand of bandwidth and large number of users in 
different types of topologies and geographical environments. 

Over the years, research communities have been working hard 
to improve the performance of FiWi network. Hence, in order to 
study and perform an extensive performance evaluation, testbeds 
are needed. Testbed is known as a prototype for proof-of-concept 
of any technology features where further studies can still be 
conducted [26]. There are various types of testbed in various 
platforms such as lab-scale testbed and field testbed. According to 
[27], built in lab-scale testbed is portable, which means, it can 
easily be packed away, securely stored and safely transported. The 
testbed can also be reused and assembled by other researchers in 
the future. For field testbeds, they consist of high-end setup which 
require installation by trained professionals and usually require 
large spaces. For example, in [28], an experiment was conducted 
consisting of 64 massive multiple-input multiple-output (MIMO) 
antennas for the FiWi testbed setup. The setup is comparing with 
collocated massive MIMO to simultaneously serves many users 
using the same time-frequency resource. For educational module, 
a simpler setup is preferable because fast integration capability is 
an important criterion for an educational testbed. This will speed 
up the installation of the testbed and the lecturers can have more 
time on explaining rather than focusing on testbed installation. 

A testbed can have flexible architecture to be connected to any 
devices such as multiple sensors [29]. Despite of its compactness, 
it has powerful local computation unit. A testbed can also be 
reconfigured to different topologies as required. A review on two 
types of router testbeds (commercial-based and embedded system-
based) were presented in [30]. The commercial-based are store-
bought off-the-shelf routers [31, 32]. Some examples of embedded 
system-based routers are using netFPGA [33], Banana Pi [34] and 
Raspberry Pi [35-37]. From the study in [30], the embedded 

system-based routers are reconfigurable, reprogrammable, 
scalable and cost less than the commercial routers. These 
advantages will be a suitable choice for the lab-scale router testbed 
in research and academic field. 

Developing a lab-scale testbed is also one of the practical ways 
of studying and experimenting a particular technology before an 
actual implementation due to its portability and flexibility. This 
article describes the development of a FiWi router testbed with the 
said advantages, with several additional features: fast integration 
capability, scalable and flexible. The proposed router testbed uses 
Raspberry Pi for its programmable function (coded in Python 
language) to be a router. The details of the router structure will be 
described in the following section. 

2. Hybrid Fiber-Wireless Router Testbed 

Figure 1 shows a flowchart that reflects the overview of 
technical development for the proposed router testbed. Firstly, 
after the proposed routers in the testbed are connected with one 
another in FiWi architecture, connection reliability test is done by 
sending a packet from one client to another client. If the packet is 
not received by the client, an additional processing delay is 
increased in the proposed router. This delay is an additional time 
for the router to process the packets including label injecting, label 
checking, and packet forwarding. The process is repeated until the 
clients are able to receive the packet without fail. Afterwards, the 
performance of the proposed router is tested in FiWi architecture 
in terms of throughput and end-to-end delay in order to validate 
its correctness and comply with the current communication 
standards. After it is validated, a stress test is done by sending two 
traffics at a time to test the stability of the proposed router. Then, 
the architecture is changed to Fi-WiFi and Wi-FiWi in order to 
test its flexibility and scalability. 

The proposed FiWi router testbed is using Raspberry Pi 3B+ 
to support data transmission for research and education purposes. 
It consists of four routers that are connected in tree topology and 
may be varied accordingly, as shown in Figure 2. It is a typical 
topology for FiWi network [12, 13]. Each router is an integration 
of four Raspberry Pi 3B+; one Header Pi and three Forwarding 
Pis. The three Forwarding Pis are to emulate the real router, with 
each of them having a unique static IP address. To form a router, 
the Raspberry Pis will be connected to two Ethernet switches via 
CAT5e Ethernet cable, as illustrated in Figure 3. Ethernet Switch 
1 is to represent the internal connection of the routers (between 
Header Pi and Forwarding Pis). While Ethernet Switch 2 
representing the external connection between routers. An Access 
Point (AP) is added as an element to the router structure to support 
wireless transmission. 

2.1. Topology 

The router testbed is set up in tree topology consisting of four 
proposed routers for the default FiWi architecture, as shown in 
Figure 2. The connection between routers is using single mode 
fiber optic patch cord. Since Raspberry Pi has only one Ethernet 
port, a Fiber Media Converter (FMC) is needed as an adapter. 
Then, the architecture is expanded to Fi-WiFi and Wi-FiWi as 
shown in Figure 4 and Figure 5, respectively. Compared to other 
topologies such as ring and mesh, the flexibility and stability of the 
proposed router can be observed after going through a number of 
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medium changes from wireless to fiber and vice versa in tree 
topology. Moreover, the purpose of these setups is to test the 
scalability of the testbed. 

Start

Connect all the 
routers and clients

Connection 
reliability test

Performance test in 
FiWi network

The client 
received the 

data?
Increase additional 

processing delay

Stress test in FiWi 
network

Flexibility and 
stability test

End

YES

NO

 
Figure 1: The overall flowchart of this work 

 
Figure 2: The architecture of FiWi router testbed 

The architecture of this testbed can be scaled easily to Fi-WiFi 
and Wi-FiWi without any tedious hardware rearrangement. The 
routing mechanism for FiWi, Fi-WiFi and Wi-FiWi can be 
achieved by changing the label for each client, Header Pi and 
Forwarding Pi in the router program code. The labels for routers 
and clients in any of the three architectures (FiWi, Fi-WiFi and Wi-
FiWi) must be unique to prevent misinterpretation of data 
destination by the router. 

2.2. Routing Mechanism 

The flowcharts of the testbed routing mechanism are shown 
in Figure 6, 7 and 8, for the client, Header Pi and Forwarding Pi, 
respectively. When a client sends a packet of data to the 
destination, a pre-label is added to the payload of the packet to 
indicate where the data should end. The client sends the data to 
Header Pi. Then, the Header Pi checks the label to know the 
beginning (source) and end (destination) of the data. After the 
Header Pi has identified the destination of the data, it replaces the 
old label with a new label onto the payload and then broadcast the 
data to each Forwarding Pis. Each of the Forwarding Pi has its 
own unique label because each identity label corresponds to one 
destination only. When the Forwarding Pi receives data from 

Header Pi, it will check the label on the payload of the packet with 
its own identity label. If both labels are the same, the Forwarding 
Pi will continue to forward the data to desired destination set by 
the client. Otherwise, if both labels are not the same, the 
Forwarding Pi turns the data to zero and drops the packet. 

 
Figure 3: The structure of proposed router 

 
Figure 4: The architecture for Fi-WiFi router testbed 

 
Figure 5: The architecture for Wi-FiWi router testbed 

2.3. Experimental Setup 

2.3.1. FiWi Router Testbed Performance Test 

For this test, Raspberry Pi client is used to send a packet to 
another client via a combination of fiber and wireless transmission 
as in Figure 2. The initial data size transmitted is at 100 bytes for 
proof of concept [38]. Then, the data size is increased by 100 bytes 
each time until 1445 bytes. The performance of the experiment in 
terms of end-to-end delay and throughput are plotted on the graph. 
The proposed router is compared with industrial grade router to 
check its functionality and to observe its correctness. The setup 
for the industrial grade router is using the same topology as the 
proposed testbed. The upstream and downstream transmissions 
are done by using two computers. The throughput of the proposed 
router testbed is validated with industrial grade router. The 
bandwidth of the industrial grade router is set to 1 Gbps. However, 
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the initial data size is set to 10 kB and increased by 10 kB for each 
transmission until 100 kB. This is because the industrial grade 
router is connected to an access point with similar specification to 
the proposed testbed setup, limiting the actual bandwidth to 1 
Mbps. Then, the throughput of the experiment for upstream and 
downstream are captured using Wireshark. 
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Figure 6: Client flowchart 

Start

Received 
label = 
100?

Send ‘101’ + 
data

End process?

End

Received 
label = 
200?

Send ‘201’ + 
data

Received 
label = 
300?

Send ‘301’ + 
data

Received 
label = 
444?

Send ‘400’ + 
data

Data = 0

YES

NO NO

NO

YES

YES YES

NO

YES

NO

 
Figure 7: Header Pi flowchart 
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Figure 8: Forwarding Pi flowchart (label example for A) 

2.3.2. FiWi Router Testbed Stress Test 

The limit of the FiWi router testbed is tested by sending two 
traffics simultaneously from one router to another. This stress test 
is done by connecting two clients for each proposed router. The 
performance will be analysed in terms of the end-to-end delay and 
throughput for downstream and upstream for two simultaneous 
traffic transmission. The purpose of this test is to evaluate the 
stability of the proposed testbed. 

2.3.3. Scalability Test 

Scalability is defined as the ability for the testbed to adapt to 
a new architecture or arrangement easily and its ability to expand 
the number of new components. In order to add or remove a 
component in the testbed, minor changes need to be done to its 
arrangement. In this case, the testbed architecture is changed to 
Fi-WiFi and Wi-FiWi to test its scalability performance and to 
prove the testbed is flexible to work in various architecture. The 
scalability test presents the performance for Fi-WiFi and Wi-FiWi 
in terms of end-to-end delay and throughput. Hence, the purpose 
of this section is to analyse the scalability performance and to 
compare which architecture is better for the testbed. 

2.4. Parameters 

2.4.1. Design 

Design parameters are defined as the input for the testbed; the 
data size and the end-to-end delay. The data size is the length of 
data in bytes (B). It can be varied easily by the user at the client 
side. In this experiment, the increment of the transmitted data size 
is 100 bytes for each transmission. The summary of data size and 
corresponding throughput scale used in the experiment are listed 
in Table 1. The data size affects the end-to-end delay where 
greater data size may result in greater end-to-end delay. The end-
to-end delay is used to study the throughput of the testbed. 

Table 1: Summary of data size and throughput scale used in the testbed 
experiment 

 Start Data size 
increment 

End Throughput 
scale 

Proposed 
testbed 

100 
bytes 100 bytes 1445 

bytes linearly 

Industrial 
grade 
router 

10 kB 10 kB 100 kB 1 

2.4.2. Performance 

Performance parameters are the output of the testbed which 
indicate its performance. Two performance parameters are taken 
into consideration; end-to-end delay and throughput. End-to-end 
delay is the time taken when the user sends the data from a client 
to another client. Throughput is the overall performance of the 
testbed in bit per second (bps) when the data size in bit (b) is 
divided by end-to-end delay, L, in second (s). The throughput, 
ThTL calculation is summarized in (1) [39], where DT is data 
transmitted and DL is data loss. 

                                 
L

DDTh LT
TL

−
=                               (1) 
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3. Results and Discussion 

3.1. Fiber-Wireless Performance Test 

Figure 9 shows the throughput for downstream and upstream 
transmissions. The purpose of this validation is to observe the 
correctness of the router testbed. The throughput of the testbed is 
scaled up to match the throughput industrial grade router. Based 
on the figure, the throughput of the proposed testbed has similar 
increasing trend as the industrial grade router, thus validates the 
correctness. The downstream throughput for proposed testbed 
increases from 0 bps at 0% offered load to 719 kbps at 100% 
offered load. The throughput of industrial grade router increases 
from 0 bps at 0% offered load to 697 kbps at 90%, then decreases 
at 100% offered load when reaching its bandwidth limit. This 
situation is due to the QoS algorithm in the industrial grade router 
limits the maximum throughput. 

Similar trend is observed for upstream transmission, where the 
throughput of the proposed testbed increases as the offered load 
increases from 0 bps to 770.351 kbps at 0% to 100% offered load. 
The throughput for industrial grade router is also increasing from 
0 bps to 774 kbps at 0% to 100% offered load. 

For both downstream and upstream transmissions, industrial 
grade router is able to transmit data up to 700 kbps and 774 kbps 
respectively at 100% offered with 1445 bytes of in each packet. 
But the proposed testbed can only transmit for one packet of 1445 
bytes, up to 52.097 kbps for downstream transmission and 54.335 
kbps for upstream transmission. Hence, if the proposed testbed 
sends as many packets as the industrial grade router, the 
transmitted data in the proposed testbed is vertically scaled up by 
factor of 13.436 (700 kbps/59.097 kbps = 13.436) for downstream 
and 12.883 for upstream (774 kbps/59.097 kbps = 13.436). 
Vertical scaling is a method to translate a graph without losing the 
original properties where all y-values in the graph are multiplied 
by a specific factor. Therefore, for the proposed testbed, the 
throughput for each offered load is multiplied with 13.436 and 
12.883 for downstream and upstream respectively. 

Overall, the throughput of the proposed testbed is slightly 
lesser than the industrial grade router due to its lower technical 
specification, bandwidth and processing power but is adequate 
enough for lab-scale experiment. From the graphs, we can 
conclude that the trend of the proposed testbed is correct.  

 
Figure 9: FiWi downstream and upstream throughput for the proposed router 

(PR) testbed and the industrial grade router (IGR) 

Figure 10 shows the end-to-end delay for downstream and 
upstream transmission in FiWi architecture. For downstream, the 
minimum and maximum end-to-end delay are 0.1246 s and 
0.14484 s at 100 bytes and 1445 bytes, respectively. For upstream, 
the minimum end-to-end delay is 0.12193 s at 100 bytes, and the 
maximum is 0.12430 s at 1445 bytes. The increased delay is due 
to testbed takes longer time to process the data. The subtle 
differences in the graphs caused by very small data size for a large 
bandwidth of fiber (1 Gbps). Furthermore, the data is transmitted 
by using light pulses in fiber. Hence, it transmits faster compared 
to electrical pulses in copper. For example, during downstream 
transmission, the end-to-end delay at 100 bytes is 0.1246 s, 
whereas at 200 bytes the end-to-end delay is 0.1250 s. The end-to-
end delay is expected to be higher in the proposed router testbed 
compared to a typical fiber-supported router like industrial grade 
router, also because of hardware limitation. This is acceptable as 
part of the aim of this article is to create a reconfigurable router 
testbed that supports fiber-wireless transmission for educational 
module. 

 
Figure 10: FiWi downstream and upstream end-to-end delay 

 
Figure 11: FiWi stress test downstream and upstream throughput for 1-traffic and 

2-traffics transmissions 

3.2. Fiber-Wireless Stress Test 

Figure 11 shows the throughput for downstream and upstream 
transmissions. The throughput is still increasing gradually with 
the data size. The minimum and maximum throughput are 3.210 
kbps at 100 bytes and 40.047 kbps at 1400 bytes. For downstream 
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with 2 traffics, the throughput decreases at 1445 bytes from 40 
kbps to 39.5 kbps due to the end-limit of the testbed. Compared 
with the throughput of a single traffic, the throughput of two 
traffics is about half of the throughput of single traffics. The 
reason of this occurrence is two traffics causing the proposed 
testbed to process the data twice. For example, at 100 bytes in 
downstream transmission, the throughput for a single traffic is 
6.42 kbps whereas the throughput for two traffics is 3.21 kbps. 
This statement is supported by [40] where more traffics contribute 
to less throughput. 

Figure 12 shows the downstream and upstream end-to-end 
delay graphs. For downstream, the trend of the graph is increasing 
with the data size, from 0.249 s at 100 bytes to 0.293 s at 1445 
bytes. At 1445 bytes, there is a sudden increase of end-to-end 
delay, due to the testbed’s end-limit. Theoretically, when number 
of traffics increases, the end-to-end delay also increases [41]. 
Therefore, comparing the plots for downstream, the end-to-end 
delay of two traffics is twice as big as single traffic, because 
testbed needs to process the data twice. For example, the end-to-
end delay at 1445 bytes for single traffic and two traffics are 
144.838 ms and 293.01 ms, respectively. 

The trend for upstream end-to-end delay is also similar where 
the delay increases from 243.863 ms at 100 bytes to 248.591 ms 
at 1445 bytes. At 1445 bytes, the end-to-end delay for two traffics 
and single traffic are 248.591 ms and 124.296 ms, respectively. 
Even though the trends of the graphs are almost constant, it is 
actually increasing as the data increases. The constant trends of 
the graphs are due to the presence of fiber which make the 
difference in end-to-end delay between two data such as 100 bytes 
and 200 bytes are not significant. 

 
Figure 12: FiWi stress test downstream and upstream end-to-end delay for 1-

traffic and 2-traffics transmissions 

3.3. Scalability Test 

3.3.1. Fiber-Wireless-Fiber 

The plot for Fi-WiFi downstream and upstream throughput is 
shown in Figure 13. The downstream throughput increases with 
the data size from 2.626 kbps at 100 bytes to 22.403 kbps at 1445 
bytes. For upstream, the throughput is increasing up until 1100 
bytes only, unstable at 1200 bytes to 1300 bytes, then continue to 
decrease from 1400 bytes to 1455 bytes. Even though the 

downstream throughput is increasing, but the graph gradient is 
gradually decreasing starting at 700 bytes. Whereas the upstream 
throughput becomes unstable at 1200 bytes to 1300 bytes because 
the proposed testbed is almost at its limit, resulting in greater graph 
gradient. Then, the throughput decreases at 1400 bytes and 1445 
bytes due to the sudden increase of upstream end-to-end delay at 
1400 bytes in and the delay continues to increase until 1445 bytes. 

The downstream and upstream end-to-end delay for Fi-WiFi 
architecture is shown in Figure 14. The downstream delay 
increases with the data size from 0.609 s at 100 bytes to 1.032 s at 
1445 bytes. For upstream, the increases from 0.505 s at 100 bytes 
to 0.948 s at 1445 bytes. The end-to-end delay for this setup is 
higher than the FiWi architecture because the data has to undergo 
multiple routers and medium conversions from fiber to wireless 
and then wireless to fiber [42]. For downstream transmission, there 
is a sudden increase in end-to-end delay at 1400 bytes due to the 
end-limit of the proposed testbed, thus the longer processing time. 

3.3.2. Wireless-Fiber-Wireless 

The downstream and upstream throughput for Wi-FiWi 
architecture can be seen in Figure 13. The trend of the downstream 
throughput increases with the transmitted data size from 2.833 
kbps at 100 bytes to 38.09 kbps at 1445 bytes. For upstream, the 
throughput increases from 2.81 kbps at 100 bytes to 38.348 kbps 
at 1445 bytes. At 100 bytes, the throughput for upstream 
transmission is slightly lower than downstream. However, as the 
transmitted data increases, the throughput for upstream 
transmission is higher than downstream: the throughput at 1100 
bytes is 29.754 kbps (upstream) and 29.941 kbps (downstream). 
However, starting 1200 bytes, the throughput for upstream 
transmission is 32.276 kbps, while for downstream is 32.087 kbps. 
At 1445 bytes, the performance for both transmissions are slightly 
decreased due to the end-limit of the testbed, referring to the slope 
of the graph at this point. The slight differences in the throughput 
values proving that the proposed testbed in Wi-FiWi architecture 
is stable for both transmissions. This proposed router testbed is 
therefore suitable to be a scalable testbed. 

Figure 14 shows the end-to-end delay of downstream and 
upstream transmissions respectively for Wi-FiWi architecture. The 
downstream end-to-end delay increases with the transmitted data 
size from 0.565 s at 100 bytes to 0.607 s at 1445 bytes. There is a 
sudden increase to the downstream end-to-end delay at 1200 bytes, 
because the proposed testbed is approaching its limit. Hence, the 
data processing time takes longer at this point. For upstream, the 
end-to-end delay is also increasing with the transmitted data, from 
0.569 s at 100 bytes to 0.603 s at 1445 bytes. It can be observed 
that the downstream and upstream end-to-end delay for Wi-FiWi 
architecture is also higher than the FiWi because there are more 
medium changes in between clients. Therefore, the process of 
medium conversion contributes to higher end-to-end delay. 

3.3.3. Fi-WiFi versus Wi-FiWi 

Figure 13 clearly shows the comparisons in terms of 
throughput between Fi-WiFi and Wi-FiWi architectures for 
downstream and upstream transmissions from 100 bytes to 1445 
bytes. The performance for Wi-FiWi is more stable than Fi-WiFi 
based on the behaviour of the graphs. This is because Fi-WiFi has 
more conversion from electrical pulses to light pulses and vice 
versa compared to Wi-FiWi causing the instability in Fi-WiFi. 
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Thus, the overall performance in Wi-FiWi is more stable because 
it has better observable graphs compared to Fi-WiFi. 

Figure 14 shows the end-to-end delay comparisons between Fi-
WiFi and Wi-FiWi architectures for downstream and upstream 
transmissions. Both have increasing end-to-end delay when the 
transmitted data size increased from 100 bytes to 1445 bytes. 
However, Fi-WiFi architecture has higher delay than Wi-FiWi 
because of the higher number of FMCs in Fi-WiFi. Hence, the 
medium conversions from light pulses to electrical pulses or vice 
versa is more than Wi-FiWi, thus contributes to more delay. From 
the graphs, we can conclude that Wi-FiWi has more stable 
transmission because throughout the transmissions, the end-to-end 
delay changes subtly. The summary of the throughput and end-to-
end delay results at full load (1445 bytes) for all experiments using 
the proposed router testbed are listed in Table 2. Throughput 
results for FiWi architecture are not scaled, to fairly compare with 
other experiments. 

 
Figure 13: Fi-WiFi vs Wi-FiWi throughput 

 
Figure 14: Fi-WiFi vs Wi-FiWi end-to-end delay 

4. Conclusion 

FiWi is seen to be one of the best technologies for future global 
data communication network architecture due to the advantages of 
providing robustness and mobility to the consumers by deploying 
FIber and wireless in one network. To equip fundamental 
knowledge and further understanding on FiWi for students and 

researchers at the university level, this article proposed a FiWi 
router testbed. It is a fast integration and scalable, which is 
essential for an educational module testbed. The focus of this 
research is on lab-scale environment router testbed in FiWi 
architecture to provide a proof-of-concept solution on 
reconfigurable router testbed in FiWi network. Raspberry Pi is 
chosen to be the embedded system hardware in this research for 
the development of scalable and reconfigurable FiWi router 
testbed. It has a socket module which enables the user to program 
Raspberry Pi to communicate with each other using IP addresses. 

The proposed FiWi testbed throughput performance has been 
validated with industrial grade router to prove the correctness. As 
the proposed testbed approaches its limit, the throughput is 
maintained with no further increment. For the end-to-end delay, it 
increases with the data size with acceptable measure and its 
behaviour satisfies the end-to-end delay of IEEE 802.15.4 routing 
scheme. Hence, the proposed testbed is suitable to serve as an 
educational module FiWi testbed due to its simplicity, 
reconfigurable and fast implementation. A stress test shows that 
the end-to-end delay for two traffics is twice as high as single 
traffic due to the twice data processing. This causes the throughput 
for two traffics is halved of the single traffic throughput. For 
scalability performance test, the end-to-end delay in Fi- WiFi is 
higher than Wi-FiWi architecture due to more electrical pulses to 
light pulses conversion and vice versa from FMC in Fi-WiFi. 
Furthermore, Wi-FiWi is more stable compared to Fi-WiFi, thus 
making the testbed flexible and scalable for various possible 
setups. The proposed router testbed also shows a promising 
stability, a huge advantage to test various architectures. 
Table 2: Summary of throughput and end-to-end delay results at full load (1445 

bytes) for all experiments 

Experiment 

Parameters 
Throughput 

(kbps) 
End-to-end delay (s) 

Up 
stream 

Down 
stream 

Up 
stream 

Down 
stream 

FiWi 54.34 59.10 0.124 0.144 
FiWi stress 

test 46.50 39.45 0.250 0.290 

Fi-WiFi 24.40 22.40 0.948 1.030 
Wi-FiWi 38.35 38.09 0.600 0.610 
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