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 In this study, an adaptive nonlinear sensorless controller for doubly fed induction generator 

(DFIG) driven by a wind turbine is proposed. The aim is to maximize the extracted power 

by tracking the wind turbine optimal torque-speed characteristic without the need for rotor 

speed measurement. This controller ensures a satisfactory tracking of both stator flux and 

rotor speed. It considers the detailed model of DFIG in an arbitrary (d–q) rotating frame 

without any simplifying assumption. An observer provides the rotor speed estimation 

incorporated in the control loop. To guarantee the system stability under parametric 

uncertainties like the aerodynamic torque and the rotor winding resistance, which harms 

the efficiency and the robustness of the controller, update laws are established to estimate 

the uncertain parameters. Lyapunov’s theory is used to prove the system stability. The 

proposed adaptive sensorless controller validity is demonstrated by simulation in 

Matlab/Simulink environment. The robustness of the controller is confirmed by the 

comparison between the same controller with and without adaptation. 
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1. Introduction 

Recently, using wind energy to produce electricity has been 

gradually grabbing the attention of many researchers, thanks to its 

cleanliness and dependability. Because of its smaller power 

electronic components rating and its wide speed operation range, 

the DFIG is seen as the most used wind turbine generator [1–3]. 

The DFIG rotor windings are connected to the electrical grid via 

rotor and grid side converters (RSC and GSC) and RL filter, 

whereas the stator windings are immediately related to the 

electrical grid as illustrated by Figure 1. In the last decade, many 

researchers giving much focus and interest to the field of sensorless 

control of DFIG-based wind turbine (DFIG-WT)[4–7]. In this 

control strategy, the DFIG-WT systems operate without the need 

to use the speed sensor, which lowers the whole system cost and 

enhance its overall reliability by minimizing the number of 

components that are susceptible to failure. 

There has been some research about sensorless control using 

proportional-integral (PI) loops such as [8,9]. The latter mainly 

relied on assumptions that the flux or stator voltages are constant, 

and the stator resistance is negligible. However, these assumptions 

are useless under grid faults or load variations. Furthermore, the 

small resistance of the stator may cause an incorrect damped 

dynamics of the stator flux [10].  

 
Figure 1: Schematic representation of grid connected DFIG-WT system 

For the most control strategies, if the actual values do not 

correspond to the parameters and variables of DFIG-WT used in 

the control law, it could result in a failure of the closed-loop 

control.  So, when some parameters and variables are difficult to 

be measured, some strategies based on estimation theory are 

important to generate a pertinent control. The frequency, the 
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temperature  and  the  magnetic  saturation  may  cause  the change  

of  DFIG  parameters [11]. Therefore, the online parameter 

estimation or disturbance observer is compulsory to have high 

precision control.   

Much research has addressed the control of DFIGs during 

parameter variation [12–14]. On the other hand, the  modeling and  

the  control  of  WT  is  not  an  easy  task, particularly  when  large  

scale  WTs, in megawatts,  are considered [15,16]. Hopefully, to 

minimize the drive train vibration and to develop the quality of the 

extracted power, some works use the estimation theory in order to 

take into consideration the uncertainties arose from the 

aerodynamic torque, particularly in the stage of the maximum 

power point tracking (MPPT) [17]. 

The main focus of this work is to elaborate an adaptive 

sensorless control for the rotor side converter (RSC), this controller 

takes into consideration the detailed model of DFIG. Update laws 

in real-time are established to deal with the parameter 

uncertainties. To preserve the objectives of the MPPT without the 

need to use  rotor speed sensor , a speed observer is incorporated 

in this controller. The remaining of this research paper displays as 

follows: The second section revolves around the model of the 

DFIG-WT system. The third section puts forward the suggested 

nonlinear controller: For the start, we present the proposed rotor 

speed observer. Afterward, we introduce our sensorless controller 

design, and we point out to the control laws of DFIG, and update 

laws for the speed observer, as well as the estimated rotor 

resistance and aerodynamic torque, which are competed using the 

Lyapunov theory. The last section considers simulation results and 

discussion. At last, we wrap up by drawing some concluding 

remarks. 

2. DFIG-WT model 

2.1. Wind turbine model 

Based on wind turbine aerodynamic[18], The power captured 

from the wind can be expressed as :                                               

32 ),(
2

1
vCRP pt =                        () 

where  is the air density, R  is the blade radius  and v  is the wind 

speed. The wind power coefficient ),( pC  depens on the design 

the blades; is a function of pitch angle   and tip speed ratio 

(TSR). 

where:  
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In which  is the mechanical generator speed and G is the gearbox 

ratio. In the basis of the wind turbine design [18], the expression 

of  power coefficient  is: 
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The coefficients c1-c6 are listed in Table 1. 

Table 1: Values of coefficients c1-c6 

1c  2c
 3c

 4c
 5c

 6c
 

0.5176 116 0.4 5 21 0.0068 

When the pitch angle   remains unchanged, there is an 

optimum tip ratio opt =  that maximizes the power coefficient 

pC , In this study, we assume that 0= .So the MPPT  is achieved 

by the control of the generator speed. Conforming to (2) the 

mechanical speed  that optimize the extracted power is: 

v
R

G

t
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 =*                                      () 

2.2. Induction generator model  

Employing the flux-linkage and voltage equations of the  

induction  generator  [19],  the state variables of DFIG in an 

arbitrary reference frame rotating at speed 0  include d-q rotor 

currents and stator fluxes qrdr ii , , qsds  , , and generator speed 

 .The considered 5th-order state-space representation of DFIG 

can be expressed as: 
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tT  is the mechanical torque. The rest of the parameters of DFIG-

WT system are given in Table 2, Appendix B. 

3. Control design 

3.1. Speed observer 

Achievement of MPPT strategy requires a quick convergence 

of the mechanical rotor speed to its optimal value. An observer is 

proposed to estimate the actual rotor speed of DFIG.   

( )  +−−+−= qrdsdrqs
t ii

J

T

J

f ˆ
ˆ̂

                

() 

Measurement of the rotor currents and the stator fluxes are 

compulsory for the latter observer; it relies also on the estimated 

aerodynamic torque tT̂ and the term which will be elaborated by 

the means of the Lyapunov approach. 

3.2. Reference Signals 

http://www.astesj.com/


R. Ourhdir et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 489-496 (2020) 

www.astesj.com   491 

Supposing that; the d-q rotating frame is aligned with the 

stator flux vector as in [20]. In our case, we consider that the stator 

flux vector is associated with the d-axis of the d-q reference frame 

giving: 

;0=qs *=ds                            () 

Based on the assumption (7) illustrated by Figure 2, the 

expressions of the reference signals in the steady-state condition of 

DFIG can be established: 

 

Figure 2:  Determination of angles for the DFIG in d-q reference frame 

Taking into consideration the latter assumption (7), and 

according to the first equation of (5), the reference of the direct 

rotor current can be expressed as follows: 
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From the 5th equation of the system (5), the reference of the 

quadratic rotor current is established by replacing the aerodynamic 

torque by its estimate and incorporating a feedback saturation 

function [21], which relies on the estimated and reference rotor 

speed: 

( )













+−+−−


=

dt

d

J

T

J

f
satki t

qr

*
**

*

*
ˆ

ˆ
1 




      () 

where: 

( )








−−

−



=

1.01.0

1.01.0

1.01.0

yif

yify

yif

ysat   

The saturation function sat(y) has a finite limit at infinity; it is 

a linear, odd, and differentiable function in a neighborhood of the 

origin. To satisfy the assumption (7), the d-q reference frame must 

rotate at a specific speed 0  which is expressed using the second 

equation of (5):  
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3.3. Control and update laws 

The rotor speed sensor has some weak points concerning 

robustness, maintenance, cost, and cables linking the speed sensor 

and the control block. Any incorrect value provided by the rotor 

speed sensor may significantly harm the defined control targets 

and it can also destroy the system stability. Besides, accurate 

modeling of the aerodynamic torque is not an easy task, and the 

rotor winding resistance may vary up during operation due to the 

heating of the generator. That is to say that it constitutes uncertain 

parameters for the model which can affect the system stability. Yet, 

to ensure the system stability and maintain the control objectives 

in the presence of uncertainties and without needing to measure the 

rotor speed, the system closed-loop stability is examined to extract 

the expressions of the additional term  used in the speed observer, 

and the update laws of the estimated rotor resistance and 

aerodynamic torque. In this study, we assume that the aerodynamic 

torque and rotor resistance are unknown and vary slowly with time 

and should be estimated. To this purpose, the error variables can 

be introduced as follows: 
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Using equations (5), (6), (7), (8), (9), (10) and (11) the 

system of the error dynamics can be expressed as follows: 





























+−−=

++−+−=

−++−

−−−−=

−−+−

−+−−=

+−−=

++−=




















J

T
e

J

f
e

iii
J

T

J

f

dt

di
u

iMii
Ru

i

dt

di
u

iMii
Ru

i

iM

iM

t

qrqrdsdrqs
t

qs

dsqsqs

drqrqr
rqr

qr

ds
qsdsds

qrdrdr
rdr

dr

qrdsqsqs

drqsdsds

~

~~~
~

~~

)(
~

)(
~

~~~~

~~~~

*

*

0

*

0

0

0













    () 

In order to have a compact error dynamic system, the error 

variables de
 
and qe are considered instead of dri

~
and qri

~
:  
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The error dynamics in (12) becomes:  
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The expression of the stator direct voltage derivative 
dt

dusd  is 

detailed in Appendix A. we construct a Lyapunov function for the 
system (14) as: 
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where  ,  and   are  positive design parameters given in 

Appendix B. The derivative of  V  along with the time gives 
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It’s obvious that: 

      0
22

22















−+








− qs

q
ds

d
ee

                       () 

From (17), we can get the following inequality: 
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The control laws are derived as: 
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We define the dynamics of the rotor resistance as  
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where  rRgoj ˆ,Pr is the projection algorithm[22], which is 

specified in our case by 
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with rMR  and rmR  are the upper and the lower bound values of

rR , respectively, and 1 is an arbitrary positive constant such that

01 − rmR . 

We define the update laws of the additional term and the 

aerodynamic torque as  
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where: 
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with tMT is the upper bound value of tT  and 2 is an arbitrary 

positive constant. Substituting (18), (19), (21), (22) and (23) in 
(16), the time derivative of (15) becomes:  
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The time derivative of (15) can be written in the following way: 
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Since T
~

 and rR
~

 has been designed using a projection 

algorithm (bounded), from (15) and (26) we can establish that the 

functions ds~ , qs~ , de , qe and e are bounded on ) ,0 . 

Consequently, from (14) it’s clear that ds~ , qs~ , de , qe and e are 

bounded on ) ,0 . So the functions ds~ , qs~ , de , qe and e are 

uniformly continuous on ) ,0 , as a result, from(13) it can be 

seen that dri
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The closed loop of the system (14) is determined based on (19), 

(21), (22) and (23) as:  
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We can put the last five equations of (27) in the following form: 
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with ,3,2,1, =ifi are bounded functions such that 10  if  
Since the functions  eee qdqsds ,,,~,~ are bounded, so for all

0tt    ( )tA , ( )tB , ( )tC , ( )tD , ( )tE , ( )tF and ( )tG are bounded, with

( ) MAtA  , ( ) MBtB  , ( ) MCtC  , ( ) MDtD  ,

( ) MEtE  , ( ) MFtF  , ( ) MGtG   

From (15), the function ( )tV  can be put into the following 

inequation: 
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The time derivative of ( )tV  (26) can be written in the following 

way: 
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According to the proof of lermma 2.1 in [23], the origin

0;0,0 === wzx  of (28) is locally exponentially stable. 

4. Simulation Results 

Simulation of the detailed model of 3MW DFIG-WT using 

the proposed adaptive nonlinear sensorless controller is performed 

in MATLAB/Simulink environment, the parameters and 

characteristics of the latter DFIG-WT along with the design 

parameters are given in Table 2, and Table 3, Appendix B. 

The estimation and tracking performance of the adaptive 

sensorless controller is shown using a variable wind speed of 

)/5.8( sm mean value as depicted in Figure 3. To show the 

robustness of the proposed adaptive sensorless controller against 

the aerodynamic torque and the rotor winding resistance variation 

the tracking performance for both the sensorless controller with 

[24] and without adaptation at constant wind speed )/9( sm    has 

been compared in Figure 4. The simulation is performed with the 

variation of the mechanical torque and the rotor winding resistance 

described by: 
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From Figure 3 (a) and 3 (b) the actual rotor speed varies in 

accordance with the wind speed, which confirms the effectiveness 

of the MPPT. Figure 3 (c) shows a good tracking performance of 

the stator quadratic current. According to Figure 3(d) it can be 

noticed that the estimated torque recovers the applied unknown 

torque.  Similarly, from Figure 3(e) it can be observed that the 

estimated rotor resistance quickly converges to its true profiles.  In 

Figure 4 the adaptive nonlinear sensorless controller performance 

is shown by the comparison of the proposed adaptive sensorless 

and the sensorless controller proposed in [24]. From Figures 4 (a) 

and 4 (b) it is noted that the stator flux and the rotor speed tracking 

errors sustain small perturbations caused  by the unknown rotor 

resistance and the unknown aerodynamic torque, but they 

converge to zero quickly  as  soon  as  the  estimates  of  rR  ,  and  

tT   converges  to  their  actual  values.  Whereas in the case of 

control without adaptation Figures 4 (c) and 4 (d) the rotor speed 

and the stator flux don’t track anymore their references after 

variation of the rotor resistance and the aerodynamic torque. 

When the actual values do not correspond to their references, 

the closed loop system is exposed to failure, which destroys the 

control objectives.  These results confirm the robustness of our 

controller regarding to the rotor resistance variation along with the 

aerodynamic torque. 

5. Conclusion 

This paper presents an adaptive nonlinear sensorless 

controller for DFIG-WT to maximize the wind energy extracted 

under parametric uncertainties and unknown rotor speed. The 

simulation performed in Matlab/Simulink environment illustrates 

the good results provided by the controller regarding the good 

tracking capability of the rotor speed and stator flux, in addition to 

correct estimation of the unknown rotor speed, aerodynamic 

torque, and the rotor resistance. Also, the comparison result 

between the same controller with and without adaptation shows the 

effectiveness of this work.   

 
(a)  Time varying wind speed 

 
(b) Actual, Reference and estimated rotor 

 

(c) The Actual and reference stator flux 

 

(d) The aerodynamic torque and its estimate 

 

(e) The rotor resistance and its estimate 

Figure 3:  Comparison of tracking performance s under unknown parameters 

Changes occur at t=10s %50= rR , t=10s %50−= tT and at t=20s  
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(a) Actual, Reference and estimated rotor speed with adaptation 

 

(b) Actual, Reference and estimated rotor speed without adaptation 

 

(c) The Actual and reference stator flux with adaptation 

 

(d) The Actual and reference stator flux without adaptation 

Figure 4:  Comparison of tracking performances under unknown parameters 

Changes occur at t=10s %50= rR , t=20s %50−= tT  
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Appendix A. Frame transformation and dsu
 
derivative  

The direct and quadratic components of the stator voltage in the 

( )qd ,  reference frame can be expressed as follows: 
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where ( ) ,  stand for the fixed reference frame and 0 the 

electrical angle of the ( )qd ,  rotating reference frame to the ( ) ,  

one, see Figure 2. The components of the stator voltage in ( ) ,

are: 
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   (A.2) 

In which T is the Concordia matrix transformation, and asu , bsu

and csu  are the 3-phases stator voltage giving by : 
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Using the conventional derivative proprieties for scalar, vector and 

matrix, we can obtain the direct stator voltage component 

derivative
dt

duds used in (14). From (A.1) the expression of the 

direct stator voltage is: 
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From (A.2), (A.3) and (10), the derivative of dsu  is given by: 
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Appendix B. characteristics/parameters of 3 MW DFIG-WT 
and the adaptive sensorless controller 

Table 2: Characteristics and parameters of DFIG-WT 

Parameter Definition Value 

Induction generator 

ratP  Rated power MW3  

U  Rated stator voltage V690  

s  Stator angular frequency rad/s314  

p  Number of pole pairs 2  

rR  Rotor winding resistance 0.00382  

sR  Stator winding resistance 0.00297  

rL  Rotor inductance H 0.0122  

sL  Stator inductance H 0.0122  

M  Mutual inductance H 01212.0  

Wind Turbine 

R  Blade Radius m45  

G  Gearbox ratio 100  
maxpC  Maximal Power coefficient 48.0  

opt  Optimal Tip Speed Ratio(TSR) 14.8  

Generator and Turbine 

J  Moment of inertia 2kg.m 254  

f  Dumping coefficient 0.24 

rf  grid frequency Hz  50  

U  grid voltage V690  

Table 3: parameters of the adaptive sensorless controller 

Parameter Value 

k  6000 

k  100 


 

70000 


 

0.0098 

tMT
 

10000 

rmR
 

rR5.0  

rMR
 

rR2  

1  rR001.0  

2  5 

 

http://www.astesj.com/

	2. DFIG-WT model
	2.1. Wind turbine model
	2.2. Induction generator model

	3. Control design
	3.1. Speed observer
	3.2. Reference Signals
	3.3. Control and update laws

	4. Simulation Results
	5. Conclusion
	References

	Word Bookmarks
	OLE_LINK32
	OLE_LINK160
	OLE_LINK162
	OLE_LINK133
	OLE_LINK134
	OLE_LINK102
	OLE_LINK95
	OLE_LINK45
	OLE_LINK40
	OLE_LINK41
	OLE_LINK94
	OLE_LINK15
	OLE_LINK12
	OLE_LINK23
	OLE_LINK16
	OLE_LINK1
	OLE_LINK91
	OLE_LINK86
	OLE_LINK3
	OLE_LINK5
	OLE_LINK13
	OLE_LINK14
	OLE_LINK10
	OLE_LINK17
	OLE_LINK88
	OLE_LINK89
	OLE_LINK50
	OLE_LINK49
	OLE_LINK24
	OLE_LINK25
	OLE_LINK18
	OLE_LINK121
	OLE_LINK135
	OLE_LINK136
	OLE_LINK19
	OLE_LINK105
	OLE_LINK20
	OLE_LINK21
	OLE_LINK22
	OLE_LINK62
	OLE_LINK59
	OLE_LINK29
	OLE_LINK119
	OLE_LINK118
	OLE_LINK80
	OLE_LINK81
	OLE_LINK114
	OLE_LINK28
	OLE_LINK27
	OLE_LINK116
	OLE_LINK39
	OLE_LINK56
	OLE_LINK31
	OLE_LINK152
	OLE_LINK147
	OLE_LINK151
	OLE_LINK37
	OLE_LINK6
	OLE_LINK43
	OLE_LINK2
	OLE_LINK103
	OLE_LINK83
	OLE_LINK109
	OLE_LINK111
	OLE_LINK76
	OLE_LINK75
	OLE_LINK78
	OLE_LINK77
	OLE_LINK69
	OLE_LINK72
	OLE_LINK74
	OLE_LINK73
	OLE_LINK82
	OLE_LINK84
	OLE_LINK171
	OLE_LINK70
	OLE_LINK172
	OLE_LINK79
	OLE_LINK198
	OLE_LINK194
	OLE_LINK191
	OLE_LINK36
	OLE_LINK161
	OLE_LINK163
	OLE_LINK164
	OLE_LINK38
	OLE_LINK184
	OLE_LINK183
	OLE_LINK182
	OLE_LINK180
	OLE_LINK181


