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 A gas sensor array is used for gas analysis to aid in an inspection. The signals from the 

sensor array are fed into machine learning models for learning and classification. These 

signals are characterized by time series fluctuating according to the environment or drift. 

When an unseen pattern is entered, the classification may be incorrect, resulting in 

decreased model performance. Creating a new model results in the problem of forgetting 

the old knowledge called Catastrophic Forgetting. Accordingly, this research proposes 

Correlation-Based Incremental Learning Network (CILN) using the Correlation Distance 

method to measure similarity and the Gaussian membership function to determine 

membership of each node. The gas sensor array data is used to verify the proposed 

algorithm by choosing 16 steady-state features (DR) from 13,910 records which are divided 

into 6 classes: 1) Ethanol, 2) Ethylene, 3) Ammonia, 4) Acetaldehyde, 5) Acetone, and 6) 

Toluene. The data are normalized and divided as the training sets into 10%, 20%, 30%, 

40%, and 50%, respectively. The proposed algorithm was compared with well-known 

classifiers. CILN experiment results yield the highest accuracy of 98.96% using 50% of the 

training data set. It shows that CILN has the incremental learning ability and can be used 

with data that fluctuate according to the situation. 
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1. Introduction  

The odor inspection, such as food quality check, environmental 

perfume check, chemical leak check or even weapons or drugs 

inspection require experts. However, there are limitations of 

smelling by human nose, and the effectiveness of smelling depends 

on individual health. Humans may feel tired, and importantly, the 

human nose is not suitable for smelling various toxins [1]. 

Many researchers have tried to devise a variety of inspection 

methods, such as chemical properties or flavor tests, and these 

methods require direct contact. Another interesting method is to 

test odors or gases using an electronic nose or array sensor since 

this method does not require immersion into the sample but inspect 

the gas response. Currently, the array sensor is extensively used for 

inspections, such as potential contagious or chemical 

contamination inspection during the production process, checking 

the freshness of pork [2], fungus inspection in strawberries [3], 

evaluating the quality of black tea [4], identify the type of wine and 

chinese liquor [5], distinguishing wine making techniques, [6] and 

medical diagnoses [7-8]. 

Machine learning is a useful tool for data analysis and data 

learning. Machine learning is divided into 2 approaches: Batch 

Learning and Incremental Learning. 1) Batch learning refers to a 

learning method which learn data at once. 2) Incremental learning 

(also called online learning) refers to learning methods which is 

applied to streaming collected over time. In this method, learning 

functions can be updated when new data is entered into the system 

[9]. 

In the real world, input data can be dynamic or streaming 

depending on the situation or environment, as data change or drift. 

Therefore, if the model is unable to learn new patterns, the 

performance of the model will be reduce [4]. Finally, all earlier 

data sets will no longer be available, and a new model must be 

created when there are new data. This process also leads to a 

phenomenon known as catastrophic forgetting [10]. 
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Therefore, to improve the algorithm for learning latest 

information while keeping the old knowledge of earlier data sets, 

this research proposes Correlation-Based Incremental Learning 

(CILN). The proposed algorithm can learn new patterns and adapt 

itself automatically while keeping existing knowledge. 

2. Literature Reviews 

2.1. Gas Sensor array  

The gas sensor array is important to the electronic nose and is 
used to detect gas molecules from electrical signals. Each sensor 
has a different sensitivity to gas. When the gas sensor contact with 
gas molecules, it responds to the gas, forming a spectrum of 
different gases called odor fingerprint. The response is recorded 
and sent to the signal processing system for analysis using proper 
analysis methods to determine the type of gas [11]. 

2.2. Incremental Learning 

In general, creating a model for classification requires a 

training set for patterns recognition. When the model has an 

acceptable performance, it will be used for prediction. However, 

the general limitation of the model is that it will work well for a 

period only and, inevitably, a new model needs to be created 

because the algorithm is not created for incremental learning. 

Therefore, it is extremely sensitive to continuous data in the form 

of streaming. A new model needs to be created to solve this 

problem, and it is unable to use the existing knowledge. 

In addition, data in the new situation are still a problem, and 

there is a need to incremental learning capability [12] by gradually 

learning knowledge without abandoning or forgetting the existing 

one without retraining. To solve this problem, incremental learning 

algorithms must be able to combine new knowledge with 

previously bought knowledge in a way like human learning 

methods which are based on earlier learning [13]. 

Therefore, algorithms that can learn from new data without 

having to access the earlier set of data and support prior knowledge 

would be a good method of classification to support both static data 

and data stream, especially when new data samples are added 

continuously.  

1)  Characteristics of Incremental learning 

• Incremental learning algorithms handle with continuous data 

and non-stationary distributions. 

• It adapts to new data without forgetting the existing 

knowledge; it does not need to retrain. 

• It is compatible with data streams or big data to create 

machine learning models faster. 

• It uses instance windows or instance weighting mechanism 

without making modifications to the algorithms. New models 

are calculated based on time periods of using windows or 

weights by considering new data received. 

• All or some parts of the data are used to create an initial model, 

check for changes in data (using the detection function), and 

rebuild models as needed based on new data. 

• It can automatically change the learning mechanism to 

increasingly learn new data. For example, the weights of an 

artificial neural network are adjusted every time there is a new 

pattern coming into the system. 

2)  Types of Incremental Learning 

• Instance-incremental learning refers to the system that 
receives data at Step 𝑡  - the input point 𝐱  ∈ 𝑋𝑛 , where 𝑋 
represents the input domain in n dimensional space and 
predicts the output 𝑦 ∈ 𝑌 . The output, Y, can be either 
continuous in regression or in classification in one 
dimensional space. 

• Batch incremental learning receive batches of data 
(𝐱1, 𝐱2, … , 𝐱𝐾) and must specify the label (𝑦1, 𝑦2, … , 𝑦𝐾) for 
each input point, where 𝐾 is the number of data points. 

Traditional Artificial Neural Networks (ANNs) work well in 

jobs with static data, where there is no incremental learning 

needed. Adding new capabilities to ANNs often results in 

catastrophic forgetting [10]. Therefore, researchers have attempted 

to solve this problem. In [14] developed a hybrid system including 

supervised learning and unsupervised learning online by using 

Fuzzy and Neural Networks together with Euclidean distance. 

In addition, learning algorithms have been developed based on 

Support Vector Machine (SVM) together with Mahalanobis 

distance which is an elliptical kernel method for multidimensional 

data. The ability to classify data was compared with the traditional 

method using Euclidean distance, and no difference was found 

[15]. However, scattering of data should be considered when 

adopting the similarity measurement method. 

Using threshold is another way to help learning, adjust the 

model, and support the integrity of earlier knowledge, while only 

adding a small number of parameters [16]. The important for a 

creating an incremental learning model is that it must be done 

quickly by using a small amount of data and gradually adjusting 

the model according to the new data while keeping old knowledge 

without access to the initial training data set [17]. 

However, it was found that the attempt to improve the 

recognition system for greater accuracy often result in more 

complex problems. Hence, Incremental Similarity (IS) has been 

presented, as it yields high accuracy and low complexity. 

Incremental Similarity is used for incremental online learning.  The 

system can learn from sample data received, and only some 

parameters need to be updated. It was found that the efficiency of 

Incremental Similarity was higher than that of the traditional 

model [18]. 

At present, deep learning has received great attention, and it 

has been used in recognition, such as face recognition. However, 

the face recognition model without incremental learning after 

training results in problems with new data during the operation.    

In [19] introduced the Incremental SVM method that allowed the 

system to update the classification model in real-time, resulting in 

the increased accuracy of the system and reduced training time.  

However, deep learning processing consists of many connected 

parameters, and it takes quite a lot of time in the training process, 

as well as retraining if the structure is not enough. Adding 

incremental learning capabilities to the system with deep learning 

can be quite difficult. Therefore, researchers have attempted to 

invent and adjust the Broad Learning System (BLS) [20] which 
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was created in the form of a flat network where the input is 

transferred and mapped into feature node. Then, the structure will 

be expanded broadly to add nodes. The incremental learning 

algorithm has been developed for rapid change without retraining. 

The shallow learning network is more suitable for incremental 

learning than the deep learning network. It was also found that 

Radial Basis Function (RBF) is used in incremental learning and 

is combined with other techniques, such as Neuro-Fuzzy [14]. In 

addition to RBF, SVM is combined with Mahalanobis distance 

[15], and Self Organizing Map (SOM) is combined with Euclidean 

distance [21]. The popular methods used to similarity measure are 

Euclidean distance and Mahalanobis distance. The Euclidean 

distance is simple but limited because it is sensitive to scales of 

variables and suitable for data scattered in circles. The 

Mahalanobis distance is suitable for elliptically scattered data by 

considering the covariance matrix to solve the problem of 

Euclidean distance. Therefore, the similarity measure should be 

selected based on data scattering. Another interesting similarity 

measurement method is Correlation distance, as it considers the 

relationship of variables and is suitable for continuous data. In this 

research, the researchers proposed incremental learning with 

Correlation distance, which is a way of measuring similarity to 

support data that change according to the environment. 

2.3. Radial Basis Function 

Radial Basis Function is a feed forward neural network with 

only 1 hidden layer. RBF does not have a complicated structure 

and is more flexible and faster than Multilayer Perceptron (MLP) 

architecture, each kernel function is connected to hidden nodes 

which means the connection to one cluster. Incremental learning 

by increasing hidden nodes and updating weight and relevant 

parameters [4]. The norm value between two data points can be 

calculated by using the general calculation formulas, such as 

Euclidean distance, Mahalanobis distance, Correlation distance or 

others as shown in Figure 1. 

 

Figure 1: The Architecture of RBF 

2.4. Correlation Distance 

Correlation distance is a statistical measure used to measure the 
independence of two values or any two vectors. Correlation 
distance values are between 0 and 1, which can be measured by the 
variance or standard deviation. It can be calculated according to 
(1).   

 dc(𝐩, 𝐪) =  1 − 
𝑐𝑜𝑣(𝐩,𝐪)

(𝑠𝑡𝑑𝐩)(𝑠𝑡𝑑𝐪)
  (1) 

 𝑐𝑜𝑣(𝐩, 𝐪) = ∑ (𝐩j − 𝐩)
𝑛
j=1 (𝐪j − �̅�) (2) 

 𝑠𝑡𝑑(𝐩) = √
1

𝑛
∑ (𝐩j − 𝐩)

2𝑛
j=1  (3) 

 𝐩  =  
1

𝑛
∑ 𝐩𝑗
𝑛
𝑗=1  (4) 

where dc(𝐩, 𝐪) is correlation distance from 𝐩 to 𝐪; p and q are 

any data points and n  is  number of dimension. 

3. Method 

The objective of this research is to propose the Correlation-

Based Incremental Learning Network by using the Correlation 

Distance and membership function. The operational structure of 

CILN, as shown in Figure 2.   

 
Figure 2: Operational Structure of CILN 

Step 1) Set the membership threshold parameter (mth) for 

determining new neuron, where mth is a value between 0 and 1. 

Step 2)  Read input data 

• Read in a pair of an input pattern p and target t.  

• If new knowledge is found set a new neuron WP using  p and 
WT according target t of the input pattern in WP. 

Step 3) Read in the next input pattern and its corresponding target, 

if any. 

Step 4)  Measure the Correlation distance between the input p and 

the prototype WP, which are centroids using (5). 

 𝑑𝑖(𝐩,𝐖P𝑖) =  1 − 
𝑐𝑜𝑣(𝐩−𝐖P𝑖)

(𝑠𝑡𝑑𝐩)( 𝑠𝑡𝑑𝐖P𝒊)
 (5) 

Step 5) Compute membership values of each node using the 

Gaussian-type radial basis function. 

 𝑚𝑖 =
1

𝝈√2𝜋
𝑒
−(𝑑(𝐩−𝐖P𝑖))

2

2𝝈2 ;  𝑖 =  1, 2,… , 𝐶 (6) 
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where 𝑚𝑖 is membership value, and  𝜎 is Standard Deviation in 

cluster 𝑖 . 𝜎  will be used to show the scatter of the data in the   

cluster. 𝜎 value between 0.001 and 0.05 and after the patterns near 

the prototype are included in the same prototype, the standard 

deviation is updated accordingly. 

Step 6) Find the winner node that has highest membership value 

[14].  

 winner = arg𝑚𝑎𝑥𝑖 (𝑚𝑖);  𝑖 =  1, 2, … , 𝐶 (7)

  

 𝐽 = 𝑤𝑖𝑛𝑛𝑒𝑟 𝑖𝑛𝑑𝑒𝑥 = arg  𝑚𝑎𝑥𝑖(𝑚𝑖) (8) 

Step 7)  Update the Winning node [14] 

If winner > mth, the instance is similarity to the winning node, 

then update weight of the winning node. 

 𝐖PJ,new =
𝐖PJ,old(CJ,new−1) + 𝐩

CJ,new
 (9) 

𝛔J,new = 

{
 
 

 
 
√(1 −

1

CJ,new
) 𝛔J,old

2 + (
(𝛔J,old−𝐩)

2

CJ,new
)

                            
𝛔0                                

 if CJ,new > 1,  (10)  

where 𝐖PJ,new is new weight,  𝐖PJ,old
 is original weight, 𝐩 is latest 

input data , and  CJ is number of members in the cluster.  

 

If  winner < mth, the instance is considered node a member of 

the winning node; then a new node WT is created. 

 

Step8) If in prediction mode, i.e. no target, assign the predicted 

class to the unseen pattern. 

 𝑦 =  𝐖TJ (11) 

where y is predicted class, 𝐖TJ is target of  the Winner.   

 

If in training mode, i.e. there is target of the input p, compute 

error. 

  𝑒 = 𝑡 − 𝑦 (12) 

where e is error, t is target, and y is output. 

Step 9) Continue process to step 3, until stop condition is met.  

4. Experimental Results 

4.1. Experimental Data 

The data set used in the experiment is the gas sensor data set 

obtained from the UCI Machine Learning Repository [22]. This 

data set includes measurements using 16 chemical sensors to 

measure the gas response at different concentrations. The data set 

consists of 16 attributes with a total of 13,910 records. This data 

set has been collected for 36 months from January 2008 to 

February 2011. The data set was collected from 6 types of pure gas: 

1) Ethanol, 2) Ethylene, 3) Ammonia, 4) Acetaldehyde, 5) 

Acetone, and 6) Toluene. Each gas has added characteristics 

extracted with different values, making each sensor have 8 

features. Therefore, the data set consists of 128 features and is 

divided into 10 batches in time sequence. The details are shown in 

Table 1. 

The response of the said sensor is read in the form of resistance. 

Each measurement creates a 16-channel time series data set that 

responds to the chemicals being measured. In the experiment, the 

steady-state feature (DR), was selected which means the maximum 

resistance change compared to the base line.  

 The signals from 16 sensors showed the characteristics of data 

consisting of Multivariate Time-series. Since the data in each batch 

were collected several times, and each batch has a different number 

of classes (Imbalance class). Therefore, the data obtained are at 

different concentrations as shown in Figure 3. 

 

Figure 3: Gas Sensor Array Drift at Different Concentrations Data Set 

 

Figure 4: The Odor’s Fingerprint of Gas Sensor Drift Compensation Data Set   

otherwise; 
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Table 1: Experimental data 

Batch ID Month Acetone Acetaldehyde Ethanol Ethylene Ammonia Toluene Total 

Batch 1 1, 2 90 98 83 30 70 74 445 

Batch 2 3-10 164 334 100 109 532 5 1,244 

Batch 3 11, 12, 13 365 490 216 240 275 0 1,586 

Batch 4 14, 15 64 43 12 30 12 0 161 

Batch 5 16 28 40 20 46 63 0 1997 

Batch 6 17, 18, 19, 20 514 574 110 29 606 467 2,300 

Batch 7 21 649 662 360 744 630 568 3,613 

Batch 8 22, 23 30 30 40 33 143 18 294 

Batch 9 24, 30 61 55 100 75 78 101 470 

Batch 10 36 600 600 600 600 600 600 3,600 

 

The characteristic response spectrum is called odor’s 
fingerprint. Therefore, according to the characteristics of response 
spectrum, different odors can be distinguished showing the 
fingerprint of each gas type at various times of each batch, as 
shown in Figure 4. 

4.2. Experimental Setting 

To evaluate the effectiveness of the proposed CILN, we 
selected only 16 steady-state (DR) features that have not been 
extracted from a total of 128 features. Therefore, the data set has 
13,910 records, divided into 6 classes: 1) Ethanol, 2) Ethylene, 3) 
Ammonia, 4) Acetaldehyde, 5) Acetone, and 6) Toluene. The data 
were normalized and split into training sets and test sets. The 
training sets were randomly selected for 10%, 20%, 30%, 40%, 
and 50%; the rest of the data were used for test sets. The proposed 
CILN algorithm, which uses Correlation distance measurement, 
was compared with Euclidean distance and Mahalanobis distance 
measurement, as well as other well-known classifiers, including 
NaiveBayes, BayesNet, RBF, SVM, MLP, and Simple Logistics. 
Comparison of experimental results by Accuracy, Precision, 
Recall, F-Measure. The experiment steps are shown in Figure 5. 

 

Figure 5: Experimental Steps 

4.3. Experimental Results  

The experimental results under certain settings show the 
comparison of the efficiency of the proposed CILN algorithm 
which uses Correlation distance measurement method and the 
incremental learning algorithm which uses Euclidean distance and 
Mahalanobis distance measurement methods. According to              
Table 2, CILN yielded top 5 accuracy scores: 98.96%, 98.74%, 
98.51%, 97.87% and 96.08% by using 50%, 40%, 30%, 20%, and 
10% of the training sets, respectively. Considering all the 3 
measurement methods, Correlation distance method gave the 
highest mean of 98.03%, followed by Euclidean distance method 
of 93.16% and Mahalanobis distance method of 93.10%. 
Euclidean distance and Mahalanobis distance methods supply 
similar accuracy, while Correlation distance method gives a high 
accuracy. Therefore, the similarity measurement method affects 
accuracy, and the proposed method is suitable for the gas sensor 
array drift at different concentrations data set which contains 
continuous data. 

Table 2: Comparison the performance of incremental learning using different 

similarity measurement methods. 

Similarity 
Measure 

Training 

(%) 

Accuracy 

(%) 

Precision 

 

Recall 

 

F-Measure 

 

Correlation 
distance  

10 96.08 0.85 0.96 0.90 

20 97.87 0.90 0.99 0.94 

30 98.51 0.94 0.98 0.96 

40 98.74 0.94 0.99 0.97 

50 98.96 0.95 0.99 0.97 

Average 98.03 0.92 0.98 0.95 

Euclidean 
distance 

10 90.13 0.69 0.84 0.76 

20 92.44 0.74 0.91 0.82 

30 93.75 0.77 0.93 0.85 

40 93.82 0.79 0.91 0.84 

50 95.64 0.84 0.94 0.89 

Average 93.16 0.77 0.91 0.83 

Mahalanobis 
distance 

10 87.86 0.63 0.85 0.72 

20 93.22 0.75 0.95 0.84 
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Similarity 
Measure 

Training 

(%) 

Accuracy 

(%) 

Precision 

 

Recall 

 

F-Measure 

 

30 94.38 0.80 0.94 0.86 

40 94.36 0.79 0.94 0.86 

50 95.64 0.85 0.94 0.89 

Average 93.10 0.76 0.92 0.83 

Table 3: Comparison of Performance with well-known classifiers 

Algorithm 
Training 

(%) 

Accuracy 

(%) 

Precision 

 

Recall 

 

F-Measure 

 

CILN 

10 96.08 0.85 0.96 0.90 

20 97.87 0.90 0.99 0.94 

30 98.51 0.94 0.98 0.96 

40 98.74 0.94 0.99 0.97 

50 98.96 0.95 0.99 0.97 

Simple 
Logistics 

10 93.52 0.94 0.94 0.94 

20 93.66 0.94 0.94 0.94 

30 95.48 0.96 0.96 0.96 

40 95.70 0.96 0.96 0.96 

50 96.05 0.96 0.96 0.96 

MLP 

10 91.37 0.92 0.91 0.91 

20 93.37 0.94 0.93 0.94 

30 94.64 0.95 0.95 0.95 

40 94.42 0.95 0.94 0.95 

50 95.64 0.96 0.96 0.96 

 

 

SVM 

10 70.71 0.80 0.71 0.71 

20 76.23 0.85 0.76 0.78 

30 79.48 0.87 0.80 0.81 

40 82.19 0.88 0.82 0.84 

50 83.89 0.89 0.84 0.85 

BayesNet 

10 59.41 0.65 0.59 0.60 

20 65.05 0.69 0.65 0.66 

30 65.27 0.69 0.65 0.66 

40 66.30 0.70 0.66 0.67 

50 66.48 0.70 0.67 0.67 

RBF 

10 64.29 0.67 0.64 0.64 

20 61.94 0.65 0.62 0.60 

30 63.09 0.67 0.63 0.61 

40 62.73 0.66 0.63 0.61 

50 62.78 0.66 0.63 0.61 

NaiveBayes 

10 51.56 0.60 0.52 0.52 

20 51.24 0.60 0.51 0.52 

30 51.43 0.61 0.51 0.52 

40 51.72 0.61 0.52 0.53 

50 51.45 0.60 0.52 0.52 

 

Table 3 shows the comparison of the performance of the 

proposed CILN algorithm with the well-known classifiers, such 

as NaiveBayes, BayesNet, RBF, SVM, MLP, and Simple 

Logistics. Overall, CILN still yielded the highest accuracy of 

98.96%, Simple Logistics of 96.05%, MLP of  95.64%, SVM of 

83.89%, BayesNet of 66.48%, RBF of 64.29%, and NaiveBayes 

of 51.72% by using 50%, 50%, 50%, 50%, 50%, 10%, and 40% 

of the training sets, respectively. It was found that the number of 

training data sets can affect the accuracy. However, new data 

entered the classifiers may change according to the environment. 

Without incremental learning, it will also affect accuracy. 

Therefore, the algorithm should have incremental learning ability 

for effective classification. 

5. Conclusions and Future Work 

Machine learning is a useful tool for analysis and learning. 
However, data imported into the system are both static data and 
dynamic data which fluctuate and change according to the 
environment. Conventional algorithms still lacks incremental 
learning new data. When new data are added, the algorithm will 
not be able to learn and adapt, resulting in reduced efficiency. 
Moreover, all the trained data sets are no longer available, and a 
new model needs to be created for new data. This process leads to 
a phenomenon known as catastrophic forgetting, resulting in poor 
classification performance. Therefore, to solve this problem, this 
research has proposed Correlation-Based Incremental Learning 
algorithm that allows the model to learn and improve automatically 
while maintaining old knowledge using the Correlation distance to 
measure similarities and membership functions using Gaussian-
type Radial Basis Function to determine membership of each node. 

Gas sensor data from the UCI machine learning repositories used 
to evaluate the performance of the proposed algorithm. This data 
set holds 13,910 measurements from 16 chemical sensors exposed 
to 6 gases at different concentration levels. This data set has been 
collected for 36 months from January 2008 to February 2011. The 
data were collected from 6 types of pure gas: 1) Ethanol, 2) 
Ethylene, 3) Ammonia, 4) Acetaldehyde, 5) Acetone, and 6) 
Toluene. In the experiment, only 16 steady-state features (DR) 
were chosen. The data were normalized and split into training sets 
and test sets. The training sets were randomly selected for 10%, 
20%, 30%, 40%, and 50%; the rest of the data were used for test 
sets. 

The results show that CILN allows the system to learn new patterns 
while maintaining the old knowledge. The proposed CILN 
algorithm supplies an initial accuracy of 96.08% by using only the 
10% of the training data set which is higher than all classifiers.      
In addition, CILN yields the highest accuracy of 98.96% when 
50% of the training data set was used. It shows that CILN can learn 
from a small sample size and can adapt and learn new data 
automatically while keeping the existing knowledge. Therefore, 
CILN can increase the accuracy of classification and support the 
time series data which are dynamic data and can be used for 
environmental or other inspections. Moreover, it was found that 
using only 16 steady-state features (DR) was sufficient for gas 
classification without additional feature extraction. In the future 
work, we will consider reducing the dimensions of data by 
selecting features, removing noise, and selecting the proper signal 
range. 
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