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 With the aim of preventing hydro-geological risks and overcoming the problems of current 
rain gauges, this paper proposes a low-complexity and cost-effective video rain gauge. In 
particular, in this paper the authors propose a new approach to rainfall classification based 
on image processing and video matching process employing convolutional neural networks 
(CNN). The system consists of a plastic shaker, a video camera and a low cost, low power 
signal processing unit. The use of differential images allows for greater robustness, 
guaranteeing full background subtraction. As regards precision, speed and ability to adapt 
to variations in precipitation intensity, the proposed method achieves good performance. 
In particular, the results obtained from seven classes, ranging from "No rain" to 
"Cloudburst", applying the Discrete Cosine Transform (DCT) to the differential images on 
16x16 sub-blocks show an average accuracy of 75% considering, also, the adjacent miss-
classification. Furthermore, the analysis of precision and sensitivity parameters yields 
excellent results. 
The proposed method is very innovative, in fact, the few studies found in the state of the art 
use only two classification classes (No rain and Rain), while our method contains seven 
classification classes and overall delivers very good accuracy performance. 
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1. Introduction  
In recent years, in many areas of the world, countless 

calamitous events of hydro-geological origin have occurred. Since 
these events are difficult to prevent, it is important to be able to 
accurately estimate the level of rainfall during the occurrence of a 
meteorological phenomenon. 

In the past, the only method for measuring rainfall levels was 
through the use of traditional rain gauges (such as tilt rain gauges). 
People have realized, however, that these instruments do not 
perform well in terms of temporal precision, classification 
accuracy and territorial coverage. Over the years, different 
approaches have been studied to tackle this issue, such as the use 
of radars and satellites [1]-[3]. 

Weather radars have the advantage of being able to monitor a 
larger area, but they are very expensive, whereas the satellite has 
the advantage of better spatial resolution but the disadvantage of 
providing a less accurate estimate [4]. Recently, due to these 
limitations, some researchers have studied alternative methods for 
estimating precipitation levels [5]-[16]. Lately, with the spread of 
artificial intelligence techniques, new approaches based on 
advanced neural networks have been introduced in the literature. 

In [6]-[7], the authors investigated the use of the radio 
frequency signal, used in the latest generation cellular systems, as 
a tool for classifying rainfall intensity levels using pattern 
recognition method. However, in [17] an acoustic rain gauge has 
been proposed which is able to classify the rainfall levels in 5 
classes through rainfall timbre and deep learning techniques, in 
particular by applying convolutional neural networks [18], [19]. 

In order to ensure good performance even in conditions of high 
environmental noise, in this paper, the authors propose a new type 
of rain gauge based on the analysis of images obtained from a 
camera that captures the rain. 

In this study, the images of the rain were recorded by inserting 
a camera pointed towards a transparent lid of an upward-facing 
plastic shaker. The video signal was also analysed by conducting 
statistical analysis (mean, variance and first autocorrelation 
coefficient) of some features, while the Discrete Cosine Transform 
(DCT) was used to characterize the frequency content of the 
various frames extracted from the video. 

Thanks to the low complexity of the hardware and software, 
the proposed system allows to generate alerts in very short times 
with low errors in the estimate of the level of precipitation intensity. 
Unlike traditional tipping rain gauges, the proposed system does 
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not use mechanical components subject to maintenance, but low 
cost and consumption electronics, with the possibility of being 
powered by a photovoltaic panel. 

The paper is organized as follows: section 2 briefly summarizes 
the main studies on the classification of precipitation, section 3 
illustrates the characteristics of the database; section 4 describes 
the acquisition system; section 5 shows the statistical and spectral 
analysis of the frame of images relating to the different levels of 
rain; section 6 describes the convolutional neural network used in 
this study and the dataset in the input; section 7 describes the test 
bed and the various tests and performance results; section 8 is 
devoted to conclusions. 

2. Proposed Work 

This section provides a general overview of new rainfall level 
estimation methods by analyzing videos recorded over the rain. 
The intensity of rain, in fact, can undergo tremendous variations 
even for short distances, less than one kilometer. It is therefore 
necessary to implement a prevention system especially in areas 
with high hydrological risk. To obtain measurements with large 
spatial resolution, it is necessary to distribute a substantial number 
of instruments such as rain gauges or weather stations, which may, 
nonetheless, have a major adverse impact in economic terms. 

A number of studies on the classification of rainfall levels have 
been conducted by researchers employing various alternative 
methods and signals [5], [16]. 

These different approaches could represent a valid alternative 
to the typical solutions used in current meteorology. Furthermore, 
these innovative systems lead to improved performance in terms 
of time, flexibility and robustness. 

In particular, there are numerous papers in which the 
possibility of classifying the level of rainfall through the 
attenuation of the electromagnetic signal [5], [6] and many others 
using the audio signal [6]-[11] is studied. 

In this paper, the authors will focus on the use of the video 
signal as a tool for classifying rainfall levels and therefore this 
section deal with previously conducted studies in this regard. 

In [12] the Electronics and Telecommunications Department of 
the University of Mumbai developed an algorithm that allows 
determining the intensity of rainfall based on a single photo only. 
Data processing takes place implementing a technique 
denominated ERAUIP, using a high-resolution slow-motion 
camera, which acquires the image placed on a black background 
with a minimum speed of 1200 FPS. The camera acquires a color 
image which, once filtered by noise employing a clustering 
technique, is converted to gray scale. Subsequently, the image is 
divided into rows and columns, and therefore further divided into 
even and odd content. After which the conversion from the gray 
scale image to the binary image takes place and, finally, the size of 
the raindrops are measured thanks to the use of a morphological 
filter. 

This technique allows to reach high precision levels, even up 
to 90%. The performance will depend on the characteristics of the 
camera used; a full-bodied database of excellent quality images 
and videos is required in order to achieve better results.  

A method for evaluating the raindrops present in images has 
been proposed in [13]. In this case image processing is performed 
using the 2D dual density Discrete Wavelet Transform, with the 
help of 2 cameras with advanced features, so that the 2 captured 
images have the same central point. This allows obtaining such 
information as the maximum and minimum size of the raindrop 
and the number of raindrops from the given image. 

In the automotive sector, more and more sophisticated driver 
assistance systems are being developed to improve safety 
conditions behind the wheel, especially during adverse rain 
conditions. An approach used to detect raindrops present on a 
transparent screen has been developed in the context of research 
concerning the ITS intelligent transport algorithm, as reported in 
[14]. This technique detects the fuzzy raindrops that collect on the 
windshield, differentiating from the previously illustrated 
techniques as it is not necessary to adjust the focus on the 
windshield on which the raindrops fall. 

Classification of rain levels through the acquisition of images 
can also be achieved by exploiting the learning abilities of a neural 
network [15]. In this case, a neural network was trained in order to 
obtain the detection of the glomerulus in the segments of the renal 
tissue present in digitized slides, and a classification considering 
such parameters as heterogeneity, staining, composition within the 
kidney composition etc. This is done by applying convolutional 
neural networks (CNN) in order to provide faster and more reliable 
diagnoses. Nevertheless, enormous amount of computational 
power is needed to train the network in an appropriate time frame. 

The previously mentioned studies outline significant growth in 
interest concerning the replacement of the classic measurement 
methods with new instruments which can deliver better 
performance, guaranteeing a set of information that can cover a 
large area of the territory. 

In [16], the authors propose a method for remote detection of 
rain via fixed cameras, using CNN. In particular, in the pre-
processing phase the Sobel algorithm is used for detecting the 
edges and subsequently DCT is applied to the obtained images for 
further experiments in order to improve the classification scores. 
The classification results using the Sobel algorithm and the DCT 
are respectively 91.97% and 79.89%. There are only 2 classes 
considered: "Rain" and "No Rain". 

Unlike all the studies present in the state of the art, our method 
consists in detecting and classifying, as accurately as possible, 
seven different levels of rainfall intensity. The proposed technique, 
therefore, allows to set up a rainfall measurement system with the 
advantage of not having mechanical parts subject to breakdown, 
good accuracy and high temporal resolution. 

3. Database Description 

The proposed system consists of a camera connected to a 
processing unit. The labelling algorithm is located in the 
processing unit. It is responsible for assigning the video sequences 
to the corresponding intensity classes thanks to the labelling 
performed by a traditional tipping rain gauge. After labelling, the 
video sequences are inserted into the database. Figure 1 shows the 
block scheme of the video acquisition system. 
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Figure 1: Block Scheme of Video Acquisition System  

Table 1: Classification and Rainfall Intensity Range 

Classification Acronym Rainfall Intensity 
[mm/h] 

No rain nr < 0.5  
Weak  w [0.5 ÷ 2]  
Moderate m [2 ÷ 6]  
Heavy  h [6 ÷ 10]  
Very heavy  vh [10 ÷ 18]  
Shower  s [18 ÷ 30]  
Cloudburst  c > 30  

 
Video sequences are sampled with Frames Per Second (FPS) 

equal to 30 frames of 640×480 pixels. Table 1 lists the intensity 
classes that make up the dataset. 

The database was created by recording natural rain 
characterized by all seven rainfall levels indicated in Table 1. 
Furthermore, during the rain recording phase, continuous checks 
were carried out on the tipping rain gauge used for labeling, so as 
to preserve it from dirt. 

An image processing phase, before inserting the input data to 
the neural network, was applied to the video recordings: extraction 
of the frames with frame-rate equal to 30 FPS and offset equal to 
1 frame; subtraction of the resulting frames from each other. These 
frames will be referred to as "differential images". 

Differential images are subjected to DCT on 16×16 sub-blocks. 
The data obtained from the application of the DCT are 
standardized and input data to the neural network, described in 
section 6.2. 

The tests were conducted using a camera inserted in a rigid 
plastic shaker with a transparent lid. The differential frames, 
relating to the various categories of precipitation, are used as input 
variables of a deep learning system based on a CNN classifier. 

4. Acquisition System Setup 

The acquisition system is characterized by the following 
components, see Figure 2. 

• Camera (a); 

• Plastic shaker with a transparent cover (b); 

• Tipping bucket rain gauge (c); 

• Raspberry Pi (d); 

• 4G dongle (e). 

 
Figure 2:  Hardware Components of the Acquisition System  

The webcam is connected via USB cable to the Raspberry Pi, 
where the processing phase of the collected data is performed. 

The operation of the labeling algorithm implemented within 
the Raspberry Pi, the connections between the hardware devices in 
use and the categories of recording intensity are explained in detail 
in [17]. The 4G modem key allows real-time data transmission [20]. 
Figure 3 shows the conceptual scheme of the proposed system. 

In general, the processing unit implements the labeling 
algorithm that allows the generation of 30-second video sequences, 
divided by each class of rainfall intensity. 

The video sequences recorded and classified using the labeling 
algorithm are stored in the database and subsequently provided as 
input to the neural network for the training phase. 

 
Figure 3:  Conceptual Scheme of the Proposed System 

5. Analysis of Video Sequences 

The present section deals with visual and statistical analysis of 
the obtained video sequences in order to further discriminate 
between different precipitation intensity levels. 

The video signal analysis tool, DiffImg, and the calculation 
tool, Matlab, are used to externally analyse the differential images 
extracted from the videos. 
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In particular, DiffImg is a simple image comparison tool 
which takes two RGB images with the same size as the input. 
Some statistics are computed, and the positions at which pixels 
differ. 

With this tool, we are able to make a comparison between 
different images, highlighting the differences. By analyzing the 
“differential images”, the authors can also view some interesting 
statistics, including: 

• Average error: indicates the difference between the two 
images in terms of RGB scale value; 

• Standard deviation: indicates how much the second 
image varies compared to the first; 

• Total of error pixels: indicates the total amount of 
different pixels between the first image and the second 
image (from which the “differential image” is obtained). 

After a series of evaluations, it was observed that the most 
interesting feature to achieve our goal is the standard deviation. 
To better evaluate the values assumed by this parameter, it was 
decided to take into consideration 7 frames extracted from the 
videos, for each level of precipitation, with an interval equal to 1 
second. 

Subsequently, the value assumed by the standard deviation of 
the differential image obtained from the differences between 
consecutive frames was evaluated, so as to obtain a total of six 
“differential images”. By evaluating the trend of the parameter 
just mentioned, in particular the average of the standard deviation 
values, it was observed that this value increases with the increase 
in the rain level, as we can see in Table 2. 

As can be seen from Table 2, there is a slight correlation 
between the standard deviation and the intensity of precipitation. 
This is immediately clear if you think that as the rate of rain 
increases, the number of raindrops and their size increases, so the 
difference between two frames belonging to higher levels will be 
more marked than the one between the images belonging to lower 
intensity levels. 

To illustrate the concept discussed so far, a differential frame 
(taken from 9 “differential image”) for each rainfall level is 
represented in Figure 4. 

Table 2: Standard Deviation for Each Precipitation Intensity 

Rain 
Classification Standard Deviation AVG 

No rain 2.0 2.0 2.0 2.1 2.1 2.0 2.0 
Weak 3.6 3.3 2.8 2.4 2.7 2.5 3.0 
Moderate 3.3 3.3 4.0 5.7 4.5 5.3 4.4 
Heavy 3.4 8.6 5.2 5.3 7.8 5.7 5.8 
Very heavy 6.2 5.1 4.1 8.4 6 5.4 6.3 
Shower 4.0 8.3 9.6 10.0 8.2 9.3 8.1 
Cloudburst 17.3 7.4 10.7 15.4 8.5 11.4 11.9 

From Figure 4 it is possible to note that there is a visible 
difference between the adjacent precipitation levels from the point 
of view of the raindrops represented in the frame. For example, it 

is clear that if in “No rain” class the image is white, in “Weak” 
the presence of a few raindrops is observed. The same concept 
may be applied to subsequent levels.  

 
Figure 4: Examples of “Differential Image” for Each Level of Intensity 

Despite some positive results obtained with the methodologies 
described above, some limits remain which do not allow the 
implementation of an autonomous system capable of achieving a 
reliable classification. 

The different problems encountered during the experimental 
phase could be solved by creating a system based on machine 
learning by carrying out the training of a neural network through 
the use of more comprehensive and differentiated databases. 

6. Convolutional Neural Network for Rainfall Classification 

The paper proposes an alternative to traditional rain gauges 
which is based on the extraction of frames from video sequences. 
Rainfall levels are classified by applying a convolutional neural 
network. 

6.1. CNN Architecture: SqueezeNet 

In this study, the authors use a Convolutional Neural Network 
(CNN) called SqueezeNet [21]. It is a completely convolutional 
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network with reduced complexity and with layers of dropouts. 
This network allows to obtain good accuracy and increase 
performance. 

To create a CNN network with reduced complexity, three 
main strategies are necessary: 

1. Replace 3×3 filters with 1x1 filters; 

2. Reduce the number of input channels on 3×3 filters; 

3. Delay downsample on the network so that convolution 
levels have large activation maps. 

 
Figure 5:  SqueezeNet Architecture 

Figure 5 shows the SqueezeNet architecture used. The first 
layer and the last layer are convolutional layers, in the middle 
there are eight fire modules where the number of filters per fire 
module gradually increases. For more details see [21-22].  

6.2. Video Learning Dataset 

As described in section 3, the learning dataset was created 
recording the video of the rain. Figure 6 shows the general "Best 
practices" for inserting standardized matrices into the neural 
networks. The first block represents the original video, on which 
the extraction of the frames takes place at a frame-rate of 30 FPS. 

Then, the extracted frames are brought in grayscale and 
subsequently, differentiated by moving between one frame and 
the next with an offset of 1 frame. 

The difference between two images is very simple to obtain, 
as we know that the images are nothing more than matrices 

containing numerical values in the RGB (or BW) scale of size M 
× N. In this regard, it is possible to obtain what we define 
"differential images" by applying a subtraction between two 
matrices of the same size. 

Therefore, since F1 = M × N is the first extracted frame and F2 
= M × N the second extracted frame, the first differential image is 
given by (1). 

𝐹𝐹1𝑑𝑑 =  𝐹𝐹2 −  𝐹𝐹1.         (1) 

From the matrix point of view, let 𝑓𝑓𝑖𝑖𝑖𝑖1  be the elements of the 
matrix F1, 𝑓𝑓𝑖𝑖𝑖𝑖2 the elements of the matrix F2 and 𝑓𝑓𝑖𝑖𝑖𝑖𝑑𝑑 the elements 
of the matrix 𝐹𝐹1𝑑𝑑  with i ∈ {1,…, M} and j∈ {1, ..., N}. 𝑓𝑓𝑖𝑖𝑖𝑖𝑑𝑑 is 
obtained by (2). 

𝑓𝑓𝑖𝑖𝑖𝑖𝑑𝑑 =  𝑓𝑓𝑖𝑖𝑖𝑖2 −  𝑓𝑓𝑖𝑖𝑖𝑖1 = 

=  �
𝑓𝑓002 … 𝑓𝑓0𝑁𝑁2
⋮ ⋱ ⋮
𝑓𝑓𝑀𝑀02 ⋯ 𝑓𝑓𝑀𝑀𝑁𝑁2

� −   �
𝑓𝑓001 … 0 𝑓𝑓0𝑁𝑁1
⋮ ⋱ ⋮
𝑓𝑓𝑀𝑀01 ⋯ 𝑓𝑓𝑀𝑀𝑁𝑁1

� =   

=  �
𝑓𝑓00𝑑𝑑 … 𝑓𝑓0𝑁𝑁𝑑𝑑
⋮ ⋱ ⋮
𝑓𝑓𝑀𝑀0𝑑𝑑 ⋯ 𝑓𝑓𝑀𝑀𝑁𝑁𝑑𝑑

�.            (2) 

By generalizing it to all frames, the differential images will be 
obtained from (3). 

𝐹𝐹𝑘𝑘𝑑𝑑 =  𝐹𝐹𝑘𝑘 −  𝐹𝐹𝑘𝑘−1,   with 𝑘𝑘 = 1, … ,𝐾𝐾            (3) 

where K is the number of differential frames obtainable for 
each level of intensity and is related to the length of the recorded 
videos, the amount of FPS extracted from the video and the offset 
used. 

In our method, in particular, we have adopted a function in 
Python language, called "absdiff", which makes up the difference 
between two images also reducing the noise that is obtained from 
a subtraction. In fact, a threshold is set at an arbitrary value 
between 0 and 255 (threshold 127 was used in this study); all BW 
pixels greater than 127 become 255; conversely, all BW pixels 
less than or equal to 127 become 0. 

Once the differential images have been transformed into DCT 
matrices, a division is performed before inserting all the data 
within the neural network: 70% of these matrices are inserted in 
the training set and 30% in the test set. For each input, the 
probability percentage corresponding to each individual class will 
appear in the output. 

6.3. Video Validation Dataset 

The validation dataset was created as the dataset used in 
training and testing the neural network. In particular, the related 
videos are those that had not been included in the dataset for 
training the neural network. 

The same procedures described in sections 3 and 6.2 of the 
datasets used for training and testing the network are applied to 
the component frames of this dataset. The following chapter will 
analyze the performance of this network, when this validation 
dataset is applied to the network input. 
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Figure 6:  Image Processing Flowchart 

This section will show the results of the training and validation 
of the convolutional neural network when the “differential 
images” are used as an input. 

The application of the DCT to 16×16 sub-blocks show an 
improvement in the classification performance. 

In fact, Figure 7 and Figure 8 respectively show the progress 
of training and test losses and training and test accuracy. 

 
Figure 7: Training and Test Losses with Sub-block 16×16 

 
Figure 8: Training and Test Accuracy with Sub-block 16×16 

 
Figure 9: Confusion Matrix with Sub-block 16×16 

Once the performance has been defined, it is possible to 
compare our results with those present in the state of the art, in 
particular with the study proposed in [16]. The main differences 
from our study lie in the number of classes used, the methods of 
image pre-processing and the image capture mode. In fact, in [16] 
the Sobel algorithm is applied for the elimination of the edges; 
moreover, the images of the rain are captured in an orthogonal 
direction to the rain itself. From the performance point of view 
our study seems to deliver poorer performance, but it is important 
to note that our method is based on a classification using seven 
classes, that is, considering seven levels of intensity of 
precipitation which are fundamental in the context of monitoring 
the hydrogeological risks. 

The use of seven classes to classify the intensity of 
precipitation and the high temporal resolution of the level of 
intensity of precipitation allow for a more effective management 
of alerting mechanisms and therefore prevention and risk 
management in case of natural disasters-related hydro-geological 
risk. 
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8. Conclusions 

The paper proposes an alternative to traditional rain gauges 
which is based on the extraction of differential frames from video 
sequences. Rainfall levels are classified by applying a 
convolutional neural network. In particular, the system is very 
simple, based on a plastic shaker, a video camera and a low 
cost/low power signal processing unit. Performance is very good 
in terms of precision and ability to adapt to sudden changes in 
rainfall intensity. The percentage of accuracy of the average 
classification obtained by applying the DCT for to "16×16" sub-
blocks is approximately 49 %, which can reach 75% if the 
adjacent miss-classifications are not considered. The new video 
rain gauge exceeds the limits of traditional ones, as it requires no 
mechanical parts, specific and periodic maintenance.  
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