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 Time-series is a sequence of observations that are taken sequentially over time. Modelling 
a system that generates a future value from past observations is considered as time-series 
forecasting system. Recurrent neural network is a machine learning method that is widely 
used in the prediction of future values. Due to variant improvements on recurrent neural 
networks, choosing of the best model for better prediction generation is dependent on 
problem domain and model design characteristics. Ensemble forecasting is more accurate 
than single model due to the combination of more than one model for forecasting. Designing 
an ensemble model of recurrent neural network for time-series forecasting applications 
would enhance prediction accuracy and improve performance. This paper highlights some 
of the challenges that are faced by the design of the ensemble model of different recurrent 
neural network versions, and surveys some of the most relevant works in order to give a 
direction of how to conduct ensemble learning research in the future. Based on the reviewed 
literature, we propose a framework for time-series forecasting based on the using of 
ensemble technique.  
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1. Introduction  

Atmospheric aerosol concentrations have attracted increasing 
worldwide attention during the past years due to its effect on 
human health and the environment [1]. According to The World 
Health Organization (WHO), it is estimated that around 7 million 
people die every year due to air pollution [2]. Therefore, having 
real time information about air pollutants concentration could help 
in controlling air pollution and preventing health issues that are 
related to its effect [3]. 

Recently, many researchers have put forward efforts to 
improve the approach to air pollution prediction. The methods of 
predicting air pollution concentration, in general, fall into two 
categories: deterministic and statistical. Deterministic models 
simulate the spatiotemporal distributions of air pollutants at 
different scales and directions by using statistical methods [4, 5, 
6]. Deterministic models use physics and chemical reactions in the 
atmosphere to model emission and transformation of air pollutants. 
These models are considered theoretical models that are based on 
sophisticated priori knowledge, inconsistent and limited data [7, 
8]. 

Statistical models use statistics-based models to predict air 
pollutants concentrations. Regression, Time Series, and 

Autoregressive Integrated Moving Average (ARIMA) are the most 
common statistical approaches that are used in the environment 
science prediction [9, 10, 11]. Due to a non-linear relationship 
between air pollutant concentration and metrological parameters, 
advanced statistical approaches based on machine learning 
algorithms are needed such as ensemble learning algorithms [12] 
and recurrent neural network (RNN) [13].  

RNN is a type of artificial neural network that has a cycle 
within the network graph which maintains the internal state. RNN 
is able to predict in sequence prediction problems that involve a 
time component. This makes it suitable to be applied in 
applications that utilize a sequence of observations over time, such 
as Biomedicine, Meteorology, Genomics and more. Within the 
environmental engineering field, RNN has been used to predict air 
pollution. Due to its influence of more than one metrological 
parameter (such as temperature, pressure, humidity, etc), the air 
pollution prediction is considered as a multivariant time-series 
prediction problem. 

Long Short-Term Memory Unit (LSTM), is a state-of-the-art 
model of RNN that is recently used to predict air quality [14, 15]. 
Many variants of RNN have been developed with different 
characteristics. They include GRU (gated recurrent unit), Vanilla 
LSTM and more. 
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Several attempts have been made to better predict accuracy of 
time-series forecasting problems using RNN models. In order to 
obtain advantages of several recurrent neural network models, a 
combination of different models can be applied. The ensemble of 
multi-models is a suitable solution [16]. Combining a different 
number of recurrent neural network models can enhance 
forecasting performance and increase accuracy. Conversely, 
ensemble methods may lead to an increase in the cost of 
computation time that is needed to train multi-models based on the 
number of models utilized. This paper will highlight some of the 
challenges that are faced in the application of different recurrent 
neural networks for forecasting applications, especially air 
pollution forecasting in terms of performance and accuracy. The 
contributions of this paper are summarized as follow: 

1. Summarize the state-of-the-art recurrent neural network 
models that have been applied in the application of forecasting air 
pollution. 

2. Study of challenges of designing a recurrent neural 
network model. 

3. Recommend some of the issues that will have to be 
tackled before designing recurrent neural network. 

4. Present the advantages of using ensemble method to 
enhance forecasting performance. 

5. Analyze and compare the performance of different 
ensemble recurrent neural network for time-series forecasting 
applications. 

6. Propose a framework for time-series forecasting based on 
the using of ensemble technique. 

The reminder of this paper is organized as follow: Section 2 
will give a brief description of the air pollution concept along with 
the methods that are used for its prediction. Section 3 will provide 
details of recurrent neural networks, some of its variations and the 
challenges of its design. Section 4 will present the ensemble model 
concepts design. Section 5 will propose the framework for time-
series forecasting. Section 6 will offer the conclusion.  

2. Air Pollution 

In urban cities, air pollution is one of the most significant 
environmental concerns that has a great impact on health and the 
ecosystem. Air pollution effects air quality and is one of the causes 
for various diseases such as heart disease, chronic obstructive 
pulmonary disease, acute and chronic respiratory conditions and 
cancers [2]. Air pollutants can be formed due to a chemical 
reaction with other pollutants and atmospheric physics. The 
prediction of air pollutants can enhance the scientific 
understanding of air pollution and provide valuable information 
concerning the contribution of each pollutant toward the cause of 
air pollution [17-21]. This information will provide public 
authorities the time to manage pollution so as not to exceed 
acceptable levels.  

According to World Health Organization (WHO), 7 million 
people die every year due to air pollution. PM2.5 (particulate 
matter less than 2.5 micrometers in diameter) is the air pollutant 
that is the most likely cause of the majority of death and disease. 
Ozone is another pollutant that is the cause of some of the major 

respiratory diseases. Oxides of Nitrogen (NOx), a major 
contributor to ozone, is also linked to significant health risks [2]. 

Due to its harmful effect on human health, some major cities, 
such as Los Angeles and New York, have identified air pollution 
as one of the main health dangers [22], and so, air pollution 
technology has become an important topic for the creation of smart 
environment and for the delivery of clean air for citizens.  

Many researches have been conducted over past years to 
propose and develop a predictive model for the concentration of 
air pollutants. The accuracy of these models differs based on the 
methods that have been employed. However, it is still a challenge 
to develop an accurate predictive model for the concentration of 
air pollution due to the existence of many factors that influence its 
performance [23]. 

The methods of predicting air pollution can be classified into 
two categories [24]: deterministic and statistical methods. 
Deterministic methods simulate the physical and chemical 
transformation, emission and desperation of pollutants in terms of 
metrological variables in the atmospheric physics. Statistical 
methods apply statistic-based models to predict future air pollution 
from historical data. These methods involve a time-series analysis. 
It includes linear regression [25], the autoregressive moving 
average (ARMA) method [26], the support vector regression 
(SVR) method [27], the artificial neural network (ANN) method 
[28], and hybrid methods [29] to understand the relationship 
between the concentration of air pollutants and metrological 
variables.  

Artificial neural network is a machine learning technique that 
provides convincing performance in the field of time-series 
forecasting and prediction. ANN can incorporate complex non-
linear relationships between the concentration of air pollutants and 
metrological variables. Various ANN structures have been 
developed to predict air pollution over different study areas, such 
as neuro-fuzzy neural network (NFNN) [30], Bayesian neural 
network [31] and Recurrent neural network (RNN) [32, 33]. RNN 
has been applied in many studies involving time-series prediction, 
such as traffic flow prediction [34] and wind power prediction [35]. 
In the area of air pollution, RNN is suitable to capture the dynamic 
nature of the atmospheric environment [24]. It can learn from a 
sequence of inputs to model the time-series of air pollution. 

3. Recurrent Neural Network 

Recurrent Neural Network is a type of machine learning 
algorithm that was developed in 1980 [36]. It is the neural network 
model that is most likely used for time-series forecasting problems. 
RNN are designed with memory to remember things from past 
occurrences that can be useful for prediction of the future events. 
Its structure has a recurrent edge between hidden nodes. So, RNN 
not only uses input data but also uses the output of the previous 
steps to make current predictions.  

Figure 1 shows a simplified structure of RNN with one input 
layer and one output layer. The input can be considered as a 
sequence of vectors through time t such as {xt, xt+1, xt+2, …} 
where xt = (x0, x1, x2, …, xN). the input units are fully connected 
with hidden units, where the connections are defined by weights 
value. The hidden layer contains units that are connected to each 
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other with recurrent connection through time to define memory of 
the system.  

The hidden units are connected with output units. As the inputs 
are sequential through time, the feedback loop forms the cyclical 
structure that allow a sequential input to loop in the layer. This 
means that the output of step t-1 is fed back to the network to 
influence output of step t [36]. 

 
Figure 1: Recurrent Neural Network [36] 

RNN can deal with sequential input and produce sequential 
output. The input is considered internally dependent where RNN 
can capture this dependency with time relation. Some application 
areas of RNN with sequential data include handwriting recognition 
[37], video captioning [38] and music composition [39]. 

To learn input-output relationship, RNN uses a nonlinear 
activation function at each unit. Nonlinear activation function is 
more powerful than linear activation function. It is differentiable 
and can deal with nonlinear boundaries.  

RNN uses Backpropagation algorithm during learning process 
to update and adjust network weights [40]. As the updating follows 
the modifications during feedback process, it is commonly referred 
to as the backpropagation through time (BPTT). The BPTT works 
backward through the network layer by layer from the network 
output, updating the weights of each layer according to the layer’s 
calculated portion of the total output error. The weights are 
changing with proportion to the derivative of error with respect to 
the weights value, this includes that nonlinear activation function 
is differentiable. The changing of weights represents distance 
between current output and desired target.  

Computing error derivative through time is done at each 
iteration to make a single update and capture dependencies 
between parameters in order to optimize results. Updating weights 
back into every timestep takes time and slows learning. 

Two main issues may occur during weights update, exploding 
gradient and vanishing gradient. The exploding gradient happens 
when the algorithm assigns a high importance to the weights. On 
long sequence data, RNN gradients may explode as weights 
become larger with increasing of gradients during training. While 
vanishing gradients happens when the partial derivation of error is 
very small, multiplying its value with learning rate to update 
weights will not be a big change compared with previous iteration. 
This cause network to iteratively learn with no much changes as 
memory will hardly learn correlation between input and output and 
thus will ignore long term dependencies.  

Several solutions have been proposed in the literature to 
overcome vanishing and exploding gradient. The most popular are 
Long short-term memory (LSTM) and Gated recurrent unit (GRU) 
which are explained next in this section. 

Long short-term memory (LSTM) [41] is a variant of RNN that 
is used to solve the problem of short-term memory. LSTM uses 
gate mechanism that control the flow of data. The gate decides 
whether the coming input data is important to be kept in the 
memory or not. RNN keeps all the data during the learning process, 
even if the update is very small and not important (vanishing 
problem). The gates in LSTM store important data even if it is long 
for a prolonged period of time. This makes LSTM capable of 
learning long-term dependencies as a default. Repeating modules 
structure in LSTM is different than RNN. Each module has four 
interacting layers with a unique method of communications, as 
shown in Figure 2. 

 
Figure 2: LSTM structure [42] 

The LSTM structure consists of memory block called cells. 
The cell state and hidden states are transferred to the next cell. The 
cell state is the data flow that allows data to be transferred 
unchanged to the next cell. Cell state is the long-term memory. The 
gates are similar to layers that perform some matrix operations to 
add or remove data from the cell state. Gates control the 
memorizing process to avoid long term dependency problem. The 
input gate and forget gate manage cell state. 

Gated recurrent unit (GRU) is another variant of RNN [43]. 
GRU have faster learning process than LSTM and with fewer gates 
and shorter memory. GRU has two gates, update gate and reset 
gate, with no output gate in contrast to LSTM. Update gate controls 
information flow from the previous activation and the addition of 
new information. Reset gate is inserted into the candidate 
activation. GRU outperforms LSTM for music and speech 
applications [44].  

The inputs to RNN, LSTM and GRU are one-dimensional 
vectors. Bidirectional LSTM process sequential input with 
opposite direction with two hidden states that accept past data and 
future data [45]. Bidirectional LSTM is suitable with the 
application where current information is influenced by previous 
and future inputs such as speech [46]. 
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Choosing the appropriate algorithm among RNN versions is 
dependent on the problem domain and requirements. The main 
factor here is to improve the learning process by obtaining a 
satisfiable accuracy that has a low error rate and reasonable speed 
up. The model performance of all RNN versions is dependent on 
the optimization of the network hyperparameters. The 
hyperparameters define the neural network architecture and 
determine the behaviour of the algorithm for the given dataset. 
They include: activation function, number of hidden layers, 
number of neurons in each layer, sequence length, learning rate, 
weights initialization, number of epochs, batch size, dropout rate 
and feature extraction. 

Finding the optimal selection for each parameter for the 
optimization of network performance is a challenge. The most 
widely applied method for the selection of hyperparameters of a 
given algorithm on a given dataset are grid search and random 
search. In grid search, all possible combinations of parameters are 
tested. This method is time consuming and dependent on several 
hyperparameters that are essential for it to be optimal. As more 
parameters are included, the complexity increases. However, 
random search chooses a random point from the parameters space, 
and unlike grid search which considers all possible combinations, 
random search is much faster with less complexity. 

Selecting hyperparameters is a data driven method that requires 
fitting the model and validating it on the existing data, which make 
the process expensive [47, 48].  

Table 1 summarizes the neural network hyperparameters that 
influence network performance, along with a list of some methods 
that are used to set each one up. 

Choosing the value of each hyperparameter depends on the 
problem and its domain. Machine learning problems can be 
classified into two categories: classification and regression; similar 
for the activation function. Some of the activation function are 
used for classification problems, such as softmax, and some are 
used for regression problems, such as ReLu. The distribution of the 
dataset aids in determining the activation function that effect the 
behavior of the training. 

Table 1: neural network hyperparameters 

Hyperparameter  Description  Methods  
Activation 
function 

Mathematical function 
used to generate output 
value 

Sigmoid, 
ReLu, 
softmax, tanh 

Optimization 
algorithm  

The mathematical 
method used to update 
network weights to make 
accurate prediction and 
minimize loss function 
value 

Gradient 
decent, 
AdaGrad, 
Adam, 
RMSProp 

Loss function  The difference between 
model prediction values 
and actual, which is 
needed to predict 

Mean square 
error, mean 
absolute 
error, cross 
entropy 

Number of hidden 
layers 

Number of hidden layers 
in the network that add a 

Experimental  

hierarchy learning 
capacity 

Number of 
neurons 

Number of neurons at 
each layer that affects the 
learning capacity of the 
network 

Experimental 

Learning rate Steps forward to move 
weights in the direction 
opposite to gradient 

Experimental  

Weights 
initialization  

Initial weight values Normal 
distribution, 
uniform 
distribution, 
identity 
matrix, 
random 
orthogonal 
matrix 

Number of epochs Number of iterations Experimental 
Batch size Number of input 

samples, how often to 
update weights of the 
network 

Experimental 

Dropout rate Number of connections 
to be dropped during 
training 

Randomly  

Feature extraction  Set of features used to 
train predictive model  

Filter 
method, 
wrapper 
method, 
embedded 
method 

 

Neural networks are trained using stochastic gradient descent, 
which maps inputs to outputs from training data. This requires the 
choosing of a suitable loss function for the given problem. The 
model, with a given set of weights, makes prediction and, error is 
calculated; the optimization algorithm then updates the weights so 
that the following evaluation will reduce the error.   

Depending on the properties of the problem and the goals of 
designed model, an optimization algorithm and loss function can 
be selected that guarantee a satisfiable result. 

The number of hidden layers, number of neurons in each layer, 
batch size and number of epochs can influence the performance of 
training in terms of speedup and increase complexity. For 
problems where speed is not important, fixing parameters to 
increase accuracy by selecting large values, as needed, may not be 
a big issue. Determining the optimal number is a large task, and it 
can be done by repeating the same experiment and calculating 
statistics summary, which can then be compared with each 
configuration.  

The learning rate communicates to the optimizer of the learning 
algorithm as to how far to move the weights in response to the 
estimation error after weight updating. If it is small, the training is 
more reliable, but more time will be needed. If it is high, then 
training may not converge or may even diverge. Learning rate is 
one of the most important parameters that need to be tune correctly 
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before training the neural network, and its value has a great 
influence on the training results and network performance. 
Learning rate value ranges between 0.0 and 1.0. 

The weight of the neural network should be initialized to a 
small random value. By doing this, the hidden layer will acquire a 
chance to generate different signals. If the weights are initialized 
with the same value, then the hidden layer will generate same 
signal. The initialization should be asymmetric (different) so that 
the model can find different solutions to the problem. Choosing the 
method that is best able to initialize the weight of the network in a 
way that would enhance its performance is a challenge and 
considered as an entire field of study. 

Dropout is a technique proposed by Srivastava, et al. in 2014 
to select randomly neurons to be dropped during training [49]. 
After each epoch, selected dropout neurons do not contribute to the 
activation on the forward pass, and their weights are not updated 
in the backward pass. 

Neuron dropping during the training signifies that other 
neurons weights are tuned to specific features of the dataset, and 
this provide some specialization to training data. Selecting dropout 
neurons randomly gives the network a better generalization, since 
the un-dropped neurons will need to handle the representation to 
make prediction of the missing neurons, which will be led to a 
reduction in the overfitting of the training data and enhance 
performance. 

Feature extraction means to select those features from the 
dataset that are more related to the problem and effect the training 
results. Irrelevant, unneeded and redundant features can be 
eliminated from the data before training the model. Thus, those 
features cannot influence the accuracy of the model. Small number 
of features reduces the complexity of the model, and vice versa. 

Selecting the optimal value for each network hyperparameters 
in a way that it will enhance the performance of the model is 
mainly dependent on the problem domain and its dataset. The 
greater the parameters of hyperparameters that need to be tuned, 
the greater the time needed to tune them. It is preferred to select 
the minimum number of subsets for the hyperparameters that will 
influence the performance of the related problem. 

3.1. Recurrent Neural Network for Forecasting Air Pollution 

There are many studies that applied the recurrent neural 
network for forecasting application. In this section, we will 
introduce some of these works that have specifically focused on 
the prediction of air pollution. along with a summary of the tuned 
hyperparameters for each, the main contributions of each one, the 
conducted results and pitfalls of each work are summarized in 
Table 2.  

Lim, et al. used recurrent neural network to design a model that 
predicts various types of air quality over three different area in 
Daegu Metropolitan City, Korea. The author examined the model 
over different time steps and found that the error is small when the 
length of input data is about 30 or lower [50]. Authors [51] 
developed a forecasting model by combining convolution neural 
network (CNN) and Long Short-Term Memory to predict 
particulate matters (PM2.5). Li, at al., proposed a novel long short-
term memory neural network extended (LSTME) model that 
inherently considers spatiotemporal correlations for air pollutant 
concentration prediction [24]. TAO, et al., proposed a model that 
combines RNN and CNN for air pollution forecasting [52]. Sun, et 
al., proposed a spatial temporal PM2.5 concentration prediction 
framework using GRU, which is an extension of RNN [53]. Athira, 
et al., proposed a deep learning architecture that consists of input 
layer, a recurrent structure with three neural networks: RNN, 
LSTM and GRU, and a prediction layer to predict PM10 [54]. 
Xayasouk, et al., combined RNN with GRU to predict PM10 and 
PM2.5 in Seoul, South Korea.  The proposed model can forecast 
the concentration of the future 20 days based on previous history 
data [55]. 

Brian, et al., used RNN with LSTM to predict an 8-hour 
average surface ozone concentration based on hourly air 
monitoring station measurements [56]. Rao, et al., proposed an 
RNN-LSTM framework for quantification and prediction of air 
quality [57]. Zhao, et al., applied RNN to forecast daily Air Quality 
Classification (AQC) in three different cities in the United States, 
including Los Angeles (LA), Houston (HOU) and Atlanta (ALT) 
[58]. Karimian, et al., implemented three machine learning 
approaches: Multiple Additive Regression Trees (MART), a Deep 
Feedforward Neural Network (DFNN) and a new hybrid model 
based on long short-term memory (LSTM) to forecast PM2.5 
concentration over different time length. LSTM achieved best 
results [59]. Septiawan and Endah proposed the implementation of 
Backpropagation Through Time (BPTT) algorithm on three 
models of RNN: Elman RNN, Jordan RNN, and a hybrid network 
architecture to predict air pollutant concentration [60]. 

3.1.1 Discussion about Related Works 

From the above-mentioned related works, several 
recommended points can be concluded: 

1. Each region has its specific features that are distinct from one 
another. The air quality research is recommended to be carried out 
region wise. 

2. The data pre-processing is an important step that eliminate 
noise and reduce outliers. Different techniques that handle missing 
data generate different accuracy.  

Tables 2: Comparison between recent works on applying RNN for air pollution forecasting 

Related 
Works 

Hyperparameters 
used  

Application 
Area 

Main contributions  Experimental 
results  

Pitfalls  

Lim et al. 
[50]  

Sequence input, 
epochs, batch size, 
dropout, optimizer 

Daegu 
Metropolitan 
City, Korea 

a. The authors used 
RNN to predict 
various kinds of 
air quality of 
Daegu 

a. As input data is 
30 or lower, 
accuracy 
increased. 

b. Nadam and 
RMSprop 

a. Small number of 
iterations are used 

b. Metrological 
parameters that 
influence air pollution 
prediction are not 
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metropolitan 
city. 

b. Various 
experiments 
were conducted 
with different 
variables: input 
length, different 
activation 
functions, 
number of 
neurons on 
hidden layer  

activation 
function 
outperform 
Adam and 
Adagrad. 

c. The accuracy 
increased as 
number of 
neurons 
increased in 
hidden layer. 

 

considered in the 
experiment 

c. Proposed work was not 
compared with 
previous works in the 
literature 

Huang 
and Kuo 
[51] 

SELU activation 
function  

Beijing, 
China 

a. A combination of 
CNN and RNN 
are proposed to 
predict PM2.5 

b. Comparing 
proposed model 
with several 
machine learning 
methods  

Proposed work 
achieved higher 
accuracy comparing 
with traditional 
methods 

a. Only two metrological 
parameters are 
considered in the 
proposed work 

b. Selected epoch is used 
to avoid overfitting, 
more effective methods 
can be used 

c. Proposed model was 
not tested with 
different 
hyperparameters 

Li et al. 
[24] 

two LSTM layers 
and one fully 
connected layer 

Beijing, 
China 

a. Proposed a 
model of LSTM 
that consider 
spatiotemporal 
correlations for 
air pollution 
prediction 

b. Comparing 
proposed model 
with another 
statistical-based 
model 

c. Apply a random 
search method 
with k-fold cross 
validation to find 
optimal selection 
of 
hyperparameters 
network 
architecture  

Better prediction 
performance with 
higher prediction 
precision achieved by 
proposed model  

Using large time lag, the 
prediction performance of 
proposed model decreases 
with high value of RMSE.   

Tao et al. 
[52] 

CNN contains two 
layer, RNN two 
layers with 80-
neurons  

Beijing, 
China 

a. Propose a 
framework that 
combines 1D 
convnets 
(convolutional 
neural networks) 
and bidirectional 
GRU (gated 
recurrent unit) 
neural networks 
for PM2.5 
concentrations 

a. For a certain 
number of 
neurons in 
hidden layer of 
GRU, overfitting 
problem may 
occur after that 

b. Autocorrelation 
coefficient 
indicates that 
earlier events 
have a weaker 

Comparison is made by 
shallow machine learning 
methods and some deep 
learning algorithms. It 
would be more efficient to 
compare proposed model 
with some model that used 
CNN to extract features 
such as one proposed in 
[50] 
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b. Comparing 
proposed work 
with seven 
machine learning 
methods 

effect on current 
status 

c. Deep learning 
method 
outperform 
shallow machine 
learning methods 
in prediction 
performance 

d. Proposed model 
shows higher 
precision  

Sun et al. 
[53]  

Not mentioned Shenyag, China Propose a spatial-
temporal GRU-based 
prediction model to 
predict PM2.5 hourly 
concentration 

Proposed work 
outperforms other 
machine learning 
methods that are used 
in the paper for 
experimental 
comparison  

a. No network 
configuration with 
different parameters 
was used in the 
proposed work 

b. Proposed work focused 
on effect of 
convolutional 
variables, while time 
interval is important as 
air pollution change 
over time 

Athira et 
al. 
[54]  

Learning rate, 
batch size, epochs, 
RMSprop 
optimizer 

China Use different RNN 
models with different 
learning rate to 
forecast air pollution 
from AirNet data 

Three models 
performed well in 
prediction, where 
GRU outperform 
other models 

a. Deep learning models 
were used before to 
predict air pollution.  

b. Results of proposed 
work were not 
compared with 
previous works 

Xayasouk 
et al. 
[55]  

Sequence input, 
optimizer Adam 

Seoul, Korea Propose a prediction 
model that combines 
RNN with GRU to 
predict PM10 and 
PM2.5 in the next 7, 
10, 15 and 20 days 

Proposed model can 
predict the 
concentration of 
particular matter 
value for the next 
future  

Proposed model was not 
evaluated in terms of 
performance of other deep 
learning models 

Brian et 
al. 
[56]  

Learning rate, 
activation 
function, uniform 
distribution for 
weight 
initialization, 
dropout, feature 
selection, epochs 

Kuwait  a. Propose a 
framework with 
LSTM to predict 
8-hours average 
surface ozone 
concentrations  

b. Use Decision 
Tress to extract 
features 

a. Feature 
extraction  

b. Sensitivity 
analysis of 
parameters led to 
tune network 
efficiently  

c. RNN shows 
better prediction 
results 
comparing with 
FFNN and 
ARIMA 

RNN was used previously 
in past studies to forecast air 
pollutants  
 
 

Rao et al. 
[57]  

Adam optimizer  Visakhapatnam, 
India 

Propose a model 
using RNN and 
LSTM to predict 
hourly of various air 
pollutants by 
considering temporal 
sequential data of 
pollutants 

Proposed approach 
archives better 
performance than 
Support Vector 
Machine (SVM) in 
terms of evaluation 
metrics. 

Network tuning parameters 
is not mentioned in the 
proposed work, where 
difference between then in 
term of accuracy is not 
tested neither mentioned  
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Zhao et al. 
[58] 

Data length The united states Use RNN to propose 
a prediction model to 
predict air quality 
classifications in 
three different cities 
in the U.S. 

RNN outperform two 
machine learning 
techniques: SVM and 
Random Forest 

Data length comparison 
was done in a daily basis, 
for real-time forecasting, 
the hourly basis data may 
give more accurate 
comparison. The results of 
RNN and other methods are 
close to each other for one 
day time length.  

Karimian 
et al. 
[59] 

Data length Tehran, Iran Evaluate three 
methods for PM2.5 
forecasting by 
implementing models 
based on Multiple 
additive regression 
trees (MART) and 
deep neural network 
(DFNN and LSTM) 
concepts. 

a. LSTM for 48-h 
predictions 
outperformed the 
other two models 
with higher 
accuracy 

b. advanced 
machine learning 
models, MART, 
produced better 
PM2.5 estimates 
than the DFNN 
model 

Number of metrological 
data was used with no 
consideration of its 
importance on 
increasing/decreasing 
accuracy of model 

Septiawan 
and 
Endah 
[60] 

the number of 
hidden neurons, 
learning rate, 
minimum error, 
and maximum 
epoch on the 
accuracy of BPTT 

London, 
England 

a. Apply BPTT 
algorithm with 
Elman RNN, 
Jordan RNN, and 
hybrid network 
architecture to 
predict the time 
series data of air 
pollutant 
concentration in 
determining air 
quality 

b. Use 
autoregressive 
(AR) process to 
determine the 
number of input 
neurons  

Jordan RNN gives 
smallest value of 
Mean Absolute 
Percentage Error 
(MAPE) 

The effects of other features 
such as metrological data is 
not mentioned  

 

3. The input variables play an important role on improving the 
prediction accuracy of the model. For the air pollution domain, the 
metrological data inputs have a great influence on the variability 
of air pollutants. The increasing number of input data does not 
guarantee enhancement of the accuracy of the prediction model, in 
[52]. It is highly recommended those inputs that are highly 
correlated with the predicted value (air pollutants concentrations) 
be included. 

4. Recurrent neural networks are suitable to capture non-linear 
mapping from the sequence of inputs and spatiotemporal evolution 
of air pollutants. It is highly recommended that they are applied to 
the domain of air pollutants concentration prediction.  

5. The performance of selected algorithm is dependent on the 
selected hyperparameters. 

6. Batch normalization is a technique that is used to automatically 
standardize inputs to a layer in the deep learning architecture in 

order to accelerate the training process and improve performance 
as listed in [51]. 

7. Regularization is a technique that is used to reduce weights of 
the network in order to prevent overfitting and to improve 
generalization of the model as done in [51]. Generalization means 
satisfactory performance of the new input data, and not only for 
the data for which the model was trained.   

8. Input variables with different units and different distributions 
increase the difficulty of training and thereby generate a large 
weight value. When working with deep learning neural network, 
such as RNN, data pre-processing is a recommended step before 
training. The data is either normalized or standardized to make 
input variables with small values and within the same range 
(usually between 0 and 1). 

9. For time series problems, the amount of input data inputted to 
the model is a critical parameter that influence the prediction 
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accuracy. As input data is shorter, more recent information is 
reflected [50]. 

10. Since air pollution is a dynamic parameter that changes over 
time, the time length is an important factor to be considered as it 
effects the performance of the predictive model. Air pollution may 
change within the hour, the day or even more, and so the prediction 
results will also be changed based on the time length. It is 
recommended to describe behaviour of air pollutants  

concentration over time to fine tune the optimal time length before 
training. 

4. Ensemble Learning 

Neural networks algorithms are a nonlinear method that uses 
stochastic training algorithms to learn. This means that learning 
algorithm can capture nonlinear relationship in the data even if it 
is complex, but this is dependent on the initial conditions of the 
training, the initial random weights and the initial parameters 
tuning. This means that different algorithms will produce different 
set of weights, which in turn will produce different predictions. 
This is referred to the neural network as a high variance technique. 
Conversely, there are hundreds of machine learning algorithms to 
be selected from for any predictive problem, and choosing the best 
one that will give the optimal results in terms of accuracy and 
performance is a challenge. A successful approach to helping in 
the selection of the best algorithm that will improve the prediction 
performance and reduce variance is to train multiple models and 
then combine the prediction of these models. This is called 
ensemble learning technique. 

The ensemble technique is a machine learning method that 
combines different base models to produce one optimal predictive 
model [61, 62]. For the ensemble to produce a better result, each 
individual model should produce an accurate result with different 
error on the input data [63]. Ensemble can result in better 
prediction than single model prediction.  

Ensemble involves training different multiple networks with 
the same data, each model is used to make a prediction, which are 
then combined in a way to generate a final prediction. Some 
advantages of using ensemble method can be include the 
following: 

1. Improve prediction accuracy 

2. Reduce the impact of the following problems which rise when 
working with single model: 

a. High variance: when the amount of data is small comparing to 
the search space 

b. Computational variance: when the learning method faces a 
difficulty to find the best solution within search space 

c. High bias: when the searching space does not contain the 
solution of corresponding problem 

4.1. How to Ensemble Neural Network Methods? 

The oldest ensemble neural network approach is called 
“committee of networks”. It is a collection of networks where each 
network is trained with the same problem dataset, and each 
network then produces its actual output. The average of these 
output predictions is evaluated to produce a final prediction. The 

number of models used in ensemble is usually small, three, five or 
ten trained models to maintain the performance of the technique. 
Since training multiple models will increase computation and 
complexity, so ensemble is often kept small. The general idea of 
ensemble method is shown in Figure 4. 

 
Figure 3: General idea of ensemble method 

As shown in Figure 3, the major elements of ensemble 
method are: 

1. Training Data: dataset of the problem 

2. Ensemble Models: the set of neural network methods used in 
ensemble 

3. Combination Technique: the way to produce final prediction 
from output of ensemble models 

Varying any one of these elements will influence the performance 
of the ensemble model. It is a challenge to find the best selection 
to have a final optimal model. The details of each element are 
explained below. 
Training Data 

Varying the training data for each model of the ensemble can 
be done in different ways. The popular one is k-fold cross 
validation. In the k-fold cross validation, the dataset is divided into 
k-samples, where each sample is different than the other. A k-
models are used for ensemble, where each model uses one sample 
from a k-samples set.  

Bootstrap aggregation, or shortly bagging, is another approach. 
Here, the dataset is resampled by replacement, and a new dataset 
is fed into the training model. The composition of each dataset is 
different, thereby generating different errors from the models. 
Another approach involves a random selection of data from the 
dataset. 
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Training the ensemble models with different samples from the 
dataset will examine the performance of the model for the different 
data. It is preferable to have a low correlation in the prediction 
results of each ensemble members. The predictions of each model 
are then combined which greater stability and better performance 
prediction. 

Ensemble Models 
The performance of any learning algorithm depends on the 

initial conditions, that is, the selection of hyperparameters to tune 
algorithm in a way to produce an optimal result. The model can 
give many results depending on the selection, some that are good, 
and others that are not. Training more than one algorithm will 
result in a set of sub-optimal solutions that when averaging them 
may give an improved estimate.  

Each model will produce an error. The model selection should 
be in a way that results in a low correlation of errors made by each 
model. To achieve this, it is recommended to tune each model with 
different capacity and conditions (different number of neurons and 
layers and different learning rate, etc.). 

Combination Techniques 

There are three ways of combining model prediction into the 
ensemble prediction which are: 

1. Bagging: Choose different subsamples from the dataset to 
build multiple models for each sample. The final output is the 
average of each prediction for all of the sub-models. There are 
different bagging models such as: 

a. Bagged Decision Tree: Performs well with algorithms 
that have high variance. 

b. Random Forest: An extension of Bagged Decision Tree 
where samples are taken by replacement. 

c. Extra Trees: A modification of Bagged Decision Tree 
where random trees are constructed from samples of the training 
dataset. 

2. Boosting: Build multiple models where each learn to fix the 
prediction error of the model before it in the chain. The common 
boosting ensemble models are: 

a. AdaBoost: Works by weighing instances in the dataset, 
so the algorithm can pay less or more attention to their weight 
while building subsequent models. 

b. Stochastic Gradient Boosting: A random subsample of 
the training data is selected at each iteration and used to fit the base 
learner. 

3. Voting: Build multiple models with some statistics (such as 
mean) to combine prediction. 

A summary of ensemble machine learning algorithms used to 
enhance performance of models on forecasting problems is shown 
in Figure 4. 

 
Figure 4: Ensemble Machine Learning Algorithms 

4.2. Ensemble Learning Applications 

Ensemble learning methods have been applied in different 
forecasting applications and decision making in various 
applications [64, 65]. It has been shown in that efficiency of 
ensemble models is greater than single model in terms of accuracy 
[66, 67]. A summary of some of those applications are introduced 
below. 

Siwek and Osowski used wavelet transformation and 
ensemble of neural networks to improve accuracy of prediction of 
PM10 [66]. The authors applied four neural networks: Multilayer 
perceptron, Support vector machine for regression, Elman 
network and radial basis function network. All of them are 
different and independent.  

A randomly selected data samples from the entire dataset is 
fed to each model, and the final output of each model is fed into 
another neural network. The results of the proposed model show 
an improvement in the performance in terms of accuracy.  

In the biomedical field, Peimankar and Puthusserypady 
proposed an ensemble model using recurrent neural networks to 
detect P-wave in electrocardiogram. The authors used four deep 
recurrent neural networks. The four networks are trained on the 
data to extract features, where their output is combined for the 
final detection of P-waves. The results show a high classification 
accuracy [67]. Tan, Et al., proposed an ensemble of recurrent 
neural networks for predicting enhancers, a DNA fragment [68]. 
In wind forecasting application, Cheng. et al., proposed an 
ensemble method for probabilistic wind forecasting. The authors 
used recurrent neural network with different architecture (LSTM, 
GRU and Dropout layer) for ensemble models, and adaptive neuro 
fuzzy inference system which were used for combination of final 
prediction [69]. An adaptive boosting (AdaBoost) combined with 
Extreme Learning Machine (ELM) for multi-step wind speed 
forecasting proposed in [70].  
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Table 3: Analysis of ensemble methods in time-series forecasting applications 

Related works Ensemble 
method 

Combination 
method 

Number of 
base models 

Application 
domain 

Results 

Siwek and 
Osowski [66] 

Neural 
network 
ensemble 

Non-linear 
mixing 

10 Air pollution 
prediction 

Mean Absolute Error (MAE), The Mean 
Absolute Percentage Error (MAPE), The Root 
Mean Square Error (RMSE), Correlation 
Coefficient (R) and Index of Agreement (IA) 

Peimankar and 
Puthusserypady 
[67] 

LSTM 
ensemble 

Dempster-
Shafer theory 
(DST) 

4  P-waves 
detection in 
ECG 
recordings 

Achieved 98.48% accuracy and 97.22% 
sensitivity  

Tan, Et al. [68] Bagging  Voting  8 Enhancer 
classification 

achieved sensitivity of 75.5%, specificity of 
76%, accuracy of 75.5%, and Matthews 
Correlation Coefficient (MCC) of 0.51 

Cheng. et al. 
[69] 

Hybrid 
ensemble of 
wavelet 
threshold 
denoising 
(WTD), RNN 
and Adaptive 
Neuro Fuzzy 
Inference 
System 
(ANFIS) 

ANFIS 6 Wind speed 
prediction 

(RMSE), (MAE) and normalized mean absolute 
percentage error (NMAPE) 

Peng, et al. [70] A 
combination 
of the 
improved 
AdaBoost.RT 
algorithm 
with the 
Extreme 
Learning 
Machine 
(ELM) 

Additive of 
models 

5 Wind speed 
forecasting 

RSME, MAE and MASE 

Borovkova and 
Tsiamas [71] 

Stacking  Average  12 Intraday 
stock 
predictions 

AUC 

Qi, et al. [72] Bagging  Voting  8 Chinese 
Stock 
Market 

accuracy is 58.5%, precision is 58.33%, recall is 
73.5%, F1 value is 64.5%, and AUC value is 
57.67% 

Choi and Lee 
[73] 

LSTM 
ensemble 

Adaptive 
Weighting 

10 Time-series 
forecasting 

(MAE) and (MSE)[ 

 

In the stock market prediction, many studies have been 
proposed based on ensemble methods. Borovkova and Tsiamas 
proposed an ensemble using LSTM for intraday stock predictions 
[71]. Qi, et al., used eight LSTM neural network with Bagging 
method to establish ensemble model for the prediction of Chinese 
Stock Market [72]. A general time-series forecasting model was 
proposed in [73] using LSTM ensemble model. The authors used 
multiple LSTM models where final prediction outputs are 
combined in a dynamically adjusted way. Table 3 summarize the 
analysis of previous works. 
4.3. Discussion of related works  

Ensemble learning is the method that combines multiple 
models to enhance prediction accuracy over one model 
performance. Analysing the challenges of using ensemble method 
in the time-series applications includes advantages and 
disadvantages of combination technique used. Table 4 summarize 
advantages and disadvantages of each ensemble combination 
method discussed in this paper [74, 75]. 

Table 4: Advantages and disadvantages of ensemble method 

Method Advantages Disadvantages 
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Bagging - Used for 
classification and 
regression 
problems   

- Performs well in 
the presence of 
noise 

- Each model 
works separately  

- Need to perform 
multiple pass on the 
dataset 

- Dataset size should 
be known in advance 

 

Boosting - Improve power of 
weak model 

- Fast and simple 
- Can identify noise  

 
 

- Need to perform 
multiple pass on the 
dataset 

- AdaBoost is 
sensitive to outliers 

- Accuracy is 
influenced by 
sufficiency of data 
 

Voting - Accuracy 
increases as 
number of 
member increases 
 

- High computational 
time 

 
When designing a predictive model for time-series 

application based on ensemble method, the size affect 
performance of model. As the number of base models increases, 
the accuracy improves but will lead to increasing in the 
computational time and storage space [76]. Determining the 
optimal number of base models is a research challenge. Some 
related works proposed the use of pruning ensemble which reduce 
complexity and enhance performance [77, 78, 79]. 

In order to increase performance of ensemble model, it is 
recommended to use different samples for different base models 
with different features for each model, and to tune each model 
with different selection of hyperparameters to increase diversity 
[80]. 

5. Ensemble Recurrent Neural Network Method 

Based on the analysis of previous studies that have been 
designed as an ensemble model, the framework for ensemble of 
recurrent neural network for time-series applications can be 
divided into two main phases: Data Preparation Phase and 
Ensemble Model Design Phase. The details of each phase are: 

1. Data Preparation: Getting the data ready for machine 
learning algorithm. It is not useful to use real values of data for 
learning. The data should be consistent, within the same range, 
and not contain any noise. This includes the following steps: 

a. Data Decomposition: Time-series data can be divided 
into systematic and non-systematic. The systematic data 
comprises of components from time-series data that are consistent 
and recurrent. Non-systematic data are components that are not 
consistent and considered as noise. The systematic components 
can be defined as follow: 

1. Level: The average value of the series data. 

2. Trend: Increasing or decreasing of data. 

3. Seasonality: Repetitive patterns in the data. 

Time-series data can be viewed as a level of components 
depending on the degree of consistency of the dataset. Splitting 
the data to components can be useful for better understanding of 
the problem during time forecasting. 

b. Cleaning: Cleaning data from missing and noise values. 

c. Normalization: Useful to normalize data to be within the 
same range, usually between -1 and 1. Two popular choices can 
be used: minmax scaler and standard scaler. 

d. Data Transformation: There are different ways to 
transform data for processing, which depends on the problem 
domain. For time-series problem, the data should be re-framed as 
a supervised machine learning problem. This means that output 
from previous time step is transformed into an input for the next 
time step. 

e. Data Split: Dividing data into two subsets, training and 
testing. Usually data is split into 80% training and 20% testing. 

4. Features Engineering: This phase includes a processing 
of data to select most important features that influence the 
prediction results. In most machine learning applications, feature 
importance is an essential step which can be performed in 
numerous ways. For time-forecasting prediction problem, most of 
the previous works applied mathematical correlation to find a 
relationship between input and output variables [51, 24, 52, 53, 
56]. When there are many features to be entered into the network 
for training, then finding the correlation between the target output 
value and these features will reduce complexity of training and 
enhance performance. The model can then be used with proper 
input features that can effect on the prediction.  

Pearson correlation is the most popular method used to find 
correlation between two variables.  

5. Ensemble Models Selection: This phase contains two 
main steps: 

a. Determining the recurrent neural network models 
(LSTM, GRU, Bidirectional, etc) which will be used on ensemble 
design.  

b. Hyperparameters Tuning by designing selected 
algorithms by setting different hyperparameters selection. This 
means that each algorithm will generate a different error where 
the correlation between the error values for all algorithms will be 
low enough to achieve generalization of the model.            

6. Combining Models Prediction: The results from each 
model of ensemble algorithms will be combined using one of the 
combination ensemble techniques, as described previously, to 
generate the final prediction of the model. 

The overall framework proposed in this paper is presented in 
Figure 5. 
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Figure 5: ensemble of recurrent neural network framework 

6. Conclusions 

This paper reviewed several studies that have been applied on 
recurrent neural network for time-series forecasting applications. 
The reviewed works give an idea of how to conduct a research for 
air pollution forecasting using optimization techniques of 
recurrent neural network and ensemble method. The proposed 
idea can be formulated on the framework which is divided into 
two main phases: Data preparation phase and Ensemble model 
design phase. The Data preparation phase is responsible on 
cleaning, normalizing and transforming data to a supervised form. 

The output of this phase will generate a more consistent data 
with no noise, duplication and unrelated information. Having 
consistent training data will affect on the performance by 
increasing prediction accuracy. Ensemble model design phase 
includes the choosing of best recurrent neural network design 
after tuning each model with different parameters, ensemble 
method type and combination technique. It is recommended to use 
different subset of samples, different features for each model and 
tune each model with different parameters to achieve diversity. 

The proposed model can be applied in most time-series 
forecasting applications. This paper focuses on the air pollution 
forecasting where ensemble method of recurrent neural networks 
could be suitable for pollution estimation. 
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